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Abstract – In this paper we comprehensively survey the concept and strategies for building a resilient and integrated cyber-physical 
system (CPS). Here resilience refers to a 3S-oriented design, that is, stability, security, and systematicness: Stability means the CPS can 
achieve a stable sensing-actuation close-loop control even though the inputs (sensing data) have noise or attacks; Security means that 
the system can overcome the cyber-physical interaction attacks; and Systematicness means that the system has a seamless integration of 
sensors and actuators. We will also explain the CPS modeling issues since they serve as the basics of 3S design. We will use two detailed 
examples from our achieved projects to explain how to achieve a robust, systematic CPS design: Case study 1 is on the design of a 
rehabilitation system with cyber (sensors) and physical (robots) integration. Case Study 2 is on the implantable medical device design. 
It illustrates the nature of CPS security principle. The dominant feature of this survey is that it has both principle discussions and practical 
cyber-physical coupling design. 1 

Index Terms – Cyber-Physical Systems, Stability, Security, Sensors and Actuators, Survey 
 

1. Introduction 
1.1 What is CPS? 
 

The ultimate purpose of using cyber infrastructure (including sensing, computing and communication 
hardware /software) is to intelligently monitor (from physical to cyber) and control (from cyber to physical) our 
physical world.  A system with a tight coupling of cyber and physical objects is called cyber-physical system (CPS) 
[1-3], which has become one of the most important and popular computer applications today. In Table 1 we have 
listed the major differences between cyber resources and physical objects [4, 5].  

 
Table 1. A comparison of cyber and physical properties of CPS 

 Cyber Physical 

Method of ensuring proper order Sequences Real time 

Event synchronization Synchronous Asynchronous 
Time properties Discrete Continuous 

Structure Computing Abstractions Physical Laws 

 
 Computational and digital technologies will soon be found in, and play an integral role in many physical 
structures and devices. Just like how the Internet has revolutionized how people interact with each other and allowed 
us to more easily connect and trade with one another, CPSs also have the same potential to change how we interact 
with the physical world around us [6]. The implementation of the Internet is based on the integration of major 
advancements in network technology, applications and infrastructure. Likewise, CPSs can be seen as the integration 
of embedded systems, sensors, and control systems [7]. 
 There are a number of technological advancements being made that are opening the door for CPS 
improvement. Sensors are becoming cheaper as they get smaller and smaller. There is also the breakthrough in 
wireless communication, Internet bandwidth, and the constant rise in alternative energy sources [8]. Computer parts 
are becoming increasingly more high-capacity at lower power consumption and smaller form-factors. As a result, 
the CPS is also becoming more and more demanding in the fields of aerospace [5, 10], defense [11, 12], energy 
systems [13, 14], healthcare [3, 15-18], transportation [19-23], and others [24-26].  
 A CPS can be thought of as the utilization of the logical and discrete properties of the computers to control 
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and oversee the continuous and dynamic properties of physical systems. Using precise calculations to control a 
seemingly unpredictable physical environment is a great challenge [27]. The uncertainty and lag from real-time 
physical system to discrete-time digital control is an obstacle that must be overseen. The failures or safety issues 
must be contained and dealt with in an efficient manner [28]. Synchronization within a system and over complexity 
are also other obstacles that must be taken into consideration in order for the CPS field to grow [29].  
 A CPS often relies on sensors and actuators (or called actors, in some cases even called controllers) to 
implement tight interactions between cyber and physical objects [13]. The sensors (cyber objects) can be used to 
monitor the physical environments, and the actuators /controllers can be used to change the physical parameters. 
Table 2 shows the examples of sensors and controllers used in a typical CPS - smart grid. The smart grid requires 
that all storage controllers timely release a certain level of electricity to different transmission line segments based 
on their local inverters’ voltage measurements and other sensors’ input.   
 

Table 2. CPS example – Smart Grid: power electronics sensors / controllers 
Location Sensor /Controller Names Functions 
Storage   AC (Alternating Current) sensor: 

 Power level sensor: 
 Power release controller: 

Measure AC frequency oscillation 
Indicate the current energy storage 
Controls release /storage of electricity 

Transmission Line  Impedance sensor: 
 Inverter controller:  

Detect power line breakage 
Stop/allow the local AC transmission 

Wind Turbine  Pressure/wind speed sensors: 
 Wind blade controller: 
 Wind generator controller: 

Shows the energy generation strength 
Stop the wind fans if hardware fault detected  
Control for wind power generation 

Solar Panel  Solar PV voltage sensor:  
 Solar PV controller: 

Shows the energy generation strength 
Control for solar power generation/ integration 

MG/PG Interface  Switch Controller: Switch between islanded / connected modes. 
Generator  Temperature /vibration sensor: Indicates generator’s working status 
 
Regarding the interactions between sensors and controllers, here we use a wind power system as an example 

(Fig.1), in which there exist three types of communications among sensors and controllers [30]: (1) Sensor-to-
sensor (S-S) coordination: the sensors in a power cluster (with hundreds of wind turbines) need to communicate 
with each other to find an electromagnetic distribution map for power flow analysis. (2) Sensor-to-controller (S-C) 
coordination: A controller makes decision based on the collected sensor data. A controller may need both local and 
remote sensors’ data. (3) Controller-to-controller (C-C) coordination: A controller may need to coordinate with 
other controllers to make a coherent decision. For instance, a storage controller needs to work with other controllers 
(that control loads and renewable sources) to decide whether the storage unit should be charged or discharged and 
how much electricity load it should handle. A controller for a renewable energy source (such as a wind turbine or 
solar PV), needs direction from a system controller (Fig.1) to control its power production so as to assure a stable 
and reliable system operation.    

The sensor and controller relationship can be represented as a networked control system with inputs 
(sensors’ data) and outputs (control commands) [31]. As shown in Fig.2, a wireless sensor and controller (WSCN) 
with delay and packet loss can be used to describe a CPS. It has state transitions based on the control results. 
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Here we use another civilian example to illustrate CPS architecture. An intelligent water distribution 
network is shown in Fig.3 [32]. Among the physical components, there are pipes, values, and reservoirs. Using this 
system, researchers are able to track water use. They are also able to predict where the majority of water will be 
consumed. It has a multi-layer architecture. One layer is the actual water flow, such as a reservoir of a sink. This 
layer has cyber objects (sensors) that communicate to the higher level cyber objects such as computer devices on 
how much and when the water will be used.  This allows the computers to be able to allocate water to where it will 
be needed at the correct times. It also allows for monitoring of the maintenance side of water flow. It achieves this 
by monitoring what amount is being used at a house and how much water is being sent to that section.  If there is a 
leak, then more will be sent to that section than what is being used so then they will know there is leak or 
malfunction.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 CPS Example: Water distribution system 
  
1.2 CPS Design Challenges 
 

A resilient CPS design includes three features (3S): (1) stability: no matter how the environment generates 
noise and uncertain factors, the control system should always reach a stable decision result eventually; (2) security: 
the system should be able to detect and countermeasure the cyber-physical interaction attacks; (3) systematicness: 
the cyber and physical components should be seamlessly integrated together into a systematic design [33-35]. 
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Fig.1 Sensors / controllers’ locations in a CPS (smart grid) 
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To achieve such a resilient CPS, the following 5 challenges should be addressed: 
(1) Dependability: Dependability is an important quality for any CPS.  As an example, the framework 

called intelligent physical world (IPW) [36] helps to add the adaptive behavior to the CPS. Adaptability brings 
higher dependability. Here raw physical processes (RPP) data is collected, and the system is controlled by an 
intelligent computational world.  For ease of understanding, physical world and computational world are denoted 
as Ap and Ac, respectively.  Together Ap and Ac create a management-oriented feedback. This will allow Ac to see the 
behavior changes that Ap makes. When looking at Ap as a black box system, there are three domain characteristics: 
programmability, observability, and computability. Using these characteristics, three important categories in 
dependability can be achieved: QoS, fault-tolerance, and timeliness. The QoS is a measurement of how well the 
system resources are allocated depending on which part of the system the user is currently using.  Fault-tolerance 
measures how a system is impacted by a failure. These factors need to be met so that dependability can be achieved 
during times of failure. 
 (2) Consistency: to achieve consistency, each component in the CPS can be accounted for in a base 
architecture (BA) [37], and every path of communication and physical connection between elements is allowed in 
the BA by connectors. This means that the system should know all the possible paths. If a wrong connection or 
assumption is made, it will not be in the BA. To show this multi-view consistency, additional tools are needed. 
AcmeStudio framework [37] is used to help do this. It creates architecture design environments. Fig.4 shows the 
design flow used to check consistency. The BA and system view are compared for consistency in AcmeStudio. The 
graph morphism plug-in checks the consistency of the system view. This is done by looking at the component-
connector graph of the BA.  If the elements are inconsistent, the multi-view editor can be used to make corrections.   
   

 

 

 

 

 

 

Fig.4: Consistency checking design flow using AcmeStudio [37] 

(3) Reliability: A disconnection often lies between program execution and physical requirements.  
Programs have, essentially, 100% reliability in the sense that it will go through the exact same set of commands in 
exactly the same order every time it is run. However, physical systems rely not only on function but also on timing, 
and computer programs can be imperfect in this aspect.  This mismatch causes much uncertainty and unreliability 
and becomes a problem for CPSs. There are essentially two ways to deal with uncertainty in computer systems: 
either reduce the uncertainty in each part as much as possible so that the reliability is very close to 100%, or 
implement algorithms to correct errors caused by imperfect reliability in the electronic components [38]. To make 
the CPS behavior predictable, some artificial intelligence or machine learning schemes can be used to predict the 
next-time system state. For example, we may build a regression model or hidden Markov model to describe the 
CPS time evolution dynamics. Thus we can predict the next-step system state based on the history state evolutions. 
 (4) Cyber-Physical Mismatch: In a CPS the interaction and coordination between the physical elements 
and the cyber elements of a system are key aspects. In the physical world, one of the most dominant characteristics 
is its dynamics, or the state of the system constantly changes over time. On the other hand, in the cyber world, these 
dynamics are more appropriately defined as a series of sequences that do not have temporal semantics. There are 
two basic approaches to analyzing this problem: cyberizing the physical (CtP) which is where cyber interfaces and 
properties are imposed on a physical system; and physicalizing the cyber (PtC) which is when software and cyber 
components are represented dynamically in real time [39, 40].  
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(5) Cyber-physical Coupling Security: A CPS should be resilient to both natural faults and malicious 
attacks. Especially, we will describe how we could use a suitable control model and corresponding security schemes 
to build a resilient CPS. In CPS the physical systems are susceptible to the cyber security vulnerabilities from 
monitoring and control security perspective (Fig.4). Here we list some examples of CPS attacks: in 2008 a senior 
analyst of the CIA stated that there were computer intrusions into some European power utilities followed by 
extortion demands [41]; in 2010 people demonstrated a software tool called CarShark [42] which could remotely 
kill a car engine; some hackers have broken into the U.S. air traffic control systems [43]; in 2010 hackers designed 
a virus which can successfully attack Siemens plant-control system [44]. 

 

 
 
 
 
 
 
 
 
 
 
 

We may not simply use conventional, general cyber security schemes to achieve all CPS protections. This 
is because most CPS security solutions need to be closely integrated with the underlying physical process control 
features [45, 46]. As an example, a typical CPS, called implantable medical device (IMD), may be implanted in the 
human body for both physical-to-cyber medical sensing and cyber-to-physical organ control. Typical IMDs include 
pacemakers, neuro-stimulators, insulin pumps, and others. An IMD attack called wireless power charge attack, is a 
critical issue since an attacker who knows the coil resonance frequency can cause the IMD to overheat. It is 
meaningless to use conventional cryptographies to encrypt the power charge waves since energy transfer is entirely 
different from data transfer (Fig.6 (a)). We may use a CPS-oriented security solution to solve the above issue 
(Fig.6(b)): using cyber scheme (chaotic maps) to control the physical object (circuit capacitors) in order to prevent 
an attacker from guessing the power charge resonance frequency that secretly switches values. 

 
1.3 Contributions of this paper 
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This paper has the following three dominant features: 
(1) Comprehensive survey on entire design process: First, unlike other CPS surveys (such as [3, 11]) that 

only focus on a small aspect (such as security), this comprehensive survey covers the entire CPS design process 
including concept, modeling, control, security, and cyber-physical coupling. It summarizes the latest literature in 
those aspects. It describes the connections between control models and security. 

(2) Qualitative and quantitative descriptions on CPS resilience: We will use both qualitative discussions 
and quantitative math models to describe the 3S-oriented CPS design. For instance, we will provide the detailed 
networked control models to describe the sensors and actuators interaction principles. We will also discuss CPS 
QoS models, as well as the multi-agent based CPS control. When we discuss CPS security issues, unlike existing 
surveys (such as [11]) that aim to cover all general security aspects, we focus on the math models for networked 
control and state estimation, and quantitatively describe how the CPS attacks mislead the actuators. 

(3) From basic concepts to case studies: While other surveys mostly describe general concepts in CPS 
design, we will take our funded CPS projects as case studies with detailed control models and security support. We 
will use two typical CPS applications – virtual reality based rehabilitation and implanted medical device design, to 
introduce the important principles of sensor-actuator interactions, as well as CPS security issues.    

 Road Map: The rest of this paper is organized as follows: In section 2, we will introduce some important 
cyber-physical coupling models, which will serve as the fundamentals of 3S discussions. Section 3 will focus on 
stability-oriented CPS design. Section 4 moves to security topics. In section 5 we describe the integration principles 
in CPS, and then use our two CPS projects in Section 6 to discuss about systematisms, that is, how to integrate 
cyber and physical units seamlessly. Section 7 discusses the future development trend in this field. Section 8 
concludes this paper. 
 

2. CPS Modeling 
 

A suitable CPS model with quantitative cyber/physical interaction descriptions is important to understand 
different types of control and security designs [47-49]. Therefore in this section we will explain some modeling 
issues in CPS. For example, how do we model the time and schedule between different actuator's events? How do 
we reflect the action inter-locking relationship? We will use a few examples to illustrate the modeling concepts. 

Physical processes are made up of a combination of different processes that run in parallel with each other. 
The job of measuring and controlling these processes by orchestrating actions that influence on the processes is a 
very important task performed in an embedded system [50]. Models are a major stepping stone in the development 
of CPSs. Models can show how the design process has evolved, and help to form the specifications that govern a 
system [51]. In addition, models allow a CPS design to be tested in a safe environment, which will allow engineers 
to determine if any design defects exist [52]. To model a CPS, engineers will have to include the models of the 
physical processes as well as models of the software, computation platforms and networks [53].   
 
2.1 Models Based on Timed Actors 

 
The design of CPS requires attention to not only the functional aspects, such as behavior and correctness, 

but also to the non-functional aspects, specifically timing and performance. In [54] it introduces a theory of timed 
actors that contrast with the classical behavioral and functional refinements based on restricting sets of behaviors. 
The refinement of this theory improves efficiency and reduces complexity by allowing time-deterministic 
abstractions to be made. It shows how this theory can be used to increase both time and performance of CPSs. Two 
aspects that play key roles in developing these large and complex systems, are abstraction and compositionality. 
Such a theory falls under the category of interface theories, which focus on dynamic and concurrent behavior. The 
interfaces, called actor interfaces, are inspired by actor-oriented models of computation such as process networks 
and data flow. Actors generate tokens on their output ports, and consume tokens on their input ports. Actions are 
defined as relations between input and output sequences of discrete events occurring in a given time axis. The 
main point of this theory is centered on refinement, and is based on the principle the earlier the better. Such a 
principle is interesting because it allows deterministic abstractions of non-deterministic systems [55]. Due to some 
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reasons such as high variability in execution and communication delays, dynamic scheduling, and other effects, it 
is expensive or impossible to model precisely. Time-deterministic models, on the other hand, suffer less from state 
explosion problems, and are also more suitable for deriving analytic bounds [56]. 
 
2.2 Event-based CPS Models 
 
 Initially, the event has to be sensed and detected by the proper components in the CPS’s cyber world. Next, 
the correct actuation decisions have to be made. All these duties must be performed within a specific time frame. 
In reality, the individual timing constraints for each individual component vary due to the non-deterministic system 
delay caused by the several different actions in the CPS, such as sensing, computation, communication, and 
actuation. When all these systems come together with their own individual timing constraints, the overall timing 
factor of the CPS becomes a significant challenge [57].  
 The close interaction that the CPS has to the physical world indicates that the time constraints can be 
handled by using an event-based approach. An event-based approach uses events in the CPS as units for 
computation, communication, and control in the system. CPSs consist of a distributed set of the aforementioned 
components that operate in their own individual reference frames, therefore a CPS is better characterized by spatio-
temporal information. A common frame of reference does not exist since CPSs have a heterogeneous nature. Also, 
these events range from lower level events, such as the actuating and sensing events in the physical world, all the 
way to higher-level event, such as cyber events that are both machine and human understandable. There must be a 
unified definition and representation of these events. A certain systematic mechanism must be implemented to 
compose these CPS events from the higher and lower levels and across the different system boundaries [74]. The 
event model that results from this composition can both serve as an offline analysis and run-time implementation. 
 In [58] it introduces a concept - lattice-based event model for CPSs. The CPS event can be represented as 
three different components: the event type, the internal event attributes, and the external event attributes. These 
three components together can be used to define the spatio-temporal properties of the event, and also can be used 
to determine the components that observed the event.  
 
2.3 SCADA Model 

Here we will introduce a popular, important CPS model – SCADA. Today’s power grid is a complex system 
that continuously supplies power to an ever-changing and non-uniform customer base.  In other words, the power 
grid must supply power to a variety of loads, whose demands will be constantly changing throughout a given day. 
This constant load change can result in fluctuations in the system voltage and frequency of the power grid. This 
results in an unstable system. To combat this problem, a system known as SCADA (Supervisory Control and Data 
Acquisition) is used to monitor conditions at High Voltage Substations. This collected data has been used to 
determine load forecasts at various parts of the day for different locations [59].  As a result, resources have been 
made available to maintain system integrity, with extra resources set aside in case of machine failure [60]. Large 
substations provide power to a variety of loads which can include residential, commercial, or industrial loads. As a 
result, the system continues to have stability issues because true system demands can never be accurately predicted 
[61]. Furthermore, to increase the overall efficiency of the power grid, more renewable energy sources such as Solar 
and Wind Farms need to be integrated into the existing system. For this to be successful there will need to be an 
increase in the overall intelligence capabilities of the various networks that control the power grid. 

Large-scale sensor networks should be implemented to help gather more accurate data downstream of the 
substation. These sensors will be incorporated into the already used SCADA system.  However, the sensors should 
not be used to bombard the ones responsible for the controlling the flow of power throughout the grid with data 
[73].  Instead, these sensors would be pulsed at regular intervals to determine the current demands on the power 
grid.  This in a sense will provide real time data on the demands on the power grid.  Using this data, different types 
of energy sources can also be integrated into the power grid to provide support; examples include Solar Panels and 
Wind Generators.  These power systems provide a limited amount of power, while generator outputs at power plants 
can be increased or more generators can be brought online.  Using this real time data, solar panel or wind farms can 
be utilized to help with the ever changing demands.  As an example, if the demand for a certain area rises be a few 
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megawatts, a nearby wind farm that is currently capable of meeting this demand can be used.  This would result in 
less use of fossil fuels to increase the output of a generator at a nearby power plant.   
  
2.4 Other Modeling Issues in CPS 
 

For current mainstream programming paradigms, given the source code, the program’s initial state, and the 
amount of time elapsed, we cannot reliably predict future program state [62]. When such a program is integrated 
into a physical system with physical dynamics, it makes the design of the CPS hard to accomplish. Furthermore, 
the differences in the dynamics of the physical plant and the controlling program can lead to several errors that can 
lead to catastrophic implications for the system. 
 Although CPU have become fast enough to control many physical objects, modern cyber techniques, such 
as CPU instruction scheduling, computer memory hierarchies, memory garbage collection, multi-thread processing, 
networking, and reusable component libraries, (which do not expose temporal properties on their interfaces), 
introduce enormous temporal variability [72]. CPS does not rely on fast computing, but does require physical 
actions to be taken at the proper time [64].  
 The integration of cyber and physical processes is a challenge. This challenge has motivated the emergence 
of hybrid systems theories. However, progress in hybrid systems theories has been limited due to the combination 
of ordinary differential equations and automata in relatively simple systems [65]. These models have a uniform 
notion of time that is inherited from control theory [66]. In these systems, time (t) is simultaneously available in all 
parts of the system. By integrating the consensus concept with control theories, we can describe a series of 
dynamical systems such as flocking, sensor fusion, coupled oscillators, etc. But those dynamical systems often lack 
the uniform time model that governs the dynamics [62].  
 A CPS is made by integrating computational and physical processes.  The computational processes include 
computer and networking systems to monitor and control a physical process [63]. This is accomplished by using 
feedback control loops. The signals received from the feedback loops will be used to control the computational part 
of the process.  As a result, the controller will cause a dynamic change in the system based on the computations and 
feedback signals. The process will then repeat.  As a result, a designer must have a thorough understanding of the 
dynamics of software, networks, and the physical process to be controlled [67].  
 The physical processes of a CPS can be represented as continuous-time models of dynamics and 
computations, which results in a hybrid model [63]. There are several software programs that can be used to model 
dynamic systems. Simulink and LabVIEW Control Design are two examples [68]. 

There are some high level modeling methods could be used to make the developing progress more efficient, 
such as model-driven development (MDD) (e.g., UML), model-integrated computing (MIC), and domain-specific 
modeling (DSM) [161].   

MDD is a software design methodology. It defines the system functionality using a platform-independent 
model (PIM) with an appropriate domain-specific language (DSL). MDD emphasizes the use of rigorous visual 
modeling schemes (such as UML, BPMN, SysML, ArchiMate, etc.) during the whole software development life 
cycle.    

MIC is an enhanced MDD concept. It emphasizes the formal representation, composition, analysis, and 
manipulation of software design elements. It covers the entire software design cycle, including specifications, 
design, development, verification, integration, and maintenance. It uses DSM, and includes the fully integrated 
metaprogrammable MIC tool suite. It also has an open integration framework for formal analysis and model 
transformations. 

 
   
       

3. Stability 
 
3.1 Robust Control to Achieve CPS Stability 
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In this section we will cover the CPS stability issues. Stable system often needs solid control theory as its 
input-output interactions. For example, how do we design the closed-loop models between sensors and controllers? 
What is the impact of control delay in CPS management?   

Here we use an example called data center cooling [69] to explain the basic principle of CPS control. In 
today’s world, the need for data centers is quickly growing with the expansion of computational resources integrated 
with everyday life. Demand for resources such as cloud computing and mass data storage require the use of large 
data centers with dedicated hardware to support multiple users [71]. Utilizing a cyber-physical approach to model 
the system yields two interrelated models, the computational network and thermal network, which model the cyber 
and physical dynamics of the data center. The cyber aspects of the model represent the computational variables, 
such as data rate and processing speeds. The physical dynamics cover the heat generated by such activity in addition 
to the computer room air conditioning (CRAC). The current paradigm revolves around three general models: server 
level, group level, and data center level controls: 

(1) At the server level, control takes place at each individual server machine. Things such as computing 
resources in terms of CPU cycles, networking, and memory are maintained to reduce power consumption and in 
turn, heat generation. Previous solutions to the server level model of control include dynamic voltage and frequency 
scaling (DVFS) which throttles certain CPU characteristics under idle conditions to achieve better power efficiency. 
In addition, server specific fans are included in this category, in which constraints on the thermal generation of a 
unit are applied to the processing capabilities.   

(2) Group level control applies to the nodes which describe a single application using multiple servers. In 
the case of group level control, performance tends to involve migration of workloads across virtualized 
environments. This is accomplished by hosting servers in virtual machines (VM) which can in turn be transferred 
to different hardware. This allows for processing to be distributed across multiple platforms to balance the workload 
and lower power consumption across the group.   

(3) Lastly, in data center level control, certain capacities are shared amongst all the units, elevating control 
to cover entire data center. One of the main characteristics in data center level control is that several aspects from 
the previous mentioned levels are integrated into this top level. This includes measures such as server level 
optimization and group level migration. In addition, CRAC control is used while enforcing certain constraints to 
address thermal distributions across the data center. Current solutions at this level implement the previous level 
solutions with regard to power consumption as well as heat distributions. This can involve consolidation of server 
loads into a smaller subset of servers for energy efficiency. This allows idle servers to shut off during idle times. 
The problem with this approach lies with the unacceptable effects on QoS.  
 In development of a model for the data center cooling, a CPS control model is proposed in [69]. Network 
servers are represented as nodes with data arriving for computation and leaving by execution or migration to a 
different node. A graphical representation can be seen in Fig.7 with mathematical notations.  
 
 
 
 
 
 
 
 
 
 

Fig.7 Graphical Representation of Data Center Node 

This graphical representation is derived from the following set of equations: 
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Workload departure after execution

Workload migration from i to j 

Total workload arrival, ai(t) 
Total workload departure, di(t) 
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In addition to these equations, a third equation governs the bounds in which they operate: 

 
υi(t) = µi(t) + ∑ ሻݐ௜,௝ሺߜ

ே
௝ୀଵ       (3) 

 
 Where the desired departure rate for a given node, υi(t) , is given by the desired execution rate, µi(t), plus 
the required migration rate ∑ ሻݐ௜,௝ሺߜ

ே
௝ୀଵ . In addition to this, ηi(t) is defined as either µi(t) (if the total arrival rate a is 

greater than the total departure rate d ) or arrival rate ai(t) otherwise. The thermal network of the data center is 
represented in a similar fashion with input and output with the following equations: 
 

Tin, i(t) = ∑ ௜,௝ߖ ௢ܶ௨௧,௝ሺݐሻ
ெ
௝ୀଵ              (4) 

 
Tout,i(t) = -kiTout,i(t) + kiTin,i(t) + cipi(t)    (5) 

 
 In the above equation, the input temperature for a node is given as the sum of all the nodes’ output 
temperature from i to M. Furthermore, the output temperature is given as a linear time-invariant description 
involving time constant k and power consumption coefficient c. Power consumption is proportional to the 
temperature by the departure rate by execution from a node, η by a non-negative coefficient α. By solving the above 
sets of equations as a minimization problem for temperature, various results are given for different implementations 
of the control system strategies. 

Simulation of the data center’s cooling is completed using three different scenarios: coordinated, 
uncoordinated, and baseline strategies. The first scenario utilizes data from both the cyber and physical aspects of 
the data center to achieve optimization. The second scenario implements strategies for both the cyber and physical 
aspects, but independently from each other. Lastly, the baseline strategy implements a constant method of dealing 
with temperature that is independent of optimization. Results for power and average utilization demonstrate the 
effectiveness of the CPS control in the case of the data center cooling. 
 
3.2 Multi-Agent Management to Achieve CPS Stability 

In a CPS, the sensors and controllers need to exchange states among them in order to reach a convergent 
decision result. Multi-agent theory could be used to represent the interaction models among sensors and 
actuators/controllers and reach a convergence status [70]. Here we use power grid CPS as the example to illustrate 
the benefits of using multi-agent models. The same principle can be easily applied to other CPS.  

One of the most challenging issues for power grid (PG) design is to handle the electricity load oscillation 
problem due to sudden micro-grid (MG) interconnection / islanded operations [75]. As shown in Fig.8, the 
renewable energy system achieves electricity load balancing through the distributed sensor-controller (S-C) 
coordination: in order to determine the amount of released electricity for entire MG load balance, a storage controller 
needs to collect parameters from all neighboring sensors (such as turbine speeds and generator voltage), and also to 
communicate with other MG storage controllers for coherent decision making. On the other hand, a wind turbine 
or a solar PV controller may need to reduce or shut off its energy generation after receiving an overload message 
from storage power level sensor. The challenging issue is:  How to design a scalable S-C coordination protocol that 
runs a distributed convergence algorithm to achieve the global MG optimization (i.e., load balancing)? Here we can 
use multi-agent concept and its corresponding distributed cost propagation algorithm to achieve scalable S-C 
coordination.    

Multi-agent Model: Agents are autonomous entities that can receive sensory inputs from the environment 
and then act on it using their effectors based on the knowledge they have of the environment [76]. Agents are able 
to interact, when appropriate, with other agents in order to solve their own problems and to help others with their 
activities. A multi-agent system (MAS) is a system composed of multiple autonomous agents, and it allows for the 
distribution of knowledge, data, and resources among individual agents. Its modularity supports the development 
and maintenance of complex highly reliable systems [77].  
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In this CPS, an agent could be a controller (called active agent since it can make decisions) or a sensor 
(called passive agent since it only provides inputs). An agent can collect the statistics from other agents nearby. An 
agent’s neighborhood consists of those agents with whom it has frequent interactions. These interactions include 
sharing of information and negotiating about resource assignments. Based on locally collected inputs, each agent 
makes control decisions based on optimization functions, negotiates control decisions with other agents [78]. 

Agent-based S-C Coordination: First, we consider the following parameter inputs from different MG 
agents (Fig.8): the amount of released/stored energy in storage controllers, the rotation speed from turbine 
controllers, the generator output affiance (watts per second) from generator controllers, and the regional AC 
(Alternating Current) frequency and voltage from Inverter controllers. Then, we seek an MG electricity load 
balancing between different agents through the following typical AC voltage models: 

QkVVPk QgridPgrid  , ,     (6) 

Where P and Q are the inverter active and reactive power outputs, kP and kQ are the droop slopes (positive 
quantities), and ωgrid is the angular frequency (phase), and Vgrid is the terminal voltage. The purpose of distributed 
S-C coordination is to achieve a global load optimization:  





n

i
iPP

1

        

    (7)  

Where iP  is the power 

variation in the i-th inverter agent? 
The AC frequency variation is: 

iPi Pk            

    (8) 
As we can see, the i-th 

inverter agent contributes the entire 
MG load balance at a certain weight 
k. From agent-model viewpoint, this 
is a typical dynamic optimization 
issue. We need to design fully 
distributed algorithms to achieve the 
equivalent outcome of centralized 
control. The distributed algorithm 
should have the following features 
[80]: (1) Completeness: it should be 
guaranteed to find the global optimal 
solution, not any local optimum; (2) 
Bounded solution-finding delay: it 
should be guaranteed to reach the 
final solution in a bounded delay; (3) 
Low generated overhead: it should 
use only local information collection 
and exchange.  

Considering the above 
requirements, we can use an 
Adaptive Distributed Optimization (ADOM) algorithm for MG S-C coordination. It is fully distributed without a 
centralized controller. It uses tree propagation algorithms with bounded solution-finding delay, and it is guaranteed 
to reach the global optimal solution, i.e., a complete algorithm [79]. The ADOM algorithm uses DFS (Depth-First 
Search) traversal: it performs a distributed depth-first traversal of all the agents involved in the control to establish 

Fig.8 Power grid CPS architecture 
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a pseudo-tree structure. Each agent (sensor or controller) is a node in the constructed pseudo-tree. The pseudo-tree 
provides divide-and-conquer techniques for search algorithms. An example of the established pseudo-tree for a MG 
is shown in Fig.9. The agent with the maximum number of neighboring agents in the topology graph is chosen to 
be the root. 
 

 

 

 
 

3.3 Other Strategies for Robust CPS Control 
 

There are some other works on achieving a robust CPS control. In [162] the authors pointed out that any 
robustness models for CPS should be based on the existing results of physical systems, which can be analyzed via 
continuous mathematics and continuity concepts. It states that the cyber part is especially important in a CPS from 
robust design viewpoint. Therefore, it clearly defines the behavior models of robust cyber components. It also 
quantifies “small” disturbances and “close” behaviors. Those concepts serve as the foundation of continuity model. 
Another contribution of [162] is that the transducers and cost functions are provided. The verification and synthesis 
issues that come with robustness models are also discussed. 

In [163] a fast optimization solver for model predictive control (MPC) at Megahertz rates is detailed. They 
have proposed a few custom computational architectures for different 1st-order optimization models in order to 
handle linear-quadratic MPC problems with inputs and states. For input-constrained problems, it provides 
architectures for Nesterov's fast gradient method. For state-constrained problems it uses architectures based on the 
alternating direction method of multipliers (ADMM).  

The CPS control needs to have stable performance even under communication constraints and limited 
resources. In [164] it has investigated the optimal control design for arbitrary non-linear processes under 
communication and processing constraints. It has deduced the stability results in terms of an inequality that relates 
open-loop growth of the plant state, packet erasure probability, and parameters of the processor availability model. 
The sensors use event-triggered scheme instead of continuous state updating in order to reduce the communication 
overhead.  

In addition, other CPS control stability issues have been investigated through event- or self-triggered 
updates of the control parameters, with the goal of reducing the processor load and communication overhead [165-
167].   

 

 
4. Security 

 
Security is critical to the CPS since the sensing or acting units could be attacked in various ways [81]. For 

instance, from individual CPS component viewpoint, an adversary may make a sensor generate falsified data or 

Fig. 9 Establish pseudo-tree in multi-agent model 
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make a controller generate wrong commands. From unit communication viewpoint, the attacker can intercept the 
messages, launch DoS (denial of service) attacks, inject /modify/drop communication messages, etc. [82].  

In this section, we will discuss CPS attack models, attack detection methods, and countermeasures. We will 
also use concrete examples (such as power grid) to illustrate the CPS security issues. Unlike other CPS surveys 
(such as [11]) that cover general security descriptions, here we focus on the math description of CPS attack models 
as well as the attack detection methods. Due to the special networked control architecture in a CPS, the attack 
models should involve the system stability and state transmission issues. Our discussions here will focus on how an 
attack can mislead the state estimations. 
 
4.1 CPS Attack Types/Models  
 

4.1.1 Denial of Service (DOS) Attack 
  
 Denial-of-Service attacks can be represented graphically as a switch that opens and closes, effectively 
shutting out new data from reaching either the sensors or controllers in CPS. Two types of mathematical 
representations can be used to describe DOS attacks. 

(1) Bernoulli Model: Befekadu uses in his first model [83], an independent Bernoulli process to model a 
DOS attack against a discrete-time partially observed stochastic system:  

௞ାଵݔ ൌ ௞ݔܣ ൅ ௞ݑܤ௞ାଵߚ ൅  ௞ାଵ        (9)ݒ
௞ାଵݕ ൌ ௞ݔܥ ൅  ௞ାଵ                      (10)ݓ

 The first equation represents the state given as a closed loop system where x is the state, β is the DOS 
sequence {0, 1}, u is the control input, and v is a normal distribution to introduce randomness. In the second 
equation, the observation of the output, y, is related to the control state with additional noise or randomness. The 
attack model is represented with Bernoulli probabilistic trials. In the case of success, the switch is opened, 
preventing flow and thus ‘1’. In the opposite case, a ‘0’ represents failure. The general solution is developed such 
that a recursive function as below, provides an information state, δ, of the control system based on its own current 
value in relation to control data, anticipated attack sequence, and observations. 

௞ାଵߜ ൌ ,௞ߜ௞ାଵሺߜ	 ,௞ݑ ,௞ାଵݕ  ሺ11ሻ																																																									௞ାଵሻߚ
 (2) Markov Model: While the Bernoulli model in the previous section suffices to model a DoS attack on 
CPS control loop, it’s possible to model a more sophisticated attack by using Markov hidden variables. This 
approach allows states to be taken into account, compared to the memory less Bernoulli model [84]. Given the 
above system, the Markov process is: 

௞ܻ ൌ ௞ሺܨ ௞ܻିଵሻ ൅ ௞ܹ          (12) 
 Where Fk is a bounded measurable function acting on sensor distribution Yk-1, and Wk is a random noise.  
 

4.1.2 False Data Injection Attack [156, 157] 

 False data injection attacks tend to be more subtle than their DOS attack counterparts [85, 86] and thus 
difficult to detect. It is shown by Cardenas et al [87] that given a linear representation of a CPS, it is possible to 
solve for an attack strategy that goes completely undetected by prevention schemas. Mo and Sinopoli formulate the 
necessary conditions under which an attacker is able to perfectly bypass defensive strategies of a control system 
scenario defined with a Kalman filter, linear-quadratic-Gaussian (LQG) controller, and a failure detector. The CPS 
is modeled classically as a LTI (linear time-invariant system): 

௞ାଵݔ ൌ ௞ݔܣ ൅ ௞ݑܤ ൅  ሺ13ሻ																																																																							௞ݓ
 Where x is the state variable for a time k, u defines the control input, and w describes a certain amount of 
noise with Ν(0, Q). An initial state xo is also given as Ν(0,∑). The following sections will describe the individual 
components of the CPS with relation to the LTI system. 
 The Kalman filter accomplishes the task of providing a certain system state estimation, ϰ, given in the 
measurements provided by: 

௞ାଵߵ ൌ ௞ߵܣ ൅ ௞ݑܤ 	൅ ௞ାଵݕሾܭ െ ௞ߵܣሺܥ ൅  ሺ14ሻ																										௞ሻሿݑܤ
௞ݕ ൌ ௞ݔܥ ൅  ሺ15ሻ																																																																																								௞,ݒ
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 Where K is the Kalman filter gain which varies with time. The measurement y is given by the state variable 
and randomness v ~ N(0, R). ݕ௞ାଵ െ ௞ߵܣሺܥ ൅  ௞ሻ is further simplified to zk+1, which defines the residue generatedݑܤ
by various processes. The error in state estimation is given by ek = xk - ϰk.  
 To ensure system stability, the LQG controller must minimize the function:  

ܬ ൌ 	 lim
்→	ஶ

min	 ܧ
ଵ

்
ሾ∑ ሺݔ௞

்
௫ܹೖ

்ିଵ
௞ୀ଴ ൅ ௞ݑ

 ௞ሻሿ   (16)ݑ்ܷ

 Through this equation and the error of state estimation from the previous section, the stability of the system 
is assured assuming cov(e) and J are bounded. Failure detection is described with a quantified value from a function: 

݃௞ ൌ ௞ݖ
ࢂࡻ࡯்  ௞,       (17)ݖ

 Where COV is the covariance matrix of the residue. Due to the Gaussian nature of the residue, the value g 
can be used in comparison to a threshold value such that an alarm is triggered when g > threshold. This further 
refines the attack sequence to β = P(gk> threshold).  
 

4.1.3 Risk Assessment Model [156, 157] 
  

In order to minimize the impact of a given attacking event, risks are evaluated using a metric that calculates 
average loss by event [90]. The metric is given as Ru = E[L] ≈∑iLipi, where Ru is the average loss, Li is the loss 
given an event i, and pi is the probability of the event. In testing this metric, the experiment involves a sensor 
network and an attack that compromises sensor i, and the corresponding loss Li. Individual sensors in the network 
are measured as part of a vector x(t) = {x1(t) …., xp(t)} such that at time t there is a measurement xi (t) ∈ Թ of sensor 
p within bounds of xmax or xmin. Furthermore, the controller receives a certain measurement ~xi (t) ∈ Թ of sensor p. 
Therefore, under an attack situation, the received and actual value may be different. From this model, two types of 
attacks can be represented: integrity attacks and DoS attacks [91-93]. In the first type, a given sensor is compromised 
and arbitrary values are injected. To test the attacks, the model known as the Tennessee-Eastman Process Control 
System (TE-PCS) [94, 156, 157] is used.  
 The goal of the controllers is to regulate several flow rates within the system. First the flow rate of the 
product must be maintained at a consistent pace. Also, the operating pressure of the tank must be kept below 3000 
kpA due to safety limitations. In addition to this, the pressure should remain as close as possible to the limit without 
exceeding it. The experiment assumes that at any given time, only a single sensor is compromised by the attacker. 
Effectiveness of an attack is determined by whether or not the compromised sensor can result in unsafe states or 
not. Examination of the effects of a DOS attack on the same sensor showed that under the duration of an attack, the 
pressure never exceeded the safety limitations. In general, DoS attacks were ineffective against the other sensors as 
well. Under cost constraints, sensor X5 should be secured under more advanced safety measures. Furthermore, 
defenses against integrity attacks should be prioritized given their effectiveness over DOS attacks [94, 156, 157]. 
 
4.2 Attack Detection Methods 
 

(1) Sequential /Change Detection [156, 157]  
 

Detection of attacks in a controls system differs from IT systems in that models can be made of the physical 
system based on expected reactions to a known input [95, 156, 157]. Given a certain control input sequence, the 
output sequence can be compared to the expected output to determine if the signal is compromised or not. In solving 
the problem of detection, two components are needed: a model of the physical system’s behavior and a detection 
algorithm [96]. Two methods of detection are to be used in the simulation, sequential detection and change detection 
[97]. In optimizing these methods, the goal is to obtain the correct hypothesis within a minimum number of samples 
the former, while in the latter the goal is to detect a change at an unknown time. Sequential detection starts with the 
assumption that observations taken under a time sequence is either under the normal or attack hypothesis. Change 
detection on the other hand starts with the assumption that the observations start in the normal hypothesis before 
moving into the attack hypothesis [98]. 
 With sequential detection, if it’s assumed that there is a fixed probability of a false alarm and detection, the 
solution to the problem is a classical sequential probability ratio test (SPRT) [99, 156, 157]. The use of SPRT has 
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been known to extend to other problems in security such as worms and port scans. Under SPRT, the following 

description is made: S(k+1) = ݈݃݋
௣భሺ௭ሺ௞ሻሻ

௣మሺ௭ሺ௞ሻሻ
൅ ܵሺ݇ሻ, where z(k) represents an observation generated by the probability 

distribution pi. The decision is then made, defined as dN = attack hypothesis if S(N) >= ݈݊
ଵି௕

௔
 or normal hypothesis 

if S(N) <= ݈݊
௕

ଵି௔
. Variables a and b are the probability of false alarm and missed detection respectively. N is equal 

to an infinite set of n such that S(n) isn’t a false alarm or missed detection. Change detection can be represented 

identically to the sequential detection solution using cumulative sum (CUSUM), S(k+1) = ݈݃݋
௣భሺ௭ሺ௞ሻሻ

௣మሺ௭ሺ௞ሻሻ
൅ ܵሺ݇ሻ. A 

simple alteration is made such that N now represents a set of n such that S(n) is greater than or equal to a given 
threshold. Detection is made by dN = attack hypothesis if Si(k) > τi or normal hypothesis otherwise. τi represents a 
threshold of false alarms. Only small constraints on placed on the observation sequence, taken from the ideas of 
nonparametric statistics, such that assumptions about the probability distribution for an attacker can be avoided. 
 Further establishing the simulation model, several types of attacks are considered to be used with the 
detection schemes. In [98] three types of attacks are discussed: surge, bias, and geometric attacks. Also, each attack 
is considered to be stealthy in which the attacker has complete knowledge of the system parameters such as the 
linear model matrices A, B, and C. Surge type attacks model an attack whose aim is to inflict maximum damage 
once access to the system is achieved. Bias attacks describe small modifications made to the system through small 
disruptions. The last attack describes small modifications initially, before moving to inflict maximum damage once 
the system is vulnerable. In running the experiment, the TE-PCS model is used, but replaced with a linear 
representation. In testing the system threshold, selected values of τ are tested against stealthy geometric attacks.  
 

(2) Probabilistic Dependence Graph 
 

In large-scale CPS, fault detection and localization are needed to ensure proper function. Using power grid 
as an example, a probabilistic graphical approach is introduced in [88] to utilize spatially correlated information 
from phasor measurement units and statistical hypothesis testing. A Gaussian Markov random field (GMRF) [105] 
is employed to model phasor angles across the buses in a power system in a way that the phasor angles are evaluated 
as random variables and their dependencies can be studied. The dependence graph illustrates the connections using 
a Markov random field that is induced by a minimal neighborhood system by inserting an edge between sites that 
are neighbors. The pairwise Markov property of a GMRF is also exercised such that a MRF is normal with the mean 
u and variance J-1 where J is the information matrix of the MRF, so in this instance J is zero. Also, Gaussian random 
variables are used to approximate fault diagnosis functions such as flow injection as a result of multiple load requests 
as well as difference of phasor angles across a non-slack bus [156, 157]. 
 Several models and hypotheses have been used to further illustrate these concepts. The conditional auto-
regression (CAR) model [106] is a noteworthy model that explains the conditional distribution where X-i is a MRF: 
 

Xi │X-i ~ N(ui +∑j≠i  rij (xj – uj), 1) 
  

An approach was hypothesized such that the null hypothesis is as follows: 
 

H0 : {there is no change in rij, for all {i,j} as an element of E’} where E’ is the edge set. 
  

A challenge faced by these models and hypothesis is the difficulty in correctly estimating the information 
matrix of the MRF and in effect the actual value because of a small sampling number or noise involved. In the past, 
a centralized approach would have been exercised when faced with this problem. Samples are controlled to the size 
of the biggest subfield in the decentralized approach as opposed to the entire GMRF as is in the centralized method; 
therefore the involvement of the computations and measurements are significantly and beneficially reduced. 
Hypothesis investigation is also decomposed into smaller subproblems and as a result sites are divided into border 
sites and inner sites, and the edges are divided into tie-line, border-line, and inner-line edges. Tie-line edges connect 
subfields, border-line edges connect border sites within the same field, and inner-line edges connect subfields but 
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have at least one of its ends as an inner site. To make the decentralized approach even more reliable, two-scale 
decomposition is employed to achieve message-passing used to accumulate data involving the subclasses of border 
sites and edges. Just as the two-scale decomposition, a multi-scale decomposition can be utilized as necessary for 
larger scale systems. Fig.10 demonstrates this approach [156, 157]. 
 

Inner Site

Subfield

Border Site

Line Edges

Border Set

 
Fig.10 Decentralized estimation with multi-scale message-passing [156, 157]. 

 
 
(3) Anomaly Detection 
 

 
In [89] the anomaly and vulnerability detection are identified and resolved for the protection of power grid 

substations. Firstly, the type of intrusion methods must be identified such that normal operation of the power system 
will remain undisturbed. In power grid the CPS attacks can be employed in various ways. Some of them include 
synchronized attacks on several substations because of the accessibility of the infrastructure at multiple locations. 
And attacks from a vast array of combinations could remain unnoticed because of intelligence capabilities on the 
attacker’s end. Fig.11 illustrates the possible course an attack could take. As shown, intrusions could occur in remote 
connections through TCP/IP or through DNP/Modbus protocols. If the attacker is successful in gaining contact with 
C1 or C2, the user interface as well as the substation IED’s are vulnerable. The user interface contains a direct 
contact to overall substation communications and can therefore be used destructively to identify and devastate the 
exact components used for controlling switches, breakers, and other electrical equipment. Once a password for an 
IED is ascertained, the intruder will have access to important documents such as one-line and data flow diagrams, 
which can then be used to administer commands to circuit breakers that would cause catastrophic events to occur 
at the substation. 
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Fig.11 Remote CPS Attack scenario 
 

In order to become aware of such intrusions on substation networks made by cyber-attackers, an anomaly 
detection algorithm which employs benefits such as monitoring in real time, analysis of possible effects of intrusion, 
and approaches for mitigation, is examined. Monitoring the power system in real time enables the algorithm to 
rapidly and efficiently determine the status of computers and equipment in order to allow a maximum number of 
connections to be implemented, as well as authenticate the connection via response times and IP addresses. Such 
features can detect and track anomalies such as unsuccessful logon attempts in accordance with time and frequency 
and destructive modifications to files that are vital to the substation well-being. These are characteristics of an 
intrusion being attempted, and if an attack is suspected, an alarm list of possible attackers is created and the device 
the intruder is attempting to attack is put on lock. Table 1 explains the anomaly detection algorithm described. The 
last column in which the intruder attempts to change factory settings is the location in which the event is extracted. 

 
Table 3. On the anomaly detection algorithm 

To/From Control Network or User 
Interfaces 

Attempts of Cyber-Intruders 

Control Attempt to Connect to IED 
Setting Acquire Login Information 
Measurement Successful Log in to IED 
Data Log Gain Control of Circuit Breaker 
Test/Diagnosis Change Setting to Factory Status 

 
 Along with the algorithm, status bits are used to aid in the detection of certain intruder based irregularities. 
Below, a row vector is presented to illustrate the weight given to the different bits. 

π(1xk) = (  1    απa
(T X L)     βπfs

(T x M)      δπcs
(T x N)      επo

(T x O)   )                 (18) 
πa is the discovery of intrusion attempts on computers or IEDs, πfs is a modification made to a file system, 

πcs is a modification to an important IED setting, and πo is a modification made to switches. The weighting factors 
are α, β, δ, and ε, and L, M, N, and O are the sizes of the components, and T is the number of anomalies in a given 
amount of time. The resulting matrix is then ranked using the equations below in order to establish whether an 
intrusion event has taken place at the given substation: 

∏ = 
గ

‖గ‖ଶ
     ,     ζ = rank (∏) – 1         (19) 

 ∏ is the normalized vector of π, and ζ is the index determined by the rank of ∏ for the substation. If the 
index, ζ, is non-zero then an anomaly event could have occurred, and the substation is then put on the list of possible 
attacks to be further investigated. A malicious attack on a substation can be incredibly detrimental, but if an intrusion 
occurs in critical or multiple substations, the potential outcome can be even more disastrous. In order to detect and 
diminish such attacks, we should take some precautions, such as generating an inventory of substations in which 
de-energizing components would result in complete voltage collapse, ranking suspected intrusion events made to 
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multiple substations in a short timeframe, and designing a system to alert power workers when disturbances occur 
are accomplished. In addition, an impact factor, γ, is calculated using the following equation: 

γ = ሺ
௉ಽೀಽ

௉೅೚೟ೌ೗
ሻ௅ିଵ                                 (20) 

 PLOL is power flow where Loss of Load occurs, PTotal is total power flow, and L is the loading level of the 
substation. Using this impact factor, the vulnerability of substations is estimated and evaluated so that the least 
potential damage is realized when an intrusion transpires.  
 The anomaly detection algorithm presented has been thoroughly tested and analyzed using the well-
established IEEE 118-bus system model [107] in order to establish its credibility and ability to preclude a malicious 
attack on substations. As expected, the algorithm effectively pinpoints multiple simultaneous logon attempts, impact 
factors, efforts to manipulate critical files in a detrimental way, and attacks made on multiple and/or critical 
substations. However, to efficiently implement such a security effort more research has to be completed in the area 
of application to already established software and framework currently within the substations.  
 
4.3 Dynamic Security Model 
 
 In [86] mathematical models called structure-preserving power network models are used at the transmission 
level to describe dynamic swing equation for the generator rotor dynamics and the algebraic load-flow equation for 
the power flows through the network buses. Most security analysis today is based on static estimation techniques 
for magnitudes at buses and voltage angles. This is because of the low bandwidth of communication channels for 
measurements to the control centers, the difficulty in finding and tuning an accurate dynamic model, and dynamic 
models being more difficult to use. However, it is critical to design an integrated modeling framework for dynamic 
systems exposed to cyber-physical attacks. Here we use a power system security example to explain the dynamic 
CPS security concept [168]. 
 Attack model: The network studied in [100] includes n generators {g1…gn}, n generator terminal buses 
{b1...bn}, and m load buses {bn+1…bn+m}. The interconnection structure is encoded by a connected admittance-

weighted graph. The Laplacian matrix of this graph is ൤
ࣦ௚௚ ࣦ௚ଵ
ࣦଵ௚ ࣦଵଵ

൨ ∊ Թሺଶ௡ା௠ሻൈሺଶ௡ା௠ሻ.The differential-algebraic 

model of the power network is provided by the linear continuous-time descriptor system shown here. 
ሻݐሶሺݔܧ ൌ ሻݐሺݔܣ ൅ ܲሺݐሻ      (21) 

 Here, ݔ ൌ ሾୃߠୃ߱ୃߜሿୃ ∊ 	Թଶ௡ା௠ is made up of the frequencies ω ∊ Թn, generator rotor angles δ ∊ Թn, and 
bus voltage angles θ ∊ Թm. The input P(T) is the acknowledged changes in mechanical input power to the generators 
or real power demand at the loads. 
 Let ݕሺݐሻ ൌ ܥ ሻ represent the p-dimensional measurements vector and letݐሺݔܥ ∊ Թ௣ൈ௡ be the output matrix. 
Disturbances that show up in the measurements vector after being integrated through the network dynamics are 
called state attacks. Disturbances that corrupt the measurements directly are called output attacks. The network 
dynamics in the existence of a cyber-physical attack can be written as shown below: 

ሻݐሶሺݔܧ ൌ ሻݐሺݔܣ ൅ ሾܨ 0ሿ ൤
݂ሺݐሻ
ℓሺݐሻ

൨       (22) 

ሻݐሺݕ ൌ ሻݐሺݔܥ ൅ ሾ0 ሿܮ ൤
݂ሺݐሻ
ℓሺݐሻ

൨       (23) 

 The inputs	ℓሺݐሻ and ݂ሺݐሻ are the output and state attacks respectively. Throughout this section, ܶ	 ⊆ 	Թஹ଴. 
An attack can be called undetectable if there is an attack set K that has an initial condition ݔଵ, ଶݔ ∊ Թ

ଶ௡ା௠	, and 
an attack mode uK(t) so that, for all ݐ ∊ ܶ, ,ଵݔሺݕ ,௞ݑ ሻݐ ൌ ,ଶݔሺݕ 0,  An attack can be called unidentifiable if there .(ݐ
is an attack set R and an attack set K, with R ≠ K and |R| ≤ |K|, initial conditions ݔ௄, ோݔ ∊ Թ

ଶ௡ା௠, and attack modes 
uK(t), uR(t) are so that for all ݐ ∊ ܶ, ,௄ݔሺݕ ,௞ݑ ሻݐ ൌ ,ோݔሺݕ ,ோݑ   .(ݐ
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ୃሿୃ, andܥ ൌ ሾܥఋ ఠܥ  ሻ in (3) can beݐሺߠ ఏሿ. The bus voltage anglesܥ

conveyed via the state attack mode f(t) and the generator rotor angles ߜሺݐሻ as shown here 
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ୃ݂ሺݐሻ.    (24) 
The elimination of the algebraic variables θሺݐሻ in (3) points to the state space system: 

 

൤ߜ
ሶ

ሶ߱
൨ ൌ ൤

0 ܫ
െିܯଵሺࣦ௚௚ െ ࣦ௚ଵെࣦଵଵ

ିଵࣦଵ௚ሻ െିܯଵܦ௚
൨ ቂ
ߜ
߱
ቃ ൅ ቈ

ఋܨ 0

ఠܨଵିܯ െିܯଵࣦ௚ଵࣦଵଵ
ିଵܨ஘ 0

቉  ,ݑ

 
෨ܤ                                ሚܣ                   

ሻݐሺݕ ൌ ሾܥఋ െ ఏࣦଵ௚ࣦଵଵܥ
ିଵ ఠሿܥ ቂ

ߜ
߱
ቃ ൅ሾെܥఏࣦଵଵ

ିଵܨఏ  .ݑሿܮ

 ෩ܦ                ሚܥ          
 The reduction of the passive nodes is called the Kron reduction. For the power network descriptor system 
(3), the attack set K is identifiable (resp. detectable) if and only if it is identifiable (resp. detectable) for the associated 
Kron-reduced system. Here we differentiate between two types of attack detectors: (1) A Static Detector is an 
algorithm that utilizes measurements from the network to check for the attacks at predefined instants of time, and 
without manipulating any relation between measurements taken at different times. Following are two theorems that 
define how an attack set is undetectable and unidentifiable for a Static Detector. (2) Dynamic Detectors check for 
attacks at all timesݐ ∈ Թஹ଴. Dynamic Detectors are harder to deceive than Static Detector, but with this comes more 
complications. The following residual filter is presented to answer the attack detection problem: Assume that the 
attack set is detectable and that the network initial state x(0) is known. Consider the detection filter 

ሶ߱ ሺݐሻ ൌ ൫ܣሚ ൅ ሻݐሚ൯߱ሺܥܩ െ  ሻ     (26)ݐሺݕܩ
ሻݐሺݎ ൌ ሻݐሚ߱ሺܥ െ  ሻ      (27)ݐሺݕ

Where ω(0) = x(0), and ܩ ∈ Թଶ௡ൈ௣ is such that ܣሚ ൅ ݐ ሚ is a Hurwitz matrix. The r(t) = 0 at all timesܥܩ ∈
Թஹ଴ if and only if u(t) = 0 at all times ݐ ∈ Թஹ଴. It has successfully demonstrated that a dynamic detection and 
identification method utilizes the network dynamics while requiring possibly fewer measurements.  

In summary, dynamic detection and identification can be extremely useful to prevent attacks [101-104]. 
Static detection and identification has been used for several years for many logical purposes. Static detection 
processes are incapable to identify any attack disturbing the dynamics, and that attacks corrupting the measurements 
can be designed to be undetectable without difficulty. Using a dynamic algorithm will allow the system to use 
continuous time, instead of predefined instances.  
  

5. Systematicness 
 

In this section we will explain how we can integrate all cyber and physical components together into a 
systematic CPS. We will explain some important principles in systematic CPS design.  
 
5.1 Systematic CPS Design: Distributed Controller Model 
 

Here we illustrate the importance of distributed controller model in systematic CPS design. As we 
mentioned before, a systematic CPS architecture can be formed as a sensor-controller network, i.e., a networked 
control (NC) model [108]. Wireless communications have often been used in large-scale, complex CPS due to the 
difficulty of deploying cables between all devices. A stable NC model should be able to overcome the noise or 
errors in the sensor inputs [109], in other words, it can still correctly generate next-step (time T+1) control 
commands based on current (time T) sensor status, see Fig.16.  

To overcome sensor data errors, a controller should predict its next state when true inputs are not received 
[110]. The reason of using controller’s state prediction instead of packet retransmissions is motivated from the 
following fact: A controller has strict decision-making “rounds”, which means that a delayed message at time T will 
not be useful any more for control decision calculation at time T+1.   

On the other hand, the controller-to-controller (C-C) coordination protocol should be designed to implement 
multi-controller co-decisions. In many CPS applications, we cannot simply reply on a single controller’s state 

(25) 
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prediction. As shown in Fig.16, at time T multiple controllers need to coordinate with each other to deduce a new 
state at T+1. To coordinate multiple controllers, the traditional approach is to request all controllers to send data to 
a central server, which runs next-state prediction for all controllers and then sends prediction result to each 
individual controller. This approach suffers from two shortcomings: First, there is the single-point-failure issue, and 
the server burdens a high calculation load. Second, it is not realistic to ask all controllers to use hop-by-hop, high-
loss-rate wireless links to send data to the server for central processing [111-113].  

A good solution to the above multi-controller co-decision issue under wireless link errors, is to use 
localized, in-network co-prediction, which means that a set of distributed controllers use C-C coordination protocol 
to co-predict control state parameters to make a co-decision during T  T+1 state transition (Fig.12). The control 
state update is determined from the following control theory equations [114]: 

ܺ௡ሺܶ ൅ 1ሻ ൌ ௡ܺ௡ሺܶሻܣ ൅ ௡ܹሺܶሻܤ ൅  ௡ܷሺܶሻ   (28)ܥ
௡ܻሺܶ ൅ 1ሻ ൌ  ௡ܺ௡ሺܶሻ      (29)ܦ

where Xn(T) is the system state, Wn(T) is the disturbance acting on the CPS (such as packet loss and delay), 
Un(T) is the control force, and Yn(T) is the variables to be controlled. To design C-C coordination protocols for in-
network control state prediction, we could use a promising state prediction method called Sequential Monte Carlo 
(also called particle filters). The motivation for using particle filters is that particle filters are well-suited to 
accommodate the types of uncertainty that arise in our distributed control scenario. Each particle can be thought of 
as an entire history or trajectory. This property of particle filters is not owned in Kalman filters [115]. However, we 
need to extend traditional, centralized Monte Carlo model to deal with in-network distributed control.   

Here we first briefly explain the traditional centralized Monte Carlo model. Let’s consider the real-time 
next state prediction for non-Gaussian MG control 
signals. The unobserved (i.e., hidden) global state 

 Ntxt ; is modeled as a Markov process with initial 

distribution )( 0xp and transition probability

)|( 1tt xxp . The observations  *; Ntyt  are 

assumed to be conditionally independent in time given 

the process tx  and of marginal distribution

)|( tt xyp . We denote system state up to time t as 

 tt xxx ,,0:0 


  and observations up to time t as 

 *; Ntyt 
. The measurements ty are recorded by 

K controllers, and we use 
k
ty  to denote the subset of 

observations made by the k-th controller. Our goal is 
to predict (in real-time) the posterior distribution

)|( :1:0 tt yxp
 of  tt yyy ,,1:1 



 .  

We call state trajectories as particles. There is 
an importance weight associated with each particle; at 
a given time instant, this weight is the representative of how well the state trajectory conforms to model dynamics 
and describes the set of observations, relative to the other particles.  

Traditional, centralized state prediction assumes that there exists a center in the entire system that accepts 
all sensors/controllers’ inputs and controls all devices. For such centralized Monte Carlo model, we can follow 
generic steps [116] to estimate the posterior distribution as follows [117]:  Step 1 (particle initialization): Each 

particle (total number: N) is sampled from the initial distribution. )(~ 0
)(

0 xpx i
, and every importance weight is 

initialized to ./1~)(
0 Ni  Step 2 (importance sampling): For each I = 1, 2, …, N, 

)(
0

~ ix is sampled from an 
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importance distribution ),|( :1
)(

1:0 t
i
tt yxx  , which may be any distribution. Step 3 (selection): N particles 

},...,1;{ )(
:0 Nix i
t  are formed by sampling with replacement from the set },...,1;~{ )(

:0 Nix i
t  where the probability of 

sampling the i-th trajectory is 
)(i

t . 

The above centralized Monte Carlo scheme needs to be extended to distributed multi-controller prediction 
case. Each controller needs to update its particle approximation to the posterior distributions when new data become 

available at time t, and it needs to calculate, for each particle i = 1, …, N, the likelihood function  )|( )(i
tt xyp . In 

in-network prediction, the dissemination of quantized data through the network can generate an unacceptable 
communication overhead among wireless controllers. We can especially use the following two enhanced design: 

(1) Parameterized data exchange: instead of sending raw data, we extract some coefficients from likelihood 

function factorization as follows: )|()|( 1 t
k
t

K
ktt xypxyp  , and each factor )|( t

k
t xyp can be described 

approximately by a parametric model );( k
ttk xF  .The model parameters 

k
t  are estimated from training data pairs 

},...,1));|,({( )()( Nixyxp i
t

k
t

i
t  , and the parameters are disseminated. 

(2) Network aggregation: Instead of disseminating the entire parameter set },...,1;{ Kkk
t   through the 

network, we can send out a reduced set of model parameters, which we denote as t  that has a dimension 

substantially less than K. The parameter set reduction occurs in each tree parent node. 
The in-network prediction protocols need to perform the following operations: First, each controller needs 

to sample N particles from )( 0xp , and each controller’s importance distribution should not depend on other 

controllers’ measurements. Each controller calculates the value of the likelihood factor for each particle of the 
current observation. The quantized result is sent to next controller in the routing path. Second, each controller 
extends its training data based on its received message from the last controller. The algorithm should attempt to 

more and more fit the global likelihood )|()|( 1 t
k
t

K
ktt xypxyp  . Third, the final controller propagates back its 

estimated parameters along the reverse routing path. Each controller then determines its importance weights.    
  
5.2 Systematic CPS Design: Sensor and Controller Coordination 
 

Another important aspect to achieve a systematic CPS design is to build a tightly coupled sensor-controller 
coordination model. In CPS we need a set of efficient communication schemes among sensors and controllers (i.e., 
actuators).  For example, in a water distribution network, reliable water filtration and distribution systems are in 
high demand. When aided with software and hardware intelligence, leaks can be detected and in the case of 
contaminated water, it can be controlled and localized.  Sensors are used to monitor the physical elements and 
reports the data collected to the cyber system. Valves, pipes, and reservoirs are used along with software and 
hardware components to achieve a water distribution system that can filter and aid in distributing treated fresh water 
to a population [118]. 
            In the water distribution example, to collect the necessary information to maintain healthy drinking water, 
RFID-based sensors are located within a water pipes infrastructure.  These sensors are connected to access points 
that lead to the internet.  The cyber data server can then utilize the data collected. The algorithms on the cyber data 
server then operate through hardware controllers on the findings to manage the quality and quantity of water that is 
produced.  In [120] PipeSense was developed.  It is an in-pipe water monitoring system that also uses RFID-based 
sensors. Some parameters that are measured with the sensors include water pressure, chemical composition and 
volume of the water. These measurements can be taken at various places within the pipe. PipeSense uses acoustic 
signals that are susceptible to noise to detect any leaks within a pipe. As one might predict, this process is very 
prone to false alarms. The intention is to create a system that monitors a real time water quality sensing mechanism 
that will determine the changes occurring within the real time water distribution network. Their system encompasses 
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a large amount of inexpensive nodes that are able to communicate with each other. This benefits the overall system 
making it more efficient and reducing the number of possible false alarms. The CPS is driven by events that take 
place. The human centric framework architecture will introduce a human as the means of monitoring the water 
within the application. Six levels are located within the CPS framework. These are illustrated in Fig. 13.   

The first tier is the sensing tier. It is made up of many sensors that can detect temperatures, pressures, 
pollution, and among others pH levels.  They can be classified as either dynamic sensors or static sensors.  Dynamic 
sensors monitor within the pipe through variously placed nodes and it also identifies the location of the nodes.  
Static sensors can monitor actuators functionality and temperatures within the pipe.  Information collected by either 
type of sensor is fully analyzed at the server level. The next tier is naturally the processing tier. The information is 
only partially cleansed when it arrives at this stage. After receiving the real time information from the sensors, it is 
fully and thoroughly cleansed.  It can also be stored to review at a later date. Thirdly, the modeling tier detects the 
likely hood of a spreading of contaminated elements can be predicted along with different patterns that may occur.  
The Decision Fusion tier is next.  During this stage, the decisions within the cyber systems are made depending on 
the models that have been taught or previously programmed according to the situations. However, these decisions 
are not acted upon until a later step.   

 

Fig.13 Six levels in CPS framework [120] 

   
The Human tier incorporates the input of a human along with the information being decided upon. This 

combination makes up the base for the human centric CPS framework. A human agent is able to omit the decisions 
made in the previous stage and override with a new action.  This is helpful to prevent false alarms. These instances 
are recorded by the cyber system and used to alter the training models over time in an attempt to possibly reduce 
the amount of false alarms.  The next and last tier is the Actuator tier.  This is comprised of pumps and valves.  The 
valves can either be automatic or manually controlled.  They can be used to stop, start, or pause a process.  Also, 
they can be used to alter the pressure or isolate a certain section of pipe.  This may be necessary in the case of a 
contamination being detected or a leaking pipe.  The suggestions to make the changes to a pump or valve are sent 
to human operators or carried out immediately if operating automatically. The sensing tier then plays the most 
important step of repeating and analyzing the result of its previous data collected.   

In the future, this process can be improved by incorporating a multi-interface data service for the human 
tier so that the humans can easily make the correct actions occur.  Also, this data has the possibility of utilizing a 
wireless handheld device for processing and decision making.  Doing this through Wi-Fi and Bluetooth are being 
explored in [120].  Ultimately, a CPS framework would positively aid the effort of improving the quality of current 
water distribution systems.   
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5.3 Systematic CPS Design: Quality of System (QoS) Issues 
 
 From network viewpoint, a systematic CPS design should consider quality of service (QoS) issues. CPS 
infrastructure typically is built from WSAN (wireless sensor and actuator network). Any network has QoS issues. 
Resource constraints apply to both actuators and sensors. Sensors are normally low-cost and offer restricted data 
processing, battery energy, and memory. The actuators have stronger computation capabilities than sensors along 
with more energy. Although used together, sensors and actuators are greatly different from each other including 
their capabilities and what they are used for. Another feature of WSAN is dynamic network topology. There are 
times where new sensor and/or actuator nodes may need to be added or removed, and some could even die due to 
drained battery energy. Different applications will have different QoS requirements. For instance, a system that 
regulates the temperature in an office building from the air conditioning unit may allow some packet loss and long 
delays but this would not be acceptable for systems that are intended for safety-critical systems.  
 In terms of WSAN QoS, some areas of interest that are being researched are service-oriented architecture, 
QOS-aware communication protocols, resource self-management, and QoS-aware power management. It is very 
important for service differentiation to be supported by the communication protocol when looking at QoS. A CPS 
may have very different applications with various QoS requirements. The new design will have to observe the 
service requirement associated with each application so that a service adapted to each particular application will be 
provided. Cross-layer design has shown to be very useful in making network performance. It is also a good idea to 
incorporate cross-layer design into QoS-aware network communication protocol for CPS.  

Delay / jitter has also been a big issue in QoS support [121]. The difference in time of sending packets to 
those being received is called a delay. The jitter is the delay difference between neighboring packet arrival events. 
The jitter can be reduced by holding received packets within a buffer for a certain period of time before they are 
accessed.  That specified amount of time is referred to as the playback delay.  A new approach using the one-way 
delay variation has been taken to improve the possible length of the delay.     
 CPSs have been created over time within network control systems (NCSs) [113]. NCSs function in real 
time and must deal with occurrences of delays, delay jitters, and the loss of packets. The quality of the system is 
affected greatly by these events. The delays can be sudden and cause a possible prediction of the received time to 
be incorrect. This is when the previously mentioned playback delay is useful. The packets that are received are held 
for a period of time before they can be accessed. This delay provides some packets, in cases where errors were 
present, more time to arrive. If it is received after the processing time has passed, it is considered to be a lost packet 
and a jitter is present where the missing packet should be. Buffers at the physical system send control signals at 
predictable times in an attempt to soften the jitter. The correct amount of time that the packets are held is very 
important. If it isn’t lengthy enough, it is possible to lose more packets.  If the time is extended, there is a delay is 
processing time and weakens the quality of the system. 

A new way to predict more accurate playback delay times are to decompose the variations in the round trip 
times (RTTs).  There are two components of this.  First is the forward path that is the one way delay variation of 
the physical system to the controller.  For this review, we will call it fpc. The other is the reverse path of the controller 
to the physical system, or rcp.  The controller has an advantage in the forward path because it can accurately predict 
the fpc time.  The one-way delay variation (OWD) is extracted using the round trip times (RTTs). Much research 
was done on forward and reverse one-way delay variations. The dependency of the forward and reversed variations 
was also studied.  The recently developed method of predicting the playback delay value is more advantageous in 
that it can shrink the delay time window by using known forward RTTs and approximating reverse RTTs. It 
examines and produces a more acceptable forward RTT than previously used methods.   
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The newest method of playback delay prediction is as follows [122, 123]. If a sensor performs a reading y 
and it is received at the controller after a time t, y can either arrive, be lost, or late.  If it does arrive at the controller, 
it is used to control an action, u.  This signal of control can be applied at some unknown time due to delay jitters or 
be lost.  This proves the physical system to then act on a function of u.  If the signal u arrives, it can be held within 
the play back buffer at a predictable t+r time.  If it does not arrive before t+r expires, the signal is considered lost.  
The factor of r must be a close approximation of the round trip time (RTT). If it is too large or too small, the physical 
system’s actions can in no way be predicted.  r is found at the controller because the controller can then in turn 
produce the needed control signals that can shift the state of the physical system.  To find the approximate value 
based on the RTT and the OWD, or one way delay, the following equation 1 was used.   

ሺ݅ሻ݌ܿ݌ܴܶܶ ൌ ሺ݅݌ܿ݌ܴܶܶ െ 1ሻ ൅ ܴ ෠ܶܶ݌ܿ݌ሺ݅ሻ     (30) 
RTTpcp (i –1) represents the round trip time of the (i – 1)th 
packet that is sent from the physical system to the 
controller and back. ܴ ෠ܶ ௣ܶ௖௣ሺ݅ሻ represents the deviation of 
the previous round trip time of the (i – 1)th packet with 
respect to RTTpcp (i – 1).  Fig.14 displays each step in 
which the network control system sends and receives 
packets from the physical system to the controller. It can 
be seen at ki in Fig.18 that the delay r is predicted at the 
controller side because it will use that value to create the 
ui value.  By observing the figure one can also deduce that 
the controller is able to know the exact value of both 
RTTpcp (i – 1) and fpc (i).  The controller uses these known 
values to then calculate the only unknown value of ri.  This 
will then produce the value of rcp (i).   
 In this method, fpc (i) can be predicted from the 
controller.  This can be used by the controller to predict 
the play back delay. This will in turn decrease the 
unpredictability of the play back delay time.     
 
 

6. Resilient CPS Design: Case Studies 
 

In this section, we will use two of our CPS projects to explain the process of resilient CPS design as well 
as the cyber-physical coupling principles. The first case study is on the integration of virtual reality and the robot 
for rehabilitation training. It is a typical cyber-physical coupling system due to the interactions of medical sensors, 
actuators, and virtual world interactions. The second case study is on the design of implantable medical device – 
pacemaker. It is also a typical CPS since the cyber parts (heart beat detection sensors) collect data which is used by 
the controller (electrical pulse wire) to control the beat patterns of the heart (physical object). It has the security 
considerations – the attack-resilient wireless power charge circuit, as well as other resilient features such as energy-
efficient sensor sampling, noise-resistant pattern recognition, etc.  
 

6.1 Case Study 1: CPS Design for Virtual Rehabilitation  
 

Efficient rehab training could greatly help to recover functional body coordination and flexibility (C&F) 
capabilities. Efficient rehab training is especially important to the prevention of disabilities for stroke survivors 
since stroke is the leading cause of disability among adults. Other neuro-disorder diseases such as Parkinson’s 
disease, cerebral palsy, etc., are also accompanied by disabilities. Therefore, there is an urgent need to investigate 
new, intelligent rehab methods to efficiently restore C&F of people with various disabilities. 
  Importance of robot-aided rehab training: Today many in-clinic rehab training methods are based on labor-
intensive assistance from clinicians such as physical / occupational therapists (PTs/OTs). Because the patient needs 

 

Fig.14 Packet sending / receiving schedule 
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to practice various hazard-based training (e.g., intentionally using slippery surface to walk) [124], it is difficult and 
dangerous for a clinician to hold the patient all the time to protect them from training hazards. To overcome such 
an issue, this project will use a robot-aided rehab training system, the KineAssist [125], to achieve complex training 
tasks within the context of hazard environments, such as perturbation recovery training and gait training in 
hazardous conditions [126]. 
  Importance of virtual reality (VR) based rehab training: VR-based rehab system allows the trainee to 
recover his or her body C&F through various virtual scenes without the need of going through complex real 
environments. The digital signals collected from devices, including the neuroimages from the fNIR / EEG devices, 
trajectories from the digital glove, eye focus data from the eye tracker, and other signals, can be processed to 
quantitatively analyze the rehab training effects. Moreover, this project will extend the VR system to an augmented 
VR (AVR) platform, which can embed a reconstructed 3D body motion graphics into the VR scenes. The AVR 
makes the trainee more interactive with the scenes. 
 The goal of our CPS design is to establish a new platform to support the research of computational and 
cognitive rehabilitation (briefly called rehab) for disability recovery applications. Our CPS follows an innovative 
development methodology that consists of two aspects (see Fig.19): (1) First, it uses a hierarchical architecture 
with three design layers: in layer 1 (L1) - physical layer, we focus on the hardware device debugging and their 
interface design (such as treadmill-computer interface); in layer 2 (L2) - computation layer, we will design software 
tools to support the above mentioned computational rehab training (such as eye-hand coherence level computation); 
in layer 3 (L3) - cognition layer, we design software tools to support the above mentioned cognitive rehab training 
(such as neuroimage-to-rehab mapping). Such a 3-layer design simplifies the CRI management. (2) Second, this 
platform follows an incremental development plan with 3 setup modes: compact, combined, and complete modes. 
The compact mode has the simplest setup since it mainly consists of virtual reality units; the combined mode adds 
programmable treadmill as well as health monitoring system (via medical sensors); and the complete mode builds 
a comprehensive platform with robot-aided virtual rehab system. 

In the complete mode, the CPS development has the integration of the co-robot, AVR, treadmill, and some 
bio-markers (such as gait sensors) (Fig.15). It has been found that body weight supported treadmill training 
(BWSTT) is highly effective in improving locomotors flexibility and speed after stroke [127]. Therefore, we 
propose to use a co-robot, KineAssist from HDT Inc. [128], to support intelligent body assistance in disability 
recovery. The KineAssist is not just a body holder. Instead, it can provide a user-intent-based smart response. It 
moves in response to the forces applied by the trainee to the pelvic mechanism. (Note that there are some force 
sensors deployed in the KineAssist's holding belts, see Fig.16). Moreover, HDT's KineAssist has the programmable 
interface to the treadmill and other computing devices.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.15 Hierarchical, incremental CRI development (L1: Physical Layer; L2: Computation Layer; L3: Cognition Layer) 
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  The proposed design has the intrinsic characteristics of a CPS, that is, it has the tight coupling of 
computational objects (including programmable sensors, VR gaming system, digital inputs such as digital glove) 
and physical objects including patient body and the robot (i.e., the 
integrated KineAssist and treadmill). As shown in Fig.17, it has the 
following 3 cyber-physical interactions:  

(1) Interaction between the intelligent sensors (cyber 
objects) and the robot (physical object): The sensing signal analysis 
module (❶) collects signals from medical, gait, and motion sensors 
and then uses machine learning algorithms to extract the intrinsic 
patterns such as gait anomaly level.  Then the module ❶ will use 
those patterns to control the operations of the robot.  

(2) Interaction between Head Mounted Display (HMD) / 
eye tracker / digital glove (cyber objects) and the patient body 
(physical object): The patient wears digital glove and HMD to 
interact with a virtual cyber world through VR interfacing software 
module (❷). Another cyber object - eye tracker, is used to capture 
the patient's eye pupil movement for the analysis of patient brain 
concentration level (if the patient has mind distractions, the eye 
movement will not synchronize with his/her hand movement).  

(3) Interaction between VR virtual scenes (cyber object) and the robot (physical object): The VR gaming 
system can control the robot's behaviors. For example, if the patient has successfully achieved a low-speed walking 
training, the VR system can use the control module (❸) to speed up the belt.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Note that there also exist interactions between the two physical objects (i.e., patient and robot) as follows: 
(a) Patient → robot: the treadmill belt can move in response to the forces applied by the patient to the pelvic 
mechanism. Such user-intent-based robot control makes the platform achieve intelligent rehab-training. (b) Robot 
→ patient: KineAssist uses a few bands with controllable holding strength in case that the patient loses body balance 
and falls down. This is achieved through signal analysis of the force sensor attached to the pelvic. Such a feature 
does not disturb the patient's natural gait pattern (for instance, it does not turn the body into a pendulum). Such a 
feature helps the patient to overcome the fear of falling down. Such fear could occur in traditional rehab-training. 

Build software tool for automatic mind concentration computation: We have used the treasure hunt game, 
for mental concentration training. It has complex maze paths that require the trainee to have good coherence between 
her eye focus movement and her hand cursor trajectory. We can measure the mental concentration rehab progress 
based on the eye-hand coherence level. This CPS includes a software tool that can quantitatively measure how well 
the eye focus movement aligns with the hand trajectory. A challenging issue is that there are two important 
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Fig.17 Cyber-Physical Coupled Design ( Here, ❶: Sensing Signal Analysis module; 
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differences between eye tracker (ET) measurements and hand cursor positions: (1) Spatial deviation: Typically an 
ET can only provide 2D, coarse eye focus spots. On the other hand, the cursor’s trajectory could be a clear 1D 
curve. (2) Temporal deviation: Human’s eyes can reach a targeted position faster than hand movement. This is 
especially true for stroke patients without good hand flexibility.  
 To overcome the above issues, our software tool design uses an iterative, spatial and temporal warping 
(STW) scheme based on the enhancement of the style translation model [129], in order to find a translation 
correspondence (TC) for the alignment of ET data and hand trajectories (see Fig.18). The sum of all deviations 
reflects the matching level between the TC positions (PTC) and real hand positions (Phand). If the patient has good 
eye-hand coherence level, we should have: Σ||PTC-Phand|| < DTh , here DTh is 
a pre-set threshold. We use three parameters (S, O, W) to describe TC 
solution: the spatial warp is performed by a matrix operation: U S + O, here 
U is a diagonal matrix from a ET data series (LET) , S is a vector for spatial 
scaling, O is a vector for spatial offset. And W is a warping matrix for a 
monotonically increasing time warp. Given ET and hand trajectories: LET 
and LHand, the TC solution (S, O, W) should meet an objective function as 
follows: 

 

f(S, O, W) = ||W(US+O)-LHand||2+||αS||2+||βO||2     (31) 

 Here the two constraints, ||αS||2 and ||βO||2, are for a smooth spatial transform from LET  to LHand ). The 
solution to the above function should adopt an iterative optimization, with independent gradient optimization for 
spatial warping parameters (S, O) and temporal warping parameter W.   
 To help the researchers study the relationship between neuroimages and rehab training, in the cognition 
layer of compact mode CPS, we build software tools for fNIR signal processing: The fNIR patterns need to be 
extracted in order to observe the rehab training effects from neuro statistics variations in terms of UMC. We will 
build the software tools to achieve the following fNIR signal processing tasks: First, the tools can perform fNIR 
motion artifact cancellation based on Wiener filtering [130] that has been verified to have better effects than popular 
method - adaptive filtering [131]. Second, we have found that the wavelet-based scheme with local holder exponent 
(LHE) can effectively capture the bio-signal patterns. We have used it to successfully extract the patterns from some 
neuro-images including EEG and fMRI [132]. We further enhance our previous scheme by using Wavelet 
Transform Modulus Maxima (WTMM) [77], and then build tools for fNIR pattern recognition. WTMM is an 
important approach in terms of detecting some pattern singularities. This is because that it can efficiently use “space-
scale” partitioning to detect low-frequency (<100KHz) fNIR image features: 
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   (32)
 

 Where Z(s,q) is a partition function, Ω(s) is the set of all maxima at scale s, and W(f) is the wavelet transform 
of a function f. It is convolution product of the image data with the scaled kernel. 
 Build software tool for (EEG + fNIR) neuroimage synthesis: A unique feature of this CPS is that it adopts 
two non-invasive, low-cost neuroimaging tools, i.e., EEG and fNIR, to achieve cognition activity measurements via 
the cognition layer tools. Other neoroimaging methods are either invasive (such as intracranial recordings), or 
require expensive machines (such as fMRI). EEG and 
fNIR can be worn simultaneously: EEG signals can be 
measured on the scalp surface through electrodes, while 
fNIR can be worn as a headband. More importantly, they 
can generate complementary imaging data: EEG can 
capture the event-related potentials (ERPs) [133] through 
the measurement of electrical amplitudes in different scalp 
positions. Especially, it has different features in each 
frequency band. fNIR uses lights in the near-infrared 
range (700-900nm) to monitor changes in the 

Fig.18 Translation correspondence
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Fig.19 Neuroimage Synthesis (1) an analogy; (2) EEG + fNIR
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Disability Recovery 
• Functionality Test

• Feedback Test 
• Flexibility Test

Fig.20 Qualitative evaluation - 3F test 

concentrations of oxygenated or deoxygenated hemoglobin [134]. 
 While using only EEG or only fNIR alone may not provide high-resolution, pattern-rich neuroimage, 
synthesizing them together into a new spectrum allows us to exploit their complementary patterns for a higher 
spatio-temporal neuroimage resolution.  To more clearly see the advantage of (EEG + fNIR) synthesis, here we 
use an analogy from a face recognition task. As shown in Fig.19, it is difficult to recognize a person's identity by 
just looking at the eyes' or the nose's image alone. However, by synthesizing all images through a geometry-
preserved scheme (such as ensuring the nose is below two eyes), facial identity is accomplished more successfully. 
Therefore, by synthesizing EEG and fNIR through special methods such as manifold learning, we can generate a 
more comprehensive neurovascular dynamics model for each rehab training exercise. Then we can further build the 
neuroimage-to-rehab mapping model.  
 We build a software tool based on our created manifold-oriented Bayesian learning scheme [86] for the 
geometry-preserved synthesis of EEG and fNIR. To describe the geometric structure in each manifold to be fused, 
we use a weighted graph G(k), k = 1, 2, …, M, to represent each manifold. In order to compute the distance matrix 
of the merged manifold, we first transform the distance between any two signal points in the kth manifold, denoted 
as Dij, into a statistical probability Pij, which means a transition probability from ith to jth point. After we obtain all 
manifolds’ transition probability matrices, i.e., P(1), P(2), … , P(M), we can adopt the α-integration concept [135], to 
fuse those M manifolds into one manifold (i.e., synthesized EEG and fNIR).  
 CPS Evaluation: The qualitative evaluation (QLE) validates if the CPS meets the desired operational 
requirements in terms of operation correctness and sensitivity. QLE metrics may simply be "yes or no" answers 
(i.e., qualitative) instead of "how much" (i.e., quantitative). Particularly we propose to use a 3F method (i.e., 
Functionality, Feedback, and Flexibility test) to perform a systematic QLE for our CPS (Fig.20):  
 (1) Functionality Test (in all positions of Fig.24, i.e., from ❶ to ❾): It focuses on the basic functionalities 
of individual or systematic units. For example, in position ❶ - Does the body area network timely transmit all 
sensors' data into a PDA? ❷ - Can the manifold learning tool perform EEG + fNIR synthesis? ❽ - Does the mental 
concentration tool recognize different eye-hand coherence levels? etc. 
 (2) Feedback Test (❶,❺, and ❻): This test aims to see how our CPS adaptively adjust its operations 
based on some feedback signals. It mainly include three aspects: In ❶ - Can the rehab training immediately stop 
when any medical sensor reports health emergency? In ❺ - Can the KineAssist adjust its holding strength based 
on the pelvic sensors' feedback signals? In ❻ - Can the VR scene automatically increase the game complexity level 
when the trainee shows a better rehab training effect?      
   (3) Flexibility Test (❷, ❸, and ❹): This test focuses on the CPS operation sensitivity such as: ❷ - How 
flexible is the neuroimaging tool in terms of capturing spatial (i.e., in different scalp positions) neuro-activities even 
when the fNIR band is worn with unstable positions in the forehead? ❸ - Can the Kinect-based AVR system clearly 
reconstruct the 3D body motions even when the trainee has fast move? ❹ - How sensitive can the gait sensor 
network be in terms of detecting various abnormal gaits?   
 
 
 
 
 
 
 
 
 
 
 
 
 
   

The quantitative evaluation (QTE) focus on metrics for the proposed rehab research platform. For instance, 
how accurately can the platform measure eye-hand coherence level through trajectory matching algorithms? how 
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accurately can the system detect patient symptoms through medical sensor data analysis? Table 5 lists our 
quantitative evaluation plan with metrics and optimization units.  
 

 Table 5. Summary of evaluation metrics, methods, measures and optimization components 
Metrics Methods Measures Optimization Units 
Eye-hand 
Coherency  

Subject Tests; 
Algorithm analy. 

Measure eye tracker’s attention span 
angles, mouse cursor trajectories 

Eye-tracker operation software; 
Time warping algorithms. 

Symptom  
Recognition 
Accuracy 

Subject Tests; 
Bayesian / 
statistical Models 

Recognition accuracy of disease 
symptoms from the processing of 
medical sensor signals (ECG, etc.) 

NMF algorithms; HMM state 
transition models; Data pre-
processing (such as noise removal)  

Gait anomaly 
detect. accuracy 

Subject Tests; 
Model analysis 

Accuracy of detectable gait disorders; 
RFID/RT tracking accuracy 

Gait sensor network protocols; 
NMF-based recognition models. 

 
As an example of QTE, here we explain how we can test the capability of our CPS in terms of measuring 

treadmill-mode rehab efficiency. A complete subject test process for a stroke-related disability recovery includes 
rehab protocol, rehab measures, and outcome analysis as follows: (1) Rehab protocol: Subjects will be asked to 
participate in a 5-minute warm up on the treadmill, followed by a 30-minute treadmill exercise (walking) with rest 
periods, and then a 5-minute cool down, with stretching. The subject will be walking with the body weight support 
provided by the KineAssist. (2) Quantitative rehab measures: The Fugl-Meyer scale will be used to assess 
sensorimotor stroke recovery. Its evaluative measures are divided into 5 domains: motor function, sensory function, 
balance, joint range of motion, and joint pain. Each domain contains items that are each scored on a 3-point ordinal 
scale (0 = cannot perform, 1= performs partially, 2=performs fully). (3) Outcome analysis: We will then compare 
the automatically computed rehab training effects with conventional manual rehab case. We will see if the proposed 
platform can achieve similar rehab progress reorganization accuracy compared to the manual rehab case.   
 
6.2 CASE STUDY 2: Analog-Information-Coupled Implantable Medical Device (IMD) 
 

An implanted computing platform (ICP) is a typical cyber-physical system (CPS) that involves tight 
interactions between the physical object and its implanted intelligent hardware. For example, in a structural health 
monitoring application, a fiber-optic strain gauge sensor could be embedded into the elastic layer of a bridge to 
detect bridge fracture. In this research, we target an important ICP, called implantable medical device (IMD), which 
is implanted in human body for both physical-to-cyber health sensing and cyber-to-physical organ control. Typical 
IMDs include pacemakers, neuro-stimulators, insulin pumps, and others. In this work, we specifically target the 
heart IMDs used in the cardiac CPS (C-CPS) to automatically treat heart diseases. The C-CPS mainly consists of 
an IMD such as pacemaker or implantable cardioverter defibrillator (ICD), and some medical sensors such as 
electrocardiogram (ECG) sensor. The difference is that pacemakers are more often temporary and generally 
designed to consistently correct bradycardia, while ICDs are often permanent safeguards against sudden 
abnormalities [136].  The basic ICD architecture is shown in Fig.25. 

Although wireless power charge has been studied for IMDs [137, 138], and wireless data transfer to/from 
IMDs has also been achieved [140], there are still many unsolved issues such as the attack-vulnerable power charge 
procedure, very limited wireless communication range (existing IMDs typically first transmit signals to a cell phone 
that is only 1~3 meters away [141]), and energy-consuming bio-signal processing algorithms, and so on. The goal 
of this design is to significantly improve the existing IMD architecture (with wireless power and data transfer 
capabilities) from a cyber-physical system (CPS) design perspective. Specifically, our CPS design is based on tight 
analog-information coupling. The following are the two challenging issues we target (Fig.21):  
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(1) Information-to-Analog conversion, i.e., use security algorithms (cyber part) to control wireless charge 
circuit (physical part): In order to make wireless charge operate in practical environments where power attacks 
could be easily launched, we propose to use confidential binary sequence information to control frequency 
switching analog circuit (Fig.22 (a)).  
(2) Analog-to-Information conversion: we propose to use low-power circuit (physical part) to achieve compressive 
signal sampling algorithm (cyber part). In order to minimize the required heart beat sensing samples (needed for 
correct heart disease classification), we propose to use an analog circuit (instead of using slow, power-inefficient 
software implementation) to generate Sub-Nyquist Sampling (SNS) information (Fig.22 (b)). Moreover, while 
traditional signal analysis schemes try to first recover the original bio-signals from SNS data, we propose to directly 
perform pattern analysis from SNS data. This saves lots of computation overhead and energy consumption. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.22 Cyber-Physical Coupling: (a) Information-to-Analog Conversion; (b) Analog-to-Information Conversion 
 

Why Information-to-Analog Control? Current wireless charge schemes assume that the external power 
charger works at a constant frequency and the ICD has an inductor that is set to the same frequency. The wireless 
energy transfer is assumed to occur in a safe, insulated environment. However, in reality an attacker who knows the 
ICD’s coupling frequency, could use a customized self-resonant coil with high-resolution oscillation circuit to easily 
achieve power charge from a location close to the patient. Such a power charge attack has a series of serious 
consequences: (1) Organ damage due to overheating: The attacker could first reach strong coupling with the ICD 
coil and then use beyond-threshold electric current profile to transfer energy. The ICD could reach energy saturation 
in a very short time, which causes overheating and thus damages nearby organs. (2) ICD dysfunction from voltage 
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instability: After reaching a resonant frequency with the ICD, an attacker could intentionally make the charger’s 
electric currents and charge densities significantly vary in time. Such an unstable oscillator could cause the ICD’s 
operation voltage to have an abnormal sinusoidal profile. As we know, an ICD needs a stable spatial average of 
electric current in order to control the heart beat patterns at an even pace. However, the unstable power charge 
makes it unable to control the electric pulses evenly. In order to overcome the above attacks, we need to solve a few 
issues: How do we build a robust ICD coil control scheme to prevent a malicious power charge? What is the secure 
way to fine-tune the ICD’s inductor parameters to accurately accept power transfer signals from legal charger while 
blocking an attacker’s charger? 

To the best of our knowledge, there is no research conducted on the ICD power charge security under 
wireless inductor coupling. In our CPS security design, we propose to use confidential, two-level coupling 
coefficient adjustment information (‘cyber’) to control wireless charger analog circuit (‘physical’): (Level 1) 
Coarse-tuning of ICD’s resonance frequency based on three-dimensional (3-D) Chaotic Maps; and (Level 2) Fine-
tuning of resonance frequency based on fast capacitance match.  

(Level 1) Coarse-tuning of ICD Resonance Frequency via Chaotic Maps: The weakest point in existing 
ICD charging systems is the use of a preset, fixed resonance frequency. We thus propose to update the coupling 
coefficients (such as capacitors’ values) in the analog charge circuit to achieve a time-varying resonance frequency 
switch. It has been validated from circuit design viewpoint that it is entirely feasible to adjust the ICD’s shunt 
capacitance [143]. To make the frequency switch sequence confidential to attackers, we propose a Chaotic Maps 
(CM) based capacity control as shown in Fig.23. The CM has been verified to have stronger unpredictability than 
conventional pseudo-random number generation schemes [144]. Specifically, we will adopt an extended CM, i.e., 
3-D CM [145] to achieve a larger pseudo-random sequence space and can thus efficiently overcome guessing 
attacks. A 3-D CM sequence is extremely sensitive to initial parameters (i.e., CM seeds).  

Unlike medical emergency cases, power charge typically occurs in a prepared environment (but attacks 
could still occur since we use wireless power charge). Therefore we make a reasonable assumption here (as in 
[146]): in the first very short time (1~3 seconds), an ICD and a charger could safely exchange a few initial 
parameters (such as CM seeds, the charger’s energy density, etc.). However, if the first few seconds cannot be 
assumed to be safe, we could use a special RF signal pattern (called RF fingerprint) to achieve keyless, confidential 
data exchange between an ICD and a charger. (Such a data exchange will be achieved through our RF antenna 
transmission, section 4.3). 

Note that traditional 1-D CM has a key space of only 53 bits and is weak against adaptive parameter 
synchronization attack [145]. A 3-D CM overcomes such a shortcoming through nonlinear transform of three 
Logistic maps (LMs)’ outputs. A single LM function has the following format: 

0,10,)1(1  rxxrxx nnnn  
A bifurcation diagram (Fig.24) reflects 

LM’s behavior when r changes. When r > 3.57, the 
chaos (fractal) begins. The nonlinear transform of 
three LMs’ output sequences (called 3-D CM) has 
been verified to be a binary Bernoulli distributed 
pseudorandom sequence [145], which means that 
any bit of a 3-D CM has 50% probability of being 
1 or 0, and is statistically independent. Based on the 
3-D CM sequence, an ICD will know which 
resonance frequency to be switched to in the next 
time interval. We further divide the CM sequence 
into small, 9-bit groups. Thus we have 29 values. 
Each is: 
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Suppose the entire range is R = [f1, f2] = [100 MHz, 2 GHz]. We can divide R into 29 = 512 different sub-
ranges as follows: [100MHz, 103.72], [103.73, 107.45], and so on. However, in Fig.6 we can see that we actually 
have used 210 = 1024 different levels of capacitor adjustments. This is because we will perform fine-tuning of 
frequency for each sub-range as follows.  

(Level 2) Fine-tuning Process via Fast Capacitance Match: The above coarse-tuning of resonance frequency 
can only provide a coarse range R = [f1, f2] to be used in next frequency 
adjustment. An accurate power transfer needs a fine-tuning process 
since the resonance point could be missed due to ICD nearby tissue’s 
resistance change from time to time. Therefore a low-cost optimal 
capacitance search is needed to fine-tune the frequency. A naïve search 
is to start from f1 and scan through each 10 KHz (0.01MHz) 
incremental value. However, this could take hundreds of coupling 
verifications (each time the ICD needs to test whether or not the 
coupling reaches a desired peak value, see Fig.2). Thus we propose to 
use a fast search algorithm with an uneven step change (either 
incrementally or decrementally). Our scheme is based on the 
observation of the first-order derivative (δ ) of ICD load voltage (V)  
with respect to match capacitance C in [f1, f2], that is, δ = әV/әC [143]. 
As shown in Fig.25, δ changes slowly in the beginning and then sharply when it gets closer to the fine-tune peak 
point. Thus we can select an initial capacitance C1, and update it either slowly or quickly based on δ’s value.  

Analog-to-Information: Random Projection ECG Sensing 
and Signal Processing: the analog-to-information through Sub-
Nyquist Sampling (SNS) analog circuit (instead of performing 
signal compression in software) could bring a series of advantages: 
(1) It avoids the use of slow, complex compression software, as well 
as saving memory space; (2) It reduces sensing power and prolongs 
the ECG electrode’s lifetime; (3) It also greatly decreases wireless 
transmission power consumption by reducing the ECG data amount 
to be transmitted to external devices. In our previous work [147], we 
designed SNS hardware that can perform analog compression with 
very sparse measurements through a Gaussian random projection 
(GRP) hardware lens instead of using traditional digital 
compression that needs to compress N = 2*fmax measurements (fmax 
is the maximum cut-off frequency in the signal’s spectrum). Their 
differences are illustrated in Fig.26. It shows that SNS can save a significant amount of sensor energy by collecting 
much fewer samples (M << N) in analog processing phase. The GRP lens is just a low-cost, ultra-thin signal 
projection chip that naturally filters signals through a multi-channel structure.     
 
 
 
 
 
 
 
 

Fig.26 (Top): GRP-based “analog compression”;  (Bottom): conventional “digital compression” 

In an ICD, we need to re-design the ADC (analog-to-digital conversion) circuit in order to meet the 
requirement of all-in-package for any IMD. Such a package is necessary to prevent circuit corrosion in humid tissue 
environment. Therefore, we propose to design a new ADC circuit (Fig.27) to achieve SNS. The heart beat signals 

Fig.24 Logistic map (bifurcation diagram)
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Fig.27 Analog-to-Information SNS circuit design principle 

are multiplied by a random matrix (to be discussed later). Then the result passes through an integrator and a natural 
sampler. Finally, a non-even quantizer is used to generate the sparse ECG samples. The reason of using a non-even 
quantizer (instead of even one) is because that the heart beat strength has much higher amplitude in its signal peak 
than in other ECG segments.     

One of the most important design considerations is the selection of the dimension of the random matrix. 
Based on SNS theory [150], for a K-dimensional subspace of RN, giving constant δ, β belonging to (0, 1), the random 
matrix Φ with dimension M x N, should meet the following condition in order to be a δ-stable embedding space (it 
is also a GRP requirement): 

  )/()/2ln()/42ln(2 2 cKM   
 
 
 
 
 
 
 
 
 
 
 

To further reduce the hardware design cost, we choose the random matrix as a random Bernoulli matrix 
with each element either +1 or -1. Every certain number of samples (say, N), we re-seed the pseudo-random 
generators, each of which determines one row of the random matrix. To generate M rows of matrix elements, we 
would need M generators. However, many generators could cause high power consumption in the SNS circuit. We 
thus propose to use only a few generators (<5), and use XOR operations between any two generators to generate 
new random elements as follows: we first take the bit-by-bit register value (i.e. state outputs), and then XOR with 
the last output of the other generator on a sample-by-sample basis. Fig.28 shows a simple 2-generator case, which 
generates each matrix element A11, A12 … AMN. As we can see, the last register’s output from the second generator is 
used for XOR. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.28 Use less generators to generate SNS random matrix elements 
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CPS Prototype design: We finally integrate the above hardware units into an ICD prototype. The 
integrated PCB (print circuit board) has the functional architecture as shown in Fig.29. We use VHDL to program 
Altera Cyclone V (it is a low-power tiny FPGA to be interfaced to the PCB), in order to achieve three tasks: (1) 
(Cyber algorithm  Physical control) Generate Chaos series to secure wireless power charge; (2) (Physical circuit 
 Cyber compression) Generate random matrix to achieve sub-Nyquist sampling; (3) Other important functions 
including communication control by interacting with a RF transceiver (we use Altera Cyclone V GX transceiver), 
generating electric pulses to the heart (based on heart beat rate sensing result), bio-signal (ECG) reconstruction-less 
SNS classification, and others. 

 
Fig.29 Integrated FPGA/analog circuit design 

 
 

7. Open Research Issues 
 

Based on our long-term CPS design experience, we have found that the most challenging issue in resilient 
CPS design is how to achieve a real-time, closed-loop, networked control system that can tolerate the natural noise 
(which causes packet loss and errors), as well as the internal or external attacks. In the following we discuss some 
promising research issues in resilient CPS design. 

(1) Error-tolerant networked control: In a closed-loop sensor-to-controller interaction system, the sensors’ 
data are sent to the controllers (via wireless or wired media), and then the controller makes real-time 
decision. The decision results can be seen from the new sensor readings, which trigger a new round of 
controller’s decision. Note that such a closed-loop system should be described by a nonlinear model 
with noise model. The natural noise (from communication channels) can cause the packet loss or errors, 
which have negative impacts on the controller’s decision correctness. An error-tolerant networked 
control model should be able to predict and adapt to such natural noise. Although networking protocols 
can certainly help to avoid packet errors, the repeated packet retransmission can bring intolerant 
network delay, which makes the controller’s decision useless since the system state may have already 
changed in a new time. Therefore, the controller should be able to predict the possible sensing data 
errors based on the history sensor-to-controller communication channel conditions. It then makes up 
the gap by using a reasonable, safe decision if no new sensor data can be received due to network delay. 
It should also be able to recognize the obvious sensor data errors (such as significantly deviating from 
history average) and reject the coming sensor data. 

(2) Reinforced Learning for Intelligent Decision: Although general digital control theory can achieve state 
estimation and closed-loop control, it does not have an accurate utility/cost function to measure the 
effects of the current decision on the future rewards. Reinforced learning or Markov Decision models 
can be used to intelligently adjust the decision results based on the accumulative rewards in the history. 
It uses optimization theory to seek the best decision that can achieve the highest sum of rewards from 
current decision round to future states. It defines a cost/reward function to measure the effects of a 
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decision. The POMDP (Partially Observable Markov Decision Process) can further used to enhance 
reinforced learning by considering incomplete or erroneous sensor data. 

(3) Machine Learning for Complex Sensor Data Mining: Any decision is based on the understanding of 
sensor data. However, in a realistic CPS, the sensor data could be complex: multiple sensor types, each 
with different sensor sampling rate and data format. More importantly, each may have totally different 
intrinsic patterns. For example, in a healthcare CPS, the EKG sensor measures the heart beat rhythm, 
which has periodical patterns; but EEG sensor measures brain activities that do not show regular shapes; 
the SpO2 sensor gives a slowly changing curve. Some signal transform tools are more suitable to one 
than others. For example, Fourier transform may capture EKG features well; but EEG may need 
wavelet transform. A more challenging issue is, how do we combine those sensors’ data together into 
a single indication for a medical device control? Simple data fusion cannot capture the priority levels 
of different sensor data. General multi-sensor aggregation methods can lose the intrinsic high-
dimensional features of sensor data. Manifold Learning may be a more accurate way to extract the 
universal features from different sensors since it can reserve the high-dimensional patterns during data 
mergence. But Manifold mergence is still an unsolved issue. 

(4) Multi-granularity event scheduling model: In a complex CPS, there exist multiple controllers. 
Depending on sensors’ data inputs and system control goals, those controllers need to be carefully 
scheduled to avoid out-of-order event acting. For example, in a medical surgery CPS, different medical 
devices have strict response time order. An insulin pump cannot work without stable heart beats and 
normal glucose level. A more complex issue is that different controllers work in different time 
granularity levels: some work in seconds level, some works in minutes level, etc. A comprehensive 
event scheduling map needs to be established between multiple controllers. The event transition 
condition depends on both current system state (which can be determined from sensors’ readings) and 
control goals (what is the ultimate control result for current state). A Petri Net model could be a good 
event dispatching model. The event emulation software needs to be built for certain CPS. 

(5) Internal CPS attacks: Although external attacks have been studied widely, internal attacks have not 
been given enough attention. An internal attacker knows the key information as well as communication 
protocols. It tries to mislead the controller’s decision by intelligently changing the sensor data. The data 
looks normal but deviates from normal state equations. For such an internal attack, a robust state 
estimation equation is important since a sensitive estimation model can find out the non-smooth 
transition to a new state. And it can detect any trend that aims to lead the whole system to an unstable 
status. Proper data statistics methods should be used to detect the statistical attacks.  

(6) A physical dynamics description model that reflects the discrete control nature: The real-life physical 
object changes state smoothly and continuously. However, most times it is not possible to find an 
accurate math model that describes such a continuous physical law. Therefore, we often need to use 
discrete state estimation model to describe a non-smooth system state change. Moreover, the 
controller’s action is also discrete, that is, we can only generate actions in different time rounds. 
Therefore, it is important to make sure that the defined state estimation and control equations can well 
approximate the time-smoothing physical change nature. The sensor sampling rate needs to be 
determined properly in order to capture the system status with reasonable accuracy. 

(7) Safety vs. security: CPS safety has not been studied deeply while security issues have been addressed 
in a large extent. Safety focuses on natural faults such as power drainage, switch breakage, storage full, 
etc. For a typical CPS – smart grid, the natural faults include numerous factors such as power grid 
isolation (from the main backbone), generator overheat, communication channel outage due to power 
line instability, etc. Safety ensures that the system has backup solutions for those faults. Safety also 
means that the CPS does not have negative impacts on humans’ lives. For example, the wireless charger 
should not cause high radiation in nearby environment with humans or animals. For medical devices, 
safety issue is the No.1 priority since a patient cannot take any risk for using those medical devices. In 
national CPS such as natural gas distribution control, safety is especially critical since a mistake could 
cause the explosion. 
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(8) CPS simulation tools: Although some discrete-event-model based software tools have been designed 
for CPS simulation [158-160], they still cannot accurately reflect the coupling relationship between 
sensor data and control models. A larger scale CPS platform needs more considerations in the 
simulation designs, such as the network congestion issues, information aggregation, ququeing delay, 
and so on. A friendly graphical user interface (GUI) is needed for easy operations of the tools. An 
advanced CPS simulation tool should allow the users to change the core codes in order to re-program 
some components (such as sensor types, data formatting, networked control models, and action types). 

(9) CPS Interfacing to Internet-of-Things: CPS eventually needs to be connected to Internet-of-Things 
(IoT) due to the requirement of remote control of sensors and actuators [169, 170]. Many new research 
issues rise up when such a system is built. For example, how does the IoT use suitable sensor fusion to 
reduce the data redundancy? How does Internet efficiently route those data without much delay? How 
does Internet use unicast or multicast protocols to control the actuators? How does Internet reliably 
deliver the control commands to the actuators? And many other issues. 

(10) CPS for future healthcare: Although healthcare systems have been improved from wireless 
networks, their performance enhancement based on CPS has not been studied quantitatively. How do 
different medical sensors interact with medical actuators, such as the interaction between glucose 
sensors and insulin pump? How does an implanted medical device (IMD) use CPS algorithms to 
achieve accurate organ treatment? How does a medical CPS protect its system from authorized access? 
How do we build a medical CPS with accurate patient data collection and diagnosis? And so on. 

(11) The embedding of cyber components into physical objects: New approaches are needed in order to 
embed the computer hardware (such as sensors) and software units into the physical objects. The cyber 
units should be able to detect the entire physical object’s status, instead of just part of its system. The 
sensors may need long-term battery charging (such as wireless power charge) circuit from solar, 
electromagnetic waves, and other sources. The sensors may need to communicate with the actuators 
wirelessly. The actuators should be able to control the whole object well based on the sensor data.     

There are also many other critical research issues unsolved in terms of building a resilient CPS. The above 
issues are especially urgent since they are not paid enough attentions in academia.  

   
 

8. Conclusions 
 
In this paper, we have comprehensively surveyed the principle of building a resilient CPS. We discussed 

the three important features of CPS resilience: stability, security, and systematicness. We pointed out that networked 
control system can be used to describe the relationship between CPS sensors and actuators. The sensors provide 
inputs, and the actuators make the decision. We used some typical examples (such as smart grid, water distribution) 
to illustrate the principles. Especially, we provided two detailed CPS design case studies – virtual rehabilitation and 
pacemaker design, in order to show the systematic design process. Those two case studies also have security 
(through information-to-analog conversion) and stability considerations.    
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