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Abstract 

Mobile Internet due to the limitation of the mobile terminal power supply, transmission 

and calculation of the need to adopt energy saving strategy, also due to the terminal 

mobility, mobile Internet topology change. Therefore, mobile Internet cloud computing 

resources allocation need both energy efficiency and assure the time characteristics of 

mobile business; Aiming at this problem, this paper presents a maximum energy efficiency 

optimization, in the restrictive conditions at the same time, guarantee the minimum time 

delay the business. According to the characteristics of the optimization problems, both the 

distribution of the improved algorithm is proposed, the algorithm based on particle 

swarm optimization (pso) algorithm, build the search direction matrix of orientation, the 

simulation results show that the proposed allocation algorithm can effectively improve the 

efficiency of energy utilization, and ensure that the time delay of the business 

requirements. 

 

Keywords: The Mobile Internet, Cloud Computing, Particle Swarm Optimization 

Algorithm, Resource Scheduling 
 

1.  Introduction 

With the development of computing and communication capabilities of mobile 

devices, while the storage capacity has been greatly improved, such as intelligent 

mobile phone, laptop computer and tablet computer etc. Statistics show that, by 2015, 

mobile devices will exceed wired equipment; they have become the main equipment 

to access the Internet. The change from the terminal access problems affect the 

distributed computing resource pool, the mobile Internet access network and the core 

of the mobile Internet and its computing resources and storage resources and the 

number of nodes are different from the traditional Internet, which requires resource 

scheduling in different ways, at the same time, as the business application of 

Intelligent Mobile phone and tablet computer etc., there are many sensing devices 

and sensor data, such as gravity, direction and GPS positioning information, can 

provide the spatial distribution information, thus bringing convenience to resource  

scheduling. At the same time, cloud computing can make mobile Internet access to 

the following three aspects: first, resources can be stored in the network resources; 

second, computing resources can be obtained in the network; third, application 

service resources of other access nodes can be obtained in the network. 

Although cloud computing can be used to compute and store resources allocation, 

but the traditional Internet cloud computing have not considered the problem of 

bandwidth and energy consumption, so the traditional Internet cloud computing 

methods cannot be directly applied to the mobile Internet environment. Mobile 

Internet and cloud computing is getting more and more attention from the academic 

community, 

Mobile Internet mainly in the mobile terminal wireless access equipment, and the 

energy is limited, in the fifth generation mobile communication system, the concept 
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of green communication to win support among the people, but the design is mainly 

for data transmission in physical layer and resource scheduling in data link layer, 

which is mainly concentrated on the data transmission in network; however, through 

the application layer, there is little research involved that reasonable scheduling of 

mobile internet terminal computing and storage resources methods. 

[4] applied a principle of continuous time Lagrange dual to schedule data 

resources, the objective function of optimization is to minimize transmission energy 

consumption. [5] studied online perceived efficiency and transmission delay 

structure. [6] considered the time-varying channel conditions control algorithm 

based on energy efficiency. However, the conditions of the design which above 

mentioned algorithm is too ideal, considering the transmission of data to only one 

user. 

Then [7] a base station in N time-varying channels for N users to provide services, 

and proposed an adaptive channel access algorithm. [8] proposed the method based 

on adaptive carrier aggregation to change data download and upload efficiency. As 

can be seen, the existing researches are based on transmission of the physical layer 

and scheduling combination of the application layer, the focus remains on the 

physical layer, the application layer of the business is mainly concentrated in the 

upload and download data like this, this is obviously to find that it did not meet the 

need of mobile Internet. [9] studied on the work calculation model of Internet, 

according to cloud computing in the online computation with dynamic allocation.  In 

order to improve the efficiency of distribution, [10] used a competitive bidding will 

work out the distribution load calculation. This method simplifies the calculation 

complexity of the distribution algorithm, but its effect is not as good as the other 

distribution algorithm which has high computational complexity. On the basis of this, 

[11] proposed resource allocation that joint optimize the demand and distribution, 

this way can fast allocate resource, and it has low computational complexity. But 

these algorithms cannot be applied to the mobile Internet, because its computation 

capability of single node is low, and the communication ability between each node is 

lower than that of the internet. We need to find a suitable scheduling algorithm in 

mobile internet. 

According to the research state above, the main goal of this paper is to optimize 

the mobile Internet energy efficiency, the computing resources of mobile internet 

need to be allocated. Because a lot of business is offered by mobile Internet, so we 

cannot simply use the data transmission rate to measure. To solve this problem, this 

model does not consider the specific number of terminals, so the mobile Internet 

application scenarios are more robust. Although this is only consider energy 

efficiency problems of mobile Internet computing resource allocation, but the model 

provides an important reference for the follow-up study. In a follow-up study, it 

needs to consider the delay, and BER performance that more strict conditions, in 

order to adapt to the real needs that the mobile Internet applications business is 

various. 

 

2. Problem Descriptions 

In the mobile Internet, scheduling network model different from the traditional 

Internet network model, allocating and scheduling users in the cell used the way of 

stratified the base station. All users in the cell can be scheduled and assigned tasks, 

and can also get service from other users. The specific structure shown in Figure 1: 

In the mobile Internet, setting n  type of business needs to adjust, because there 

are many of the mobile Internet business types, so the  n is great, it provides 

business are 1, nS SL , and calculation resources is required for each business type is ir , 

in this paper, using the vector 1 2( , , , )nr r r Lr  represents calculation resources of n  
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different business types. Setting of computing resources in the mobile Internet can 

be mobilized divided into m  classes, each class with calculation function for ic , 

and 1c  is the normalized calculating function, so 
1 1c  ; computing ability of the 

virtual machine can be expressed by the vector 
1 2( , , , )mc c cC , as 1c  is the 

normalized type, so the vector C  can be regarded as the proportional numbers of 

calculation ability. For example, if the virtual machine have 4 kinds of computing 

power can be provided by cloud computing service provider of mobile Internet, 

respectively, 1c , 2c , 3c and 4c , where, computing resources can be mobilized by 1c , 

processing frequency is 1GHz, 2GB of call memory and 500GB of hard disk; at the 

same time, 2c has dual core the computational resources and processing frequency 

1GHz, contains 4GB of call memory and 1TB of hard disk ; 3c has quad-core the 

computational resources and 1GHz of processing frequency, 8GB of call memory 

and 2TB of hard disk ; 4c has magny-cours of computational resources and 1GHz of 

processing frequency, 16GB of call memory and 4TB of hard disk ; It is composed 

of  

Figure 1. Mobile Cloud Computing Scheduling Model 

ability of computing resources for vector (1,2,3,4)C . If the mobile Internet cloud 

computing service can provide the number of the i -th class is il , while vectors 

consists of the number of all kinds of virtual machines provided is 1 2( , , , )T

ml l lL , it 

should meet the conditions for 

MCL                                                          (1) 

Where, M represents the total number of the various computing services can 

provide. In this part, mainly consider  1 2, , , nT t t t is the set of all tasks to handle; 

exchanging treatment data that need to be processed between it and jt , then 

exchanging data is ijd , maximum mutual information through the channel can be 
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expressed as 
iji , let total computing ability of i -th the virtual machine be 

ip , the 

time needed to complete the task can be expressed as (2) 

 *
i il ij i lT d P                                                       (2) 

Where,
il

 represents computing ability of this nodes in this task. But because of 

bandwidth limitations, it needs to consider the transmission time of node 

transmission information, let transmission time (including transmission time of 

before and after treatment) be
iclT , so the total completion time for the business is

izT . 

According to computing services of the virtual machine provided, supposing the 

energy consumption of each virtual machine computing service computing unit is 

il
E ,due to transmission system is different, according to the system network, energy 

of unit data transmission that needed (including the required uplink and downlink 

data, thus energy) is 
iclE ,so the energy required can be obtained 

1i i izl cl ij lE E d E t                                                       (3) 

According to the definition of the above model, the needed resource allocation 

can be defined, in the past optimization models, the business processing time often 

was took seriously, namely the delay of processing business, which is also an 

important indicator of the fifth generation mobile cellular communications , but it has 

also an important index is handling business required energy consumption, aiming at 

the problem of energy consumption, this paper put forward the optimization of 

energy consumption and taking delay into account, so it put forward the following 

optimization problems 

min

. .
i

Z

z i

E

s t T 
                                                      (4) 

Where, the consumption energy of all tasks is ZE , it can be shown by (5) 

1
i

M

Z l

i

E E


                                                        (5) 

 

3.  Resource Scheduling Design based on Particle Swarm 

In the actual search process, due to the heterogeneous network, the user changes, 

resulting in changes of the virtual machine, each task in the data transmission energy 

consumption will change, so computing resource scheduling rate is also the key 

issues to consider. This paper selected the particle swarm algorithm, this algorithm 

can guarantee the search solution has the fastest convergence rate, and it can obtain 

the performance of parallel computing, but due to the solution by particle swarm 

algorithm  searched is easy to fall into the local optimal solution, thus affecting the 

resource allocation effect, therefore, this paper modified particle swarm algorithm, 

in order to ensure the searched solution with the characteristics of the optimal 

solution, and it can ensure the convergence speed. 

First, determining the particle is energy consumption of the task, but for the 

search direction of energy consumption, this paper intends to use the gradient 

progressive method, namely, according to the direction of the partial derivative to 

search, i.e. 

i

Z

l

E

E






                                                         (6) 

And the basis of this search is the end of the last search, but the initialized starting 

point, we selected the calculated initial energy consumption as the search starting 

point. It can search in the following form: 

( 1) ( ) ( )i i iE n E n n   v                                              (7) 
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 

 

*

1 1

*
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i i i i

i

n n E n E n

E n E n

 

 
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 

v v
                                   (8) 

Where,  represents the convergence rate proportion from last search step; 
1

and
2 are the proportion vector of two conditions, this vector was used to search the 

required direction, the combination is two-dimensional direction adjustment. 
1 and

2 are the acceleration coefficient, *( )iE n on behalf of the optimal solution of the 

search, the specific location of the search is ( )iE n . 

According to the design of genetic algorithm, we need to design the search 

direction, according to the direction to search, but due to the different standards, the 

search direction of the optimal solution is to determine the orientation matrix, in 

order to avoid the shortcomings of the traditional genetic algorithm - the situation of 

a local optimum, the direction of movement of the orientation matrix transformation 

should be transformed, so as to ensure search the global optimal solution. When 

setting the global optimal solution, it needed to compare the search target that is 

closer to the global optimum, which determine the starting point of the next hop, as 

shown in (9), the matrix form is 

1

1

0

0

n

n

c

C

c

 
 


 
  

L

M O M

L

                                                 (9) 

If compared every solution, if solution 1 more close to the global optimal solution 

(with respect to the solution 2), the matrix value is +1, and if close at the same time, 

so assigned to 0, if away from the global optimal solution, assigned to -1. Because of 

the orientation matrix expressed by only three discrete values, the accuracy is not 

accurate, it can be compared each element further, thus forming the final orientation 

matrix. Also in this way, the kronckern product form needs to be used, as shown in 

(10) 

ZC  C C                                                      (10) 

According to the final orientation matrix ZC , optimized direction can be obtained. 

And according to the optimization objective function, namely the energy 

consumption randomly generated initial value. The main consideration is energy 

consumption and calculation and transmission time. According to the two main 

performance value allocation related resources, optimization the allocation resources 

can be achieved. 

The energy consumption for search can be analyzed by the following matrix, as 

shown in (11) 

11 12 1

21 22 2

1 2

n

n

m m mn

e e e

e e e
E

e e e

 
 
 
 
 
 

L

L

M M O M

L

                                            (11) 

The matrix can be used as execution time can use (12) to show, its definition can 

be expressed as 

11 12 1

21 22 2

1 2

n

n

m m mn

t t t

t t t

t t t

 
 
 
 
 
 

T

L

L

M M O M

L

                                             (12) 
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According to (11) and (12),  and
1 ,

2 the acceleration coefficient can be 

calculated. These coefficients can according to (13), (14) and (15) shown 

       

   

2 22 2

2 22 2

1 2 2

i j i j

j jF F



        
   



E E T T

E T

                                 

(13) 

       

   

2 22 2

2 2 2

i j i j

j jF F


  

        
   



T T E E

T E

                                (14) 

       
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2 22 2

2 2 2

i j i j

j jF F


  

        
   



T T E E

T E

                                (15) 

So according to the design parameters above, and the particle swarm algorithm, the 

resource allocation algorithm can be summarized as follows 

improved algorithm  configure the virtual machine 

Input： 1 2( , , , )nr r r Lr  1 2, , , nT t t t L  

Output： 1 2( , , , )T

ml l lL L   

1：initializing 1 2( , , , )nr r r Lr ， 

2：for ( 1, , )j j n j    do 

3：collecting 1( , , , , )j j

j m j jA r r t e L  

4：end for 

5：Setting parameters and orientation matrix C  

6：for ( 1, , )j j n j    do 

7：  computing the total amount of request calculate 

resources to the user ju  

8 ：   computing the maximum energy of unit 

resources to the user ju  

9：  computing processing time to the user ju  

10：end for 

11：according to the maximum energy consumption 

je  for users to sort, store 1 2 ne e e  L  

12：for ( 1, , )j j n j    do 

13：  if j j rev s v  then 

14：    l    

15：  end if 

16：  refused to request of user , ,l nu uL  
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17：  （11）（12）and（13-15） 

18： end for  

19： for ( 1, , )j j n j    do 

20：  if 
jb B  then 

21：    if js R  then 

22、     
kW W u ， ' '

jR R s  ，  

23：    end if 

24：  end if 

25：end for 

26：for ( 1, , )i i m i    do 

27：  
: j

j

i ij u W
k r


  

28：end for 

Figure 2. The Resource Allocation Process 
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4.  Experiment Results 

In this paper, the calculation and simulation of the cloud computing model for the 

mobile Internet, so it needs to build a cloud simulation platform, this model platform 

used cloud computing and simulation common platform CloudSim, it developed on 

the basis of the distributed parallel calculations, using this platform can through 

resources of computer to simulate data storage and transfer, but lacking of topology 

changes link, according to the practical situation, this experiment has been modified, 

the modified based on the topological graph to modify its transmission data and 

transmission time. The simulation environment included the configuration of 

computer environment. The computer simulation environment as shown in Table 1  

Table 1. VM Configuration 

 processor memory hard disk 

1VM  1 2 GHz 4 GHz 500 GB 

2VM  2 2 GHz 8 GHz 1 TB 

3VM  4 2 GHz 16 GHz 2 TB 

4VM  8 2 GHz 32 GHz 4 TB 

The distance of the simulation is shown below, achieving the model based on 

virtual tasks and scheduling, the core algorithm for the development of writing, the 

scheduling interval according to the simulation environment is different; it needed to 

set up a separate. 

Figure 3. Cloud Computing Simulation Process 

Figure 4 shows that the improved scheme proposed in this paper  has the 

advantages which the energy utilization rate, according to the different topology and 

execution time, the cost is lower than that of the traditional particle swarm 

optimization scheme. And with the growth of data arrival rate, the advantage is more 

obvious. 
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Figure 4. The Average Energy Consumption Comparison 

Figure 5 shows resource utilization rate of the proposed algorithm is higher than 

that of the traditional particle swarm method, this method because of high resource 

utilization rate, which can give full play to the advantages of distributed computing, 

thus saving computational cost. And we can see the advantages of the algorithm in 

terms of time, because the resources utilization rate includes time resources. 

Figure 5. The Resource Utilization Rate Comparison 

5. Conclusions 

This paper designed a resource scheduling method which has high energy 

utilization for mobile Internet cloud computing, search method according to the 

optimization of cloud computing, using improved PSO algorithm, convergence of 

the time can quickly be reached, so both energy consumption and time delay two 

aspects. 
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