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Abstract 

Technological advances of location aware devices allow us to locate and track the 

moving objects accurately and in more complex environments. In order to derive valuable 

knowledge embedded in data from databases, many domestic and foreign scholars have 

done a lot of work. In this paper, we review the progress of patterns mining mainly in 

frequent pattern, periodic pattern and following pattern. And we provide a general 

perspective for studies on different patterns mining by reviewing and comparing the 

methods and algorithms in detail, providing a quick understanding of research to the 

worker and giving effective following patterns mining scheme for the movements of 

objects. The study on patterns mining in movements not only has a direct bearing on 

human life but also play an important part in environment protection, traffic and 

transportation, privacy and security and so on. So, the rest of this paper will present these 

specific applications and analyzed it in theory. 
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1. Introduction 

The increasing use of location-aware devices has led to an increasing availability of 

mobility data, such as trajectory data of moving objects [1, 2], traffic data [3], climate 

data [4], and animal migration data [5-7]. The availability of such data on devices will 

inevitably engender the study of patterns mining at an unprecedented scale both in terms 

of the areas covered by the moving objects and also the number of individuals involved in 

the study. Trajectory data of moving objects, simply, is the location of the sequence by 

the number of sampling points in accordance with the chronological order; from a 

structural point of view, is a multi-dimensional data composed by the object 

identification, sampling location, sampling time and other information. These trajectory 

data as historical activity data of moving objects, in some extent, show the internal and 

external feature of moving object, such as properties, state, active characteristics. How to 

mine patterns of moving objects efficiently, it is great help for studying moving objects. 

In recent years, with the rapid development of patterns mining of moving objects, the 

relevant pattern mining method is also increasing. So far the typical trajectory pattern 

mining methods can be roughly divided into two categories: mining methods based on 

clustering [8-10] and pattern mining method based on frequent sequence [11-13]. Also, 

the study on mining patterns for moving objects has made some progress at home and 

abroad. In 2001, Tsoukatos et al. [14], who first proposed patterns mining in 

spatiotemporal datasets, and proposed a new trajectory pattern mining algorithm 

DFS_JMINE (Depth First Search Mine).This algorithm has the advantage that the amount 

of space required is minimal. In 2005, Maumoulis et al. [15] a newly proposed substring 

tree to accelerate search for longer patterns. Giaimott et al. [16] proposed a new pattern 
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named T-patterns and several different methods. Next, an efficient graph-based mining 

(GBM) algorithm [17] was proposed. With the deepening of the research, tree-based 

interaction mining algorithms [18] are designed to analyze the structures of the trees and 

to extract interaction flow patterns. Recently, Chih-Chieh et al. [19] proposed a new 

trajectory pattern mining framework, namely Clustering and Aggregating Clues of 

Trajectories (CACT), for discovering trajectory routes that represent the frequent 

movement behaviors of a user. 

Nowadays, we study a lot of categories of patterns that can be discovered from a single 

trajectory or a group of trajectories. The main patterns are periodic patterns, sequential 

patterns, following patterns, frequent patterns. Also, researchers in patterns mining have 

made important contributions by developing methods and tools to solve specific 

application problems. For instance, road traffic monitoring [20], epidemic prevention 

[21], travel route recommend [22, 23], natural disaster warning [24, 25], environmental 

protection [26, 27], urban planning [28], animal behavior analysis [29].    

This paper will focus on the patterns mining based on moving objects, with a target on 

researches that aim to give an integrated view of progress in patterns mining. The 

remainder of this paper is organized as follows: Section 2 focuses on detail and results in 

mining various patterns about frequent patterns, periodic patterns, following patterns. In 

addition, Section 3 will introduce the specific application in each field. In Section 4, we 

briefly conclude this paper. 

 

2. Patterns Mining 

All in real life, the track of moving objects is known, but the potential activity 

regularity is unknown. However, these unknown activity patterns and activity rule for 

researchers are more important. In general, the moving objects, can reflect the 

characteristics and laws of activity objects, and these laws are made up of several 

independent objects together, all the activities of the object mutual combination or 

affecting the group characteristics and laws of life. With the aid of the means and methods 

of data mining, we will get the object's movement rule and behavior patterns from trivial 

confused mobile object trajectory data. We can find frequently repeated path in a mobile 

dataset, which can help the researchers to complete analysis and prediction about moving 

objects, and can be applied to business, tourism and management of urban traffic aspects 

of decision-making. 

For the sake of analyzing the massive-scale moving object data flexible and scalable, a 

system, named MoveMine, is designed by Li et al. [30], which can sophisticate moving 

object data mining by integrating several attractive functions including moving object 

pattern mining. This system has a major functional module describes the result of 

interaction several patterns, generally have swarm pattern and following pattern, periodic 

pattern. Through in-depth analysis of these patterns, can discover the regularity of the 

activities of moving objects help to analyze and forecast object activity as well as the 

direction in the future, can also be used to track the species, and pollutants transportation 

network planning. However, this system does not include recent methods on relationship 

pattern mining. Thus, in 2014, Wu et al. [7] propose MoveMine 2.0 by adding substantial 

new methods in mining dynamic relationship patterns. MoveMine 2.0 focuses on two 

types of pairwise relationship patterns that are attraction/avoidance relationship and 

following pattern. In subsequent chapters of this section will continue to introduce a 

variety of patterns mining in detail. 

 

2.1. Frequent Patterns  

Moving objects frequent patterns are the sequences that recur in the moving objects. In 

the process of frequent pattern mining for moving objects data, consist of three main 

steps: (1) extracting a region of interest of moving objects; (2) the moving objects data 
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sets are converted to set the region of interest, and the interest region has a certain 

geographical area, area representative point, time and other attributes; (3) the use of a 

moving object time frequent pattern mining algorithms to extract frequent patterns of 

moving objects. 

Moving Objects frequent patterns mining is mainly on a number of tracks sequence 

mining, the results will not represent specific sequences of all tracks. Thus, depending on 

defined conditions, such as setting the transition time is not exactly the same, and 

sometimes choose a track sequence represents the frequent pattern mining results, and 

sometimes will select the other tracks sequence represents the frequent pattern mining 

results, but the results are mining all tracks sequence represents a trend in the behavior of 

the activities defined conditions. 

At present, the moving objects algorithm for mining frequent patterns has been perfect. 

Frequent pattern mining of moving objects can be formalized as a frequent sequence 

mining [31], but the moving objects data includes location dimension, time dimension and 

semantic dimension, so simply using the traditional sequence mining methods cannot 

effectively solve the problem of frequent pattern mining. Giaimott et al. [16] improved 

the traditional frequent sequence mining method, and proposed mining a frequent 

sequence which configuration by the region of interest (Region of interest, ROI). 

Simultaneously, they proposed a new pattern, called a trajectory pattern (T-Patterns), 

represents a set of individual trajectories that share the property of visiting the same 

sequence of places with similar travel times. This pattern mining method fully integrated 

time and space property, it had been applied to frequent pattern mining representative. 

Among them, the space property represents the geographic area that the track has stay for 

a time, and time attributes behavioral activities on behalf of a moving object in a certain 

region of space travel time, including a series of sequential access. On the basis of the 

method, Giannotti et al., who have conducted in-depth research, proposed a tree structure 

method of mining frequent patterns of moving objects, many T-Patterns of the results of 

this method have been associated with each other, and then based on the tree structure 

gives a strong theoretical basis for the future location prediction. They put forward three 

different algorithms for mining frequent patterns: (1) in the data preprocessing phase, the 

point where the track sequence is converted into a sequence from the region of interest; 

(2) according to the different forms of spatial discrete, preset region of interest were two 

forms of the region of interest and popular areas of interest. The first two pattern mining 

algorithms are realized based on these two areas of interest; (3) the third algorithm 3 

mainly considers how to combine the spatial and temporal dimensions of pattern mining. 

According to local area density variation, construct a new mining algorithm with 

incremental approach to discover region of interest. Experimental results show that this 

method can be identified more accurately patterns.   

The process of this patterns, need to convert the track position sequence, and therefore 

it is more suitable for geospatial systems with practical meaning, as for the need to 

analyze the frequent pattern of entire trajectory does not apply. This case needs to 

compare the degree of similarity between two trajectories, and using the method of 

clustering to together the same movement patterns. The distance between the tracks can 

be divided into Euclidean distance, the minimum bounding distance, DTW distance and 

the longest common subsequence and so on. Coordinate point distance is on track as a 

measure of the standard, taking into account the time between the coordinate points. In 

[32] calculates similarities between trajectories by the direction of movement of moving 

objects, speed and other attributes. 

Hung et al. [19] propose a new trajectory pattern mining framework, namely 

Clustering and Aggregating Clues of Trajectories (CACT), for discovering the frequent 

movement behaviors of a user. This framework notices existing clustering techniques do 

not deal with silent durations. Thus, they formulated a clue-aware trajectory similarity and 

a clue-aware clustering algorithm to cluster similar trajectories into groups. For each 
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group, these trajectories aggregated by CACT used to identify hot regions and to discover 

these frequent patterns. 

In order to analyze and study the case of the most frequent path selection of the 

majority pedestrian, in 2013, Li et al. [33] studied the query problem of the most frequent 

path based on the time period. In order to avoid the path number of edges and the frequent 

path acting on mining results, they chose the sequence to describe the passing frequency, 

no count the passing frequency based on the scalar value function. The concrete steps: (1) 

structure a diagram containing the edge weights footprint at a specified time interval, also 

use footprint indexes to improve the computational efficiency of structuring the footprint 

chart; (2) use dynamic programming algorithm solve the problem of the path query, then 

take the improved Bellman-Ford algorithm for final problem solving. 

For the purpose of finding minimum representative pattern sets in an enormous number 

of the generated patterns for further effective analysis. Liu et al. [34] have proposed two 

algorithms, MinRPset and FlexRPset. Both algorithms first mine frequent patterns, and 

then find representative patterns in a post-processing step, while MinRPset is very space-

consuming and time-consuming on some dense datasets when the number of frequent 

closed patterns is large. FlexRPset provides one extra parameter K to allow users to make 

a trade-off between result size and efficiency to solve this problem. Also, MinRPset and 

FlexRPset have some drawbacks. In the follow-up study, they need to be solved. But, in 

real life, only a handful of frequent patterns can be converted into practical application. 

To solve this problem, many algorithms have proposed, such as top-k frequent closed 

pattern mining, FAE and VTK algorithms and NTK algorithm for mining top-rank-k 

frequent patterns based on the idea of PPC-tree. As NTK must generate and test all 

candidates in each loop of the algorithm. Therefore, Quyen [35] presents an improved 

method, iNTK, for mining top-rank-k frequent patterns. This method uses N-list structure 

with an improved N-list intersection function to reduce the run-time and memory-

consuming and employs the subsume index concept to directly mine frequent. 

Large number of missing, incomplete, inaccurate, and duplicated records exists in the 

RFID-enabled logistics data, though they carry rich information that could be used for 

further and advanced decision-makings. In [36] introduced a Big Data approach for 

mining the invaluable trajectory knowledge from such data. Specifically, several key 

procedures are proposed: a RFID-Cuboid cleansing algorithm is presented for detecting 

and removing the noise data from the logistics dataset, a RFID-Cuboid compression 

algorithm is demonstrated for reducing the storage space and enhancing information 

granularity, and a RFID-Cuboid classification algorithm is reported for clustering the 

cuboids according to the practical applications/considerations. 

 

2.2. Periodic Patterns  

Frequent patterns mining is primarily used to detect frequent activities and the path that 

frequently accessed in moving objects. While the periodic patterns mining is focused on 

the feature to find the time characteristics of repetitive activities on the basis of the 

moving objects activities. Existing periodic patterns mining is mainly divided into full 

periodic patterns mining, partial periodic patterns mining, asynchronous periodic patterns 

mining, and association periodic mining. The approaches used in the existing periodic 

pattern mining algorithms, have several limitations. For instance, suffix tree based 

algorithm [37], that is, if we use the suffix tree to generate patterns and detect periodicity, 

we will fail to generate some flexible and interesting patterns. Then, Manziba et al. [38] 

proposed new algorithm has overcome this limitation. Recently, there are many existing 

algorithms about periodic patterns mining. 

Full periodic patterns mining can be seen as a continuous process throughout the cycle, 

means that the sequence of each object (or item) affects the cycle sequence. In [39], they 

first proposed the full periodic patterns mining and an efficient algorithm: the interleaved 

algorithm. They utilized the characteristics of full periodic patterns to prune the irrelevant 



International Journal of Grid and Distributed Computing 

Vol. 9, No. 6 (2016)  

 

 

Copyright © 2016 SERSC   201 

data and make the algorithm very efficient through a series of experiments. It also means 

that this approach cannot be used to solve the more general problem of partial periodic 

patterns mining. Elfeky et al. [40] considered these unknown or obscure periods in time 

series databases discovered that is part of the mining process. Thus they developed an 

algorithm mining periodic patterns by an adapted definition of convolution. The algorithm 

is computationally efficient as it scan the data only once. Owing to the inferior quality of 

mining patterns Kim et al. [41] proposed hash filtering and quantity sampling techniques 

that significantly improve the performance of the naive extensions. Mining periodic 

behavior for moving objects could be complicated.  

Partial periodic patterns mining compared with full periodic patterns mining, the main 

difference lies in the time series for each pattern or each item is periodic in the entire 

process behavior. Partial periodic patterns only concerned with period features of time 

series at some local points, but not all time points. The main concept of the partial 

periodic pattern mining was first proposed by Han et al. [42], it was the mixture of 

periodic events and non-periodic events in the same period. Afterward, many published 

studies about partial periodic pattern mining have applied the concept of the max-sub-

pattern hit sets.  

A periodic time series may be interrupted by noise data in time series. Faced with 

this problem, many scholars put forward the concept of asynchronous periodic patterns, 

and proposed asynchronous periodic pattern mining algorithm. These authors in [43] 

proposes an asynchronous periodic sequential pattern mining model, noise can be 

tolerated in this model. The model was depicted: first, judge whether a sequence appears 

repeatedly. Then, determine whether the time interval in periodical sequence is random 

noise or the change of system behavior. Lastly, the time periods sequence appears 

periodically would be jointed to get the maximum periodic time range. Also, the pattern-

growth mining algorithm employs a dividing and rule method with multiple minimum 

item supports. 

Currently the most common pattern is association periodic mining, which is used for 

mining internal relevance in periodic items and relevance of the time of occurrence. To 

address the problem of mining periodic behaviors for moving objects, these authors in 

[44] proposed a two-stage algorithm, Periodica. In the first stage, periods are detected 

through reference spots using Fourier transform and autocorrelation. In the second stage, 

periodic behaviors are statistically summarized using hierarchical clustering method. This 

algorithm successfully solves two problems: how to detect the periods in complex 

movement, and how to mine periodic movement behaviors. 

Based on solving the problem of mining periodic-frequent patterns in very large 

databases,  Kiran et al. [45] put forward the PFP-growth
++

algorithm, Specific as follows, 

first, the database would be compressed into a tree structure. Then, mining the complete 

set of periodic-frequent patterns by exploring the PF-tree
++ 

recursively. 

 

2.3. Following Patterns  

Following patterns mining is widely used in discovering the objects with the same 

pattern or similar pattern and in the relationship of different objects. Group Concurrence 

and flock [46] are considered the dimensions shape of following patterns. The definition 

of flock pattern is broad and the lack the necessary restrictions, will mine meaningless 

following patterns. In order to overcome the defects of flock pattern, Li et al. [47] 

build restrictions on the spatial dimensions for flock pattern. Therefore, more accurate and 

practical significance following patterns could be mined. In 2005,Panos Kalnis et al. [48] 

put forward the concept of Moving Cluster and for the first time introduced the concept of 

density associative in the pattern mining, which can effectively cluster each time or time 

slice target groups and can find following pattern in irregular groups. The restriction is a 

prototype area that the radius size is set artificially. If the radius is set over the General 

Assembly would reduce the efficiency of mining and digging out no realistic results, and 
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set the radius is too small will cause the loss of the mining results due to moving objects 

and lead mining inaccurate results. 

In 2006, Wang et al. [49] proposed two mining algorithm: AGP and VG-growth and 

data compression algorithm based on these mining algorithms. Also, Mattias et al. [50] 

provided a formal description of the pattern ‗leadership‘ and subsequently algorithms for 

its efficient detection. ‗Leadership‘ describes the event or process of one individual in 

front leading the movement of a group. However, the drawback of the given definition of 

leadership is that a leader has to be in the front region of all followers. In 2008, Hoyoung 

et al. [51,52] put forward the concept of Convoy and the corresponding mining algorithm, 

which overcome the drawback of Moving Cluster ignore the similarity comparison of 

historical data and current data. Also, the CuTS algorithm uses Douglas-Peucker (DP) 

algorithm and its improved algorithm to simplify the original temporal trajectory, thus 

improving the algorithm time efficiency. In 2010, Li et al. [53] proposed the concept of 

swarm similar to Dynamic convoy [54] and also put forward the corresponding mining 

algorithms S3(Simple Slice-by-Slice), The Object Growth Method, to further improve the 

efficiency of mining algorithm of time, and digging out before neglected pattern. Similar 

to the concept of following pattern, Fernando [55] put forward the method to discover the 

chasing behavior. They present an algorithm to find the sub-trajectories that contain a 

chasing pattern. In order to set the appropriate parameters, they used the time dimension 

to make the best.  

In 2012, Zheng et al. [56] put forward mining algorithm based on travelling buddy 

,which was on efficiency as there have been significantly improved, but not for the 

current big data environment to optimize performance. When faced with large data, the 

algorithm and has some other time-consuming algorithms would be unacceptable. The 

challenges in mining the following patterns are: (1) the following time lag is usually 

unknown and varying; (2) the trajectories of the follower and leader are not identical; and 

(3) the relationship is subtle and only occurs in a short period of time. In order to 

addresses all these challenges, Li et al. [57] proposed a simple but practical method that 

requires only two intuitive parameters (dmax, lmax). They first transformed the problem into 

the well-known local sequence alignment (LSA) problem. Then, they used the Smith-

Waterman algorithm for LSA to find intervals with most matching pairs. To solve the 

problem efficiently, it could be transformed into the well-known Maximum Sum Segment 

Problem, for which the optimal solution can be found in linear time. While the method 

has been focused on mining following patterns between two moving objects, would not be 

practical in real life. Ulanbek et al. [58] used the FPM approach for discovering moving 

flock patterns in large spatiotemporal data sets. The FPM approach showed to be useful to 

deal with the problems found in the BFE (Basic Flock Evaluation) algorithm for data sets 

with a large numbers of trajectories. 

 

2.4. Other Patterns  

Relationships between two moving objects based on their spatiotemporal interactions 

may be attraction or avoidance. It is a pair of interesting relationship that detected by 

counting the frequency of objects being spatially close. In previous times, Laube et al.[59] 

proposed the method of REMO pattern detection to match more patterns, such as 

leadership, recurrence, flock, encounter, convergence. These patterns differ from each 

other based on movement, direction, and location. Specifically as follows: The leadership 

pattern means that at least one of the moving objects is leading the direction that at least 

in a certain period of time and have at least m subtrajectories within a circular region of 

radius r that move in the same direction. Reccurrence patterns occur when at least m 

entities visit a circular region at least k times. A flock pattern has at least m subtrajectories 

within a region of radius r that move in the same direction during a certain time interval. 

Encounter is the pattern characterized by at least m subtrajectories that are concurrently 
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inside the same circular region of radius r, assuming they move with the same speed and 

direction. 

 Li et al. [60] proposed to use a popular non-parametric approach, permutation test, to 

performing hypothesis tests and constructing confidence intervals. Firstly, they computed 

the meeting frequency and significance value which represent the degree of the 

relationship of moving objects. Then, the counting algorithms are based on the following 

basic Monte Carlo scheme is proposed. Considering the calculation efficiency, they 

proposed two pruning techniques below that can greatly speed up this test. 

In the event group object, there is always an individual object is responsible for 

security of the entire population, forming the convoy pattern. These are many algorithms 

for mining convoy pattern, but do not scale to real-life dataset sizes. Therefore, Faisal                 

et al. [61] used distributed algorithm to settle this problem. They analyzed different data 

partitioning strategies for mining convoy patterns in a distributed shared-nothing 

architecture based on these properties. Also the distributed algorithm for convoy pattern 

mining can be divided into three stages: partitioning, local convoy pattern mining and 

merging to produce the global result. 

Existing algorithms about mining moving object clusters on the consecutiveness of 

timestamps may result in the loss of interesting patterns, or risks discovering noisy 

patterns. Li et al. [62] put forward a new type of pattern called the platoon pattern. 

Compared to an existing method for discovering moving object clusters, their algorithm 

won in running time. The platoon pattern is proposed based on group pattern, having 

many applications in real life. Unlike the globally consecutive timestamp constraint of the 

convoy pattern, a platoon only requires that the timestamps are locally consecutive. Also, 

the algorithm employs four types of pruning rules to discover the set of closed platoons. 

With the rise of the Internet and smart phones, human life has changed tremendously 

by monitoring human activities in real time. Studies on long- term mobility data could be 

important for urban planning, transportation and prevention of human diseases. For that, 

Roberto et al. [63] come forward a new pattern named correlation patterns. The concept 

of C-pattern is that a set of regions occur in the specific order different from their 

common behavior, not happen at the same time or at different times. They did this in three 

steps: first, detect the locations and times where relevant variations of population take 

place; second, infer from them more complex patterns that link regions where variations 

tend to appear together or in some constant sequence; finally, navigate the discovered 

patterns along the spatial and temporal dimensions, and enrich patterns with additional 

information (derived from raw data) to help their interpretation. In the process of mining 

patterns, C-SPAM algorithm which extends SPAM algorithm was used.  

 

3. Applications and Future Works 
Moving objects patterns mining have a range of real-world applications. These data 

from moving objects has been used for analyzing and inferring an individual‘s behavior 

patterns and lifestyles which in turn can reveal information about and implications. A 

great many systems and applications are designed for monitoring patient‘s health and 

analyzing people‘s everyday lifestyles. Qiu et al. [64] investigated a computation 

framework based on four layers of progressive analysis, which would will facilitate the 

discovery of an individual‘s activities and behavior patterns from their GPS traces. 

Specifically, they are data pre-processing layer, trajectory identification layer, semantic 

annotation layer and semantic trajectory analytics layer. Also, these applications play an 

active role in everyday human life, criminal case, transportation, or monitoring animal 

behavior and so on. Details as follows: 

 Daily Life: Owing to the pervasiveness of GPS-equipped mobile devices today, the 

locations of users such as people, vehicle can be easily located. By analyzing the 

trajectory data, we can observe some hot spots and discover the frequent patterns or 
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periodic patterns. This information can be used to the APP of mobile phone for tourist 

attractions, navigation route recommendation or route design. 

 Criminal Case: We often encounter police manhunt on the road or track down 

criminals. Considering the number of tracking records, if know the following patterns of 

these moving objects, it would be extremely easily for people to inspect them. 

 Transportation: The identification of common routes among vehicles may lead to 

more effective traffic control and the early discovery of truck patterns may assist traffic 

planning to avoid congestion. Zhang et al. [65] put forward the algorithm iBAT / iBOAT 

analyzing taxi trajectory data to recognize taxi detour. 

 Monitoring Animal Behavior: By placing wireless sensor devices on animals to 

study the activity characteristics, animal research institutions obtain activity rule and 

make good use of traits. Such as before the earthquake, there will be some abnormal 

animal behavior activity. By analyzing the behavior can be early warning in order to 

reduce losses. Also, animal scientists study which individual animal leads the group when 

animals move in order to determine the social hierarchy. 

 Privacy and Security: The data mining brings great benefits to us, but at the same 

time it will inevitably produce the issue of privacy disclosure. It also brings longer-term 

security threats 

  Sports Competition: Data mining techniques have been introduced to competitive 

sports to improve the athlete's competition results. Through analyzing the reasons and 

characteristics of the players in different periods, in order to provide some reference for 

the football match and training. Also, by analyzing the law of the opponent's serve and 

mining the pattern could prevent opponents score on the court. 

 Disease prevention: we could uncover personal mobility patterns and detect 

abnormal behavior patterns from mobility data obtained with GPS. An abnormal pattern 

of some patients such as Alzheimer‘s disease could be detected earlier, will help the 

families to prevent some dangerous situations in advance [66]. 

 Health guidelines: With the advent of IT convergence technologies, more people 

have become aware of improving the quality of human life about smart health 

services [67]. When a person‘s figure is saved, the route tracing detects any 

movement and then traces its location. Analysis on the sequential pattern based bio-

detection, gives smart health services to determine whether or not the emergency 

situation is normal.  

 Route recommendation: With booming development of tourism industry, 

understanding the spatial and temporal behavior of visitors could enhance the 

attraction management and geographical distribution for visitors. To fulfill the need, 

Tsai et al. [68] defined a Location-Item-Time (LIT) sequence to describe visitor‘s 

spatial and temporal behavior. Then, the Location-Item-Time PrefixSpan (LIT-

PrefixSpan) mining algorithm is developed to discover frequentLIT sequential 

patterns. The recommendation system can provide the customer an efficient moving 

path and prompt him/ her other popular products to increase cross-selling 

opportunity. 

Based on the practical operation of mobile communication and the development of new 

technologies, we take a carefully look at data stream technology, moving object 

technology and LBS based technology. In the future, the application could be extended to 

more fields using the new technology. 

 

4. Conclusions  

With the increasing usage of electronic devices, a large amount of spatial-temporal data 

has been collected in databases. As a result, mining implicit and useful patterns has 

attracted increasing attention recently and fostered a diversity of applications. In this 

paper, we highlight several common pattern mining, such as frequent pattern, periodic 
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pattern as well as following pattern. It further surveys the applications that are based on 

patterns mining in some fields. Our paper doesn‘t presented an in depth analysis of all 

algorithms which made significant contribution to mining patterns. Also these are more 

patterns worth detailing. With the growing size of the datasets, development of 

incremental and distributed patterns mining algorithms has become a necessity.  
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