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Abstract 

An approach to online handwriting word recognition using segmentation-based 

techniques is presented in this paper. This approach is referred to as lexicon-driven 

approach because an optimal segmentation is generated for each string in the lexicon. 

Word recognition problem is transformed into matching optimization problems between 

the dictionary entry and the handwritten word image. The segmentation processes use 

these steps such as removing delayed strokes, shape analysis of the stroke trajectory, 

reconstructing delayed strokes and combining adjacent fragments. Dynamic matching is 

used to ranking the lexicon entries in order to get best match. A match score is assigned 

to a segmentation and string by matching each segment to the corresponding character in 

the string with a character recognition algorithm that returns confidence value for each 

character class. As a result the performance for lexicons of size 10, 100, 500 and 1000are 

93.17%, 70.33%, 59.79%，51.20% and 94.85%, 79.75%, 74.42%, 62.19% for adding 

distance and normalizing distance respectively. 

 

Keywords: Uyghur word, Online handwritten recognition, Integrated segmentation 

and recognition, Path matching, lexicon 

 

1. Introduction 

Handwritten word recognition is a challenging problem encountered in many real-

world applications. Recently, devices such as digital tablets, hand-held computers, and 

mobile technology, provide significant opportunities for alternative interfaces that work in 

forms smaller than the traditional keyboard and mouse. A variety of approaches for 

handwritten word recognition have been reported since 1990 [1-7]. But they can be 

grouped into two major approaches: word-based and segmentation-based. In the word-

based approach [8-11], individual letters are not recognized as such but a global feature 

vector is extracted from the input word. This recognition method is usually faster and 

avoids problems associated with segmentation.  In the segmentation-based approach [12-

16], each word is segmented into its component letters and a recognition technique is then 

used to identify each letter. There are two approaches to word recognition. The one is 

context-free recognition where a lexicon is used as a post processor to select the best 

match. The other is Lexicon directed recognition, where a pre-segmented word image is 

matched against all the words of the lexicon to obtain the best match [17-21]. In this 

paper, lexicon directed word recognition algorithms based on segmentation of a word 

image into primitive components will be described.  

Uygur language is a Turkish language used in the Xinjiang Uygur autonomous region 

in china. Uyghur writing is based on an alphabet and rules different from those of Chinese 

and Latin language. Uyghur character written in a cursive style from right to left and 
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it no upper or lower case exists. Its alphabet contains 32 characters, each has 

between two and four shapes (128 characters) and the choice of which shape to use 

depends on the position of the letter within its word or pseudo-word. Start form: 

only the suffix connects with the next character; Middle form: initial and suffix 

connect with adjacent characters; End form: only the initial connects with the above 

character; Isolated form: initial and suffix does not connect with adjacent character. 

Many characters have a similar shape. The position or number of these secondary 

strokes makes the only difference. The word is a sequence of disjoint connected 

components called pseudo-words. It has a main stroke that includes its basic shape, 

and complementary stokes which include dots or complementary parts. A Uyghur 

word can have one or more pseudo-word. Each pseudo-word can be a group of 

characters or one character. 

This paper is organized as follow. In next section, describes the overall methodology of 

the handwritten word recognition system. Section 3 contains the discussion about over 

segmentation method of words image into primitives. Section 4 describes character 

confidence assignment. Section 5 describes the recognition and dynamic programming 

matching. Section 6 is about handwritten Uyghur word data, experimental result and error 

analysis. Section 7 provides a summary of the work presented in this paper. 

 

2. Word Recognition System Overview  

The block diagram of our Uyghur handwriting word recognition system is shown in 

Figure 1. A handwritten word recognition system uses a lexicon of candidate strings to 

provide context for a word image in the handwritten word recognition process. Our word 

recognition algorithms take two inputs: word image and a lexicon representing possible 

hypotheses for the word image. The goal is to assign a matching score to each lexicon 

entry or to select the best lexicon entry among the set.  

In segmentation stage, the input handwritten word image is first over segmented into 

primitive segments, then construct candidate segmentation network. A word image is 

segmented into sub-images called primitives. Each primitive ideally corresponds to a 

character or part of a character. A segment is either a primitive or a union of primitives. 

In matching stage, the sequence of primitive segments is matched with the character 

string of lexicon. This is a dynamic programming (DP) problem, which minimizes an edit 

distance, and the result largely depends on the cost defined for segment-to-character 

match.  

 

3. Segmentation  
 

3.1. Over Segmentation  

The segmentation algorithm includes rules that are crucial to the performance of the 

system. In this process, an input image segmented into a sequence of primitive images. 

Each primitive is a sub-image of the original image and ideally consists of a single 

character or a sub-image of a single character. A stroke is defined as all-data point 

samples written between a certain pen-down action and the following pen-up action. Each 

group of strokes contain the primary strokes and secondary strokes which we call in this 

paper” delayed strokes”, regardless the order by which they were written.  
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Figure 1. Overview of the Word Recognition System 

For character separation we found that it’s related with writing style. The connecting 

type of different writing style of Uyghur characters is as follows. ①Ligature: In order to 

make a word, all characters connect directly to the characters which immediately follow 

along a writing line or baseline. Some combination of two characters has special shapes 

called “ligatures”. ② Concavity: Even for the same word, the different writers may have 

different writing style, resulting in different word shape such as concavity. ③Overlap: 

Overlap refers to writing style of the points which have above or below writings in the 

same stroke. Characters in a word often overlap due to the writing styles. 

Our over-segmentation process as follows [22-23]: after removing delayed strokes 

from the handwritten words, potential breakpoints are detected from concavities and 

ligatures by temporal and shape analysis of the stroke trajectory. Over segmentation is 

denoted when the character is segmented by more than two segmentation points. The over 

segmentation follows the steps below: 

A. Removing Delayed-Strokes: Delayed strokes are detected using a holistic approach. 

In order to examining the states of successively written Uygur strokes, the geometry 

features are calculated for each stroke.  

B. Pre-Segmentation: Firstly, the initial separation points are formed. Secondly, the 

overlapping issues are handled. This stage will eliminate some of the elements in the 

group of initial separation point. Thirdly, the separation sections are generated. Compute 

the horizontal distance between each two initial separation point. Finally, the 

segmentation points are located. 

C. Rule-based Filtering. he suggested segmentation point is passed through the rule 

based filtering to discard the incorrect segmentation point.  

D. Reconstruct Delayed Stroke. A bounding box of a segmented block is specified by 

the coordinates of left, right, top and bottom boundaries. In accordance with the written 

order of each stroke, compute the overlapping degree between the segmented primitive 

and the delayed stroke. 

 

3.2. Construct Segmentation Network  

After the above over-segmentation processes, we obtained a sequence of primitive 

segments. Some primitive segments contain a single Uyghur character; some contains 

only components of character which need to do a further consolidation.  In this section,  

the  dynamic programming  method is  used  to  further  merge  the candidate segmented 

block that are  bounding  boxes  of  components of characters.  

The handwritten word image is represented in a sequence of segmented blocks, which 

are ordered from right to left. The segmentation points that separate the segmented block 
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sequence is denoted as 0 1 N{P ,P , ... , P } . One or more consecutive segmented blocks may 

was combined to generate one candidate Uyghur character pattern. So a candidate 

character pattern composed of T consecutive segmented blocks between the segmentation 

points 
i-1P and

i+T-1P . To reduce the complexity of Uyghur character structure, the 

number of consecutive segmented blocks is considered to prohibit some neighboring 

blocks from combining. One to at most three of consecutive segmented blocks can be 

combined into a candidate character pattern. These candidate segmented patterns compose 

a candidate segmentation path and these candidate segmentation paths are represented in a 

candidate segmentation network. A candidate segmentation network is constructed based 

on the result from the combination of over-segmentation as shown in Figure 2. Each 

segmentation point can be seen as a node and each group node represents a candidate 

path. Each edge which connects two nodes can be seen as a candidate character pattern. If 

the match function is additive, a dynamic programming approach can be used to 

efficiently find the best segmentation.  

 

  
      (a)                                                                                

     
 (b) 

Figure 2. (a) Original Word, (b) An Example of Candidate Segmentation 
Network 

4. Character Confidence Assignment   

The core of the matching algorithm is the module that takes a letter from the word 

image and returns a confidence value. In matching algorithm based on dynamic 

programming, the matching distance metric between the word images and the dictionary 

letters will directly determine the matching result. The system finds the best sequence of 

segments to match a given word from the lexicon under the criterion defined by the match 

function. To arrive at word level matching scores, the system uses a match function to 

aggregate the matching scores of segments to characters. In the Uyghur word recognition 

system which present in this paper, the output of a Uyghur character classifier to represent 

character confidence, so a high-precision Uighur character classifier can improve the 

performance of the system. 

The character recognizer measures the shape confidence distance between a candidate 

pattern and a character. In this system, the character recognition is a classifier on 

character shape features extracted from Uyghur characters [24]. The character classifier 

(MQDF) [25] is trained on the Uyghur character database. Each character pattern, with 

the pseudo-two-dimensional moment normalization (P2DMN) method [26] for 

normalization and a normalization-cooperated method for 8-direction feature extraction 

(NCFE) [27], is represented by a 200-dimensional feature vector. The feature vector is 

reduced 120D by fisher linear discriminant analysis (FLDA) for accelerating 

classification. On the 120D feature vector, the MQDF uses 50 principal eigenvectors for 
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each of 128 classes (128 Uyghur characters). The output of the MQDF is a quadratic 

distance (cost). 

 

5. Recognition  

In this paper approach, word recognition problem is transformed into matching 

optimization problems between the dictionary entry and the handwritten word image. The 

word recognition algorithm has two inputs: a digital image, assumed to be an image of a 

word, and a list of strings called a lexicon, representing possible identities for the word 

image. This approach is referred to as lexicon-driven approach because an optimal 

segmentation is generated for each string in the lexicon.  

Word recognition scheme, uses a matching technique designed to handle the large 

dimensional feature vectors which represent shape description of characters in a word. 

The recognizer employs a lexicon-driven approach. The lexicon is introduced in the early 

stage of the recognition process—— an input word image is compared with only those 

words present in the lexicon. In the matching procedure, comparisons between feature 

vectors of several possible combination of segments and reference feature vectors of 

codewords are made to find the best match. For each match, the minimum distance value 

of each comparison is retained.  

 

5.1. Problem Formulation 

Let an input word image denoted as  

 0 1 1, ,...,
NST s s s 

                                                                      (1) 

in which Ns  is the number of segments in the input image and ks  represents the kth 

segment. Let the lexicon entries be referred to as 
iR . 

 (0), (1),..., ( ( ) 1)i i i i NR c c c C i 
 
1 Ni L 

                                                   (2) 

where ( )NC i  is the number of characters in the ith lexicon entry, 
NL  is the number of 

lexicon entry, and ( )ic j  is represent the jth character of the ith lexicon entry.  

Code words of all characters 
mC  can be obtained: 

 
1

( )
m

m i
C X i


                                                                        (3) 

Where m=1，…., 128 is number of code words of 128 characters, and ( )X i  represents 

the ith code word.  

Let us define the notion of merged segments as follows:  

     1, ...
e

b b e v v b
S b e s s s s 

         0 ,0 ,N Nb S e S b e                (4) 

 

Where b is a beginning segment and e is an ending segment, and  is a merging 

operator (Fig.3). 

      0 1 1(0), , (1), ,..., ( ( ) 1),
Ni r i r k i N q Sc s s c s s c C i s s                                     (5) 

 

Therefore，the basic problem of matching can be described as follows: For a given 

input word image, T, find a lexicon entry, iR  , which has the minimum distance from T.  

 *

1
min ,

N
i

i L
D D R T

 
                                                                           (6) 
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Figure 3. Segmentation Merged  

5.2. Dynamic Programming Matching   

The core process in handwritten word recognition system is a matching algorithm that 

finds the best segmentation of a word image matching to each word string in the lexicon 

under the criterion defined by a match function. Dynamic programming is used to find the 

segmentation that yields that best match to a given string. In the matching procedure, 

comparisons between feature vectors of several possible combinations of segments and 

reference feature vectors of code words are made to find the best match.  

In the first phase of the matching, matching between each character of a given lexicon 

entry    ( ,0 )i Nc j j c i   and arbitrary portion of the segment(s), specified by b and e, of the 

input T is performed. 

          
^

, , , ,D v b e d F S b e X v  ,  0 iv c j              (7) 

Where  .F  represents feature extraction operation for segment(s) and  is 

distance between two feature vectors. This equation(7) gives the distance between each 

cod e word of characters ( )ic j and all possible pairs of segments starting at b and ending 

at e. the best match for all v is obtained by (8). 

 
   

 
^

1

1
, min , ,

iv c j
i

D b e D v b e
c j 

 
  

 

                                         (8) 

In the second phase of the matching, the individual matching scores of the first stage 

are combined to compute the accumulated cost over the entire lexicon entry. This is 

accomplished by using dynamic programming. Distance of the best path ending at 

segment e for each jth character is computed by (9). 

     
1
min , 1j j

b e
D e D b e D b

 

    
                                            (9) 

Based on the recursion of (9), we can formulate the second stage of this dynamic 

matching procedure for determining the overall best path as follows. 

Step 1: Initialization  

   0 0,D e D e     0 1de M                                                      (10) 

Step 2: Recursion 

     1 0min , 1
b

D e D b e D b    
  

1 1

min maxe e e   

     2 1min , 1
b

D e D b e D b    
   2 2

min maxe e e   

  

     1min , 1j j
b

D e D b e D b    
 

min max

j je e e   

  

     21 min , 1
N CN

C
b

D e D b e D b
     

 
1 1

min max

C CN Ne e e                          

(11) 

Step 3: Final Minimum Distance 
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 1

* 1
CN ND D S


                                       (12) 

 

6. Experimental Result  

In this section, we provide experimental results. We first describe the data sets, and 

then provide recognition rates and error analysis. 
 

6.1. Acquisition of Online Word Image Data  

Acquisition of on-line handwriting word image data is the first step of Uyghur online 

handwritten word recognition system. The lack of comprehensive data sets is a limiting 

issue for online handwritten recognition methods. There is no publicly available online 

Uyghur database. In this paper, the database we used for testing consists of 1460 words 

collected from different people using a Han Wang writing tablets. A few samples of this 

data are shown in Fig.4. Handwriting input captured as a stream of position data in the 

form of "x" and "y" coordinates. The input is a list of points of positions in the stroke 

written by the user. For a sequence of N data points { }iX x , i=1, 2, …, N. X is an 

ordered sequence of (x, y) pen coordinates. The information of the word image is saved as 

a format of binary file. 
 

 

Figure 4. A Few Samples of Handwritten Word 

6.2. Experimental Result 

By using in this paper approach, word recognition problem is transformed into 

matching optimization problems between the dictionary entry and the handwritten word 

image. The inputs to the system are an image of a handwritten word and a lexicon of 

candidate word strings. The output is a sorted lexicon in which each word is assigned a 

matching score. The word with the highest matching score is the recognition result.  The 

approach is based on the use of generating multiple possible segmentations of a word 

image into characters and matching these segmentations to a lexicon of candidate strings. 

By driving the dictionary information, based on candidate segmentation network, 

obtaining confidence score of character recognition by the character classifier. The 

matching of test word images with lexicon entry is a crucial step of handwritten word 

recognition system.  

The match cost function is a more important factor in dynamic programming 

algorithm, which will influence the selection of least cost path of the search results. In 

order to merge the primitive components into character and find the optimum character 

segmentation, the dynamic programming is applied using the summation of character 

likelihood as the objective function. The match function aggregates the character 

matching scores to obtain the word matching score.  

In this paper, we use two match functions; there are the adding match function and the 

normalizing match function. And develop a fast approximate matching algorithm using a 

dynamic programming technique. In Table1, gives online Uyghur handwritten word 

recognition rate. In the test, we used two kinds of distance measure, namely the adding 

edit distance and normalized edit distance. Given a test word image, corresponding 
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dictionaries are randomly generated with size of 10,100,500 and 1000 words. The true 

word is always present in the lexicon. As a result the performance for lexicons of size 10

，100, 500 and 1000 are 93.17%, 70.33%, 59.79%，51.20% and 94.85%, 79.75%, 

74.42%, 62.19%  for adding minimum edit distance and normalizing edit distance 

respectively.  

Table 1. Top n Correct Word Recognition Rate (%) 

Lexicon size 

Top n choices 

10 100 500 1000 

Adding 

distance 

1 93.17 70.33 59.79 51.20 

2 95.66 76.21 67.28 59.52 

5 98.16 79.32 73.43 62.46 

10  82.48 75.51 63.60 

Normalizing 

distance 

1 94.85 79.75 74.72 62.19 

2 96.52 83.34 80.26 68.64 

5 98.43 88.28 83.37 71.83 

10  92.87 86.54 74.42 

 

6.3. Error Analysis 

The merits of the path are determined by the path scores for each character. Character 

score is calculated by NCFE feature value, it reflects the similarity between the 

combination of primitive segments and the character corresponding in the dictionary. 

Although get a better online Uyghur handwriting word recognition rate, but there was still 

a lot of errors exist, it is inevitable. 

From the results of current word recognition, four main source of error have been 

identified:  

1) High computational complexity of this method requires a longer recognition time.  

2) Recognized words must exist in the dictionary. 

3) Segmentation error is the most important reason which caused wrong word 

recognition.  

4) With increasing word length, the recognition rate decreases exponentially. 

In addition to the above, in the word segmentation process, the detection of multi split 

point and missed point, incomplete and noise of characters, unreliable of character 

recognition are the important reasons for the current low recognition rate. 

 

7. Conclusion  

In this paper, we describe an algorithm for handwriting Uyghur word recognition 

algorithm. On-line handwriting input as a natural, convenient has been attached great 

importance to and has been widely used. However, little work has been done in this 

area. Through analysis of the unique shape and writing styles of Uyghur characters, 

this project research an effective approach for online handwritten Uyghur word 

recognition based on a lexicon-driven, integrated segmentation and recognition have 

been presented. Word recognition problem is transformed into matching 

optimization problems between the dictionary entry and the handwritten word 

image. Dynamic matching between characters in the lexicon entry and segment(s) of 

the input word image is used to ranking the lexicon entries in order to get best 

match. We are not very satisfied with our preliminary experimental results of Uyghur 

word recognition rate. So, the further improvements using better character classifiers and 

applying the geometric models to character string recognition are needed to be 

undergoing in the near future. 
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