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Abstract: Problem statement: The demand for multimedia applications in WiMAXtwerks is
growing at a rapid pace. A method for guarante€uglity of Service (QoS) for different classes of
traffic is therefore gaining importance. Hence dgesig and analyzing multimedia traffic and QoS
parameters has become central to this problenhisnstudy, we propose a cross layer frame work in
which a coordination between the Medium Access @btayer (MAC) and the Physical layer (PHY)

is established for guaranteeing the QoS requirefneatmulticlass traffic WiMAX environment. Two
traffic classes’ real time Polling Service (rtP)danon real time Polling Service (nrtPS) are
considered for analyzing the performan&@proach: The objective of study is to guarantee QoS for
multiple service class traffic in a multiple contien environment in WiMAX network. A cross layer
design approach is used for this purpose. A pyiaitheduler at the MAC layer schedules the traffic
based on channel state information. The Adaptiveluladion and coding scheme is used at the
physical layer that adapts to the scheduled tradfistabilize the QoS requirements of differenffica
classesResults: The Priority value is estimated using the Friisiaipn that calculates the received
power and determines the SNR. The average throtighperage bytes received and the packet loss
are plotted against time. This indicated that th@e& parameters are stable over a period of time.
Conclusion: A cross layer frame work was developed based sthaduler for QoS stability that uses
CSl at the MAC layer and an AMC at the PHY layerVifivax Networks.The scheduler enjoyed
flexibility and scalability, whose performance wea&luated against existing systems through sinoulati

Key words: Cross layer design, QoS provisioning, Quality of/@= (QoS), real time Polling Service
(rtPS), non real time Polling Service (nrtPS), MediAccess Control (MAC), Cross-
Layer Design (CLD), Subscriber Stations (SSs), @ustr Premises Equipment (CPE)

INTRODUCTION of the fundamental differences between the two. For

example, traditional schedulers for wire-line netgo

Providing_QoS-guaranteed services_ is necessary f(Unly consider traffic and queuing status; howewsiannel
next generation wireless networks, including 'EEEcapacity in wireless networks is time varying dae t
802.16 standard based networks. Such networks al}ﬁultipath fading and Doppler effects. Even if large

g_r]lfwsmr:ed Sto support tmufltlmg_t#a sterwcel_s BW'thbandWidth is allocated to a certain connection, the
ifferent QoS requirements for different applicatio prescribed delay or throughput performance maybeot

including voice, data and real time, or Streamlngsatisﬁed and the allocated bandwidth is wastednvthe

video/audio. However, the aforementioned standards. . .
define only QoS architecture and signaling, butndo Wireless channel experiences deep fadeseflali, 2006).

specify the scheduling algorithm that will ultimite , i
provide QoS support. Cross layer design: In the past, layering has lead to the

rapid development of interoperable systems, butdiin
Scheduling for QoS: Scheduling plays an important the performance of the overall architecture, duthédack

role in QoS provision. Although many traffic schédg ~ of _coordination among Iayer§ (KliaZO_Vitﬂl al., 2008).
algorithms are available for wire-line networkseyth This has necessitated the introduction of Crossiay

cannot be directly applied to wireless networksalbse Design (CLD) solutions which would make it more
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suitable for operation in the modern heterogeneoufoint-To-Consecutive Point (PTCM): It involves
wireless environment. CLD allows communicationaket ~ the creation of a closed loop through multiple PTP
place even between nonadjacent layers throughiamilit Cconnections.

entities introduced into the system’'s architecture.

However, there is no reference model that specifies
functionality each new entity (i.e., module) muestlize in
a cross-layer design solution (Foukadeal., 2008).

. SSs can communicate with each other without
the coordination of a BS.

Both BS and SS are stationary while clients
connected to SS can be mobile. BS acts as a central

Proposed ar chitecture: The proposed scheme defines a€Ntity 10 transfer all the data from SSs in PMP
cross layer frame work in which the MAC and PHY archltectgre. TW(_) or more SSs_ are not allowed to
layers coordinate between them to guarantee the Qg@mmunicate directly. Transmissions take place
for a multi class traffic in a multi channel enviroent. ~ tough two independent channels-downlink channels
We propose channel state information based schreguli (fom BS to SS) and uplink channel (from SS to BS).
in the MAC layer for each type of connection which The upllnl_< channel is shared among all the SSsewhil
then schedules on AMC based slots in the PHY layef® downlink channel is used only by BS.

that adapts to higher layer QoS requirements, cervi _ ) )
flow's types and queuing state information. Based o Crosslayer mechanism: The proposed architecture is &
the scheduling mechanism combined with adaptiv eneric architecture for providing QoS guarantees i

. . . EEE 802.16-compliant networks. The WiMAX
motdulatlonf scheme, a;aw and efﬁqent th}s guaaulis?t network operates in a PMP Mode. The Cross Layer
In terms of maximum delay requirement 1or real-ime ., s anism is implemented by the scheduler who uses

SFs and minimum reserved data rate for non re@-timy,e ayajlable CSI at the MAC layer and QS| from the
SFs flows are achieved (Ali-Yahiyal., 2009). application layer. At every timeslot, the schedglin
The article’s organization is as follow. First an algorithm has to produce rate allocation and pdfaer
overview of the WIMAX architecture is provided. $hs  all the k users, which is based on the observatfdhe
followed by the details of the proposed architeetuk  current Channel State Information (CSI) from the
detailed performance analysis of our scheme falldie  physical layer and the Queue State Information JQSI
study ends with conclusion and future work. from the application layer. Rate allocation and pow
allocation are selected so that they optimize some
WIMAX  architecture:  Broadband  wireless SyStem objectives.
architecture is being standardized by the IEEE B®2.
Working Group (WG) and the Worldwide Design of MAC scheduler.: In.this st.udy, a priority-
Interoperability for Microwave Access (WiMAX) based scheduler shown in Fig. 2, is proposed at the

forum. The basic IEEE 802.16 architecture consits MAC layer for multiple connections with diverse QoS
one Base Station (BS) and one or more Subscribqr\riqg'rle':.]ems’ évréerg_eacgf/lcgmecﬁon emtpltcr)wyslfh(hptlvl
Stations (SSs) (Liuet al., 2006; Geetha and odulation and Coding ( ) scheme at the Physica

! X (PHY) layer. A priority value is estimated for each
Jayaparvathy2011). Figure 1 shows a typical IEEE connection admitted in the system and is updated

802.16 network in PMP mode comprising a Basegynamically depending on the CSI, QSI and service
Station (BS) that communicates with one or morepriority across layers. Thus, the connection wike t
Subscriber Stations (SS) known as Customer Premisdsghest priority is scheduled each time. The scleedu
Equipment (CPE). IEEE 802.16 specifies the follggvin provides prescribed QoS guarantees and utilizes the
modes of deployment architectures. bandwidth efficiently while enjoying low implemetitan
complexity, flexibility and scalability. Multiple @scriber

Point-To-Point (PTP): A connection between one BS Stations (SS) are connected to the Base Stationd#s

and one SS. The PTP mode extends the range over tﬁlgﬁéissaﬁfginsnjrl)ssogggrgyrg;(l:t;]p!éasconnectmns eSS
PMP mode. '

Estimation of CSI and QSI: The Channel State
Point-to-Multi Point (PMP): A connection between |nformation consists of the physical layer constisi
one BS and multiple SS nodes. such as Channel fading, Multi-path propagation,
The BS always coordinates the uplink andReflection, Scattering and other climatic effects the
downlink transmission. This mode supports multicasichannel. The CSl is estimated based on the sigealgth
communication. and Signal to Noise Ratio (SNR) at the receiveselaon
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the CSI, Adaptive Modulation and Coding is don¢hat Based on the acquired CSI as listed in Table 2, the
transmitter to reduce Packet Error Rate. The SigneAMC selector determines the modulation-coding pair

Strength is estimated by the Friis Eq. 1 given by: (mode). The AMC controller then updates the
transmission mode at the transmitter. Coherent
Pr = Pt *Gt*Gr*Ht*Hr* \? Watt 1) demodulation and  Maximum-Likelihood (ML)
(4*)\*d)2*L ’ decoding are used at the receiver (#ial., 2004).
We consider the following group of transmission
Where: modes as in the IEEE 802.16 ;tandard. Transmission
Pt = Transmitted power Modes (TM): The modulat|ons_ are Mry
Gtand Gr = Gain of transmitter and receiVerrectangular/square Quadrature Amplitude Modulators
. (QAMs) and the FEC codes are Reed-Solomon (RS)
respectlvely. . . concatenated with Convolution Codes (CC). Although
Htand Hr = Height of the transmitter and receiver,ye tocus on this TM, other transmission modes can b
respectively similarly constructed.
A = Wavelength _ Based on the SNR value and Signal Strength, a
d = distance between the Transmitter andrhreshold value is fixed and utilized for Modulatio
Receiver Adaptation. Here in our work QAM 64 Modulation is
L = System loss. The signal to noise ratio isysed for good channel conditions where the SNRss |
calculated from the Received Signal than 25 dB and QAM 16 is used for average Channel
Power (Pr) by the following Eq. 2: conditions when SNR is greater than 25 dB. A low
level modulation is used that reduces the PackedrEr
SNR = log,( P} ~ log( Pr dE (2)  Rate and Loss Rate.
The priority value is calculated based on the Application layer queues
Channel State Information. A dequeue is made fiwen t Vi !

highest priority queue and also the priority is
dynamically updated with time. Least priority isvgin

to connections with poor CSI thus preventing high 1
packet loss and packet error rate. MAC layer (cross layer
QSI regarding the type of service is taken from optimization) and scheduling

Le Channel state information

Physical layer (adaptive
modulation and coding)

each packet and classified according to the pyiorit

IFQ_RTPROTO

IFQ_REALTIME Scheduled output

IFQ_LOWDELAY

IFQ_NORMAL Fig. 2: System design for the cross layer mechanism

AMC mode at the PHY layer: At the physical layer, 2ol L: Simulation parameters
Parameter Value

we assume that multiple transmission modes are

. . o ' Burst time 500 ms for video packets
available, with each mode consisting of a specific 100 ms for telnet packets
modulation and FEC code pair. Idle time 10 ms for video packets

500 ms for telnet packets
o Maximum height of antenna 15m
i 3 g Average coverage area of base station 500 m
g Cogorste branéhoffces Transmission power of base station 0.025 W
hasgaton “ Frequency 914 MHz
Intemer putlic and KT er Propagation Two ray ground
: Fbecor ' - i Table 2: Calculation of Channel State Information
Goreiedge network e Distance Received signal  Signal to
Node no. from BS Power (Pr) Noise Ratio (SNR)
45 107.8758756 1.47875e-09 16.875387
Wifi hot spotes 46 278.3078730 1.67983e-09 17.298369
47 168.9838740 1.87532e-09 18.398794
Fig. 1: IEEE 802.16 PMP mode architecture 48 148.9487620 1.56282e-09 17.943876
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5 T = The Environment for our system is designed with
« z 1 E R = the two different set of services, rtPS with stramgm
<% \ video and nrtPS with telnet traffic. Different set

. queues are established for different services with
Voo different priorities. The priorities are calculatbdsed
I on the following:

UGS > rtPS > nrtPS > BE

Allocation of slots for UGS services is given
highest priority.A fixed number of slots are sepeala

\\\ 6 ) a /
X \—/ /
s e e allocated for UGS SeI’VICes The remalnlng SIOtS are

allocated to particular service among rtPS, nrtiR8 a
BE according to priority.

Fig. 3: Simulation of PI scheduler

e = Average bytes received: Figure 4. shows the
El, Time_vs_AvgRecievedBytes Comparision_Video EID, Time_vs_AvgRecievedBytes Comparision_Videa Compal‘ison graphs fOI‘ rtPS tl’affiC in Wh|Ch the

i 6 i

- i mer o average bytes received increases with the times, Th
o ‘ 7 ‘ ‘ Uplink performance is better than downlink

/ ™ performance and also all the scheduling algorithms
e — i [ S M P produce almost same performance.

From Figure 5, it is found that average bytes

Fig. 4: Comparison of average bytes received fdeoi received in case of nrtPS traffic varies withinaage

traffic of values as compared to rtPS traffic with increise
5 o time. The Uplink performance is better than
%%L‘E Time_vs_AvgRecievedBytes Comparision_Telnet %I!%LE Tiime_vs_AvgRecievedBytes Comparision_Telnet down“nk performance and a|so a” the SChedU“ng
‘g . “7 o a— K ] algorithms produce almost same performance.
il kd e [ /v*x
T o Average throughput: Figure 6 shows the comparison
R R R P s | R P of average throughput for rtPS traffic. The vagatin

the throughput is more pronounced in uplink than

Fig. 5: Comparison of average bytes received fimete downlink throughput.

traffic
| R Packet loss: Figure 7 shows the comparison graphs for
E‘j:%%} Tire_vs_AvqThroughet_Comparision Video Time_vs_AvgThroughput_Comparision_ Videa packet loss Considering video traffic. It is fouthdt as
a2 s : - the time increases the Packet Loss increases. The

TP SR

proposed Cross layer Scheduler produces very
Minimum packet loss of 350 (Uplink) and 240
(Downlink) when compared to higher packet loss and
Packet error rate of 400 (Uplink) and 600 (downlink
Fig. 6: Comparison of average throughput for videorespectively in existing scheduling systems.

traffic Thus the proposed scheme provides minimum

] Packet Error Rate Performance.

Performance comparison: _ _ From the comparison graphs shown in Fig. 8 which
Simulation: Figure 3 shows the simulation of the Pl .nsiders telnet traffic, it was found that as timee
scheduler. The WiIMAX environment is simulated usingincreases the Packet Loss increases. The proposed
NS 2.29 with 50 Mobile Nodes where 25 nodescgss layer Scheduler produces very Minimum packet
exchanged Video Streaming Traffic and 25 nodegpss of 5 (Uplink) and 0 (Downlink) when compared t
exchanged telnet traffic. The Scheduler Used is Phigher packet loss and Packet error rate of 10igipl
Scheduler and the mode of operation was Point-tognd 1 (downlink) respectively in existing schedglin
multipoint. The bandwidth is 10 Mbps. Following are systems. Thus the proposed method provides minimum
the other parameters specified in Table 1. Packet Error Rate Performance.
423
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AFE AFE i i i
u:.:El Tim&_vs_Packeﬂ.oss_C!3mr!arismn_VideﬁW Time_vs_Packeﬂ.oss_Cnmparismn_VidenW :\(’;Il?/r(lal:nulrm PV;/ :II\QSE(EI’I:IOeI’t\:‘\grek'SDe;?San jyl-_\s’;et;ngu%flf;etge
e for rt and nrt traffic. Furthermore our schedulejoged
Eigl e T flexibility and scalability, whose performance was
] Nl - evaluated against existing systems through sinmuati
wed o | N The effects of imperfect channel state information
— —_— due to estimation error and feedback latency can be
Fig. 7: Comparison of packet loss for video traffic considered while extending study. Network and
Application layer issues can also be considered for
= g scheduling. A generic QoS control Architecture ban
]t [ Tine_vs Packeloss Compericin Tehet | - [l Tite_vs_PacketLoss_Compaision_Tebet

designed by combining different layers for specific
applications based QoS requirements.
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