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Abstract 

In the modern age, where every prominent and populous area of a city is continuously monitored, a lot of data in the form of 
video has to be analyzed. There is a need for an algorithm that helps in the demarcation of the abnormal activities, for ensuring 
better security. To decrease perceptual overload in CCTV monitoring, automation of focusing the attention on significant events 
happening in overpopulated public scenes is also necessary. The major challenge lies in differentiating detecting of salient motion 
and background motion. This paper discusses a saliency detection method that aims to discover and localize the moving regions 
for indoor and outdoor surveillance videos. This method does not require any prior knowledge of a scene and this has been 
verified with snippets of surveillance footages. 
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1. Introduction 

We deal with a lot of information in our day-to-day life and there is always more to the picture than what meets 
the eye. Because of the sheer volume of information it often becomes challenging to demarcate between important 
and unimportant information. Such a separation makes a great difference in security, though, especially with 
surveillance cameras. Identifying an anomalous event could even help us save thousands of lives. Most of the 
computer vision methods are yet to catch up to the level of efficiency of the human eye, which is capable of swiftly 
focusing on the necessary part of a scenario. There are many applications trying to bridge this gap, though1. One  
such work is by Zhengzheng Tu et al., which proposed2 a novel approach that combines Independent Component 
Analysis of optical flow with Principal Component Analysis to detect multiple moving objects in the context of 
complex outdoor scenes but it is restricted to traffic surveillance videos. 

In case of surveillance videos, it is critical to be able to quickly identify aberrant incidents occurring in congested 
outdoor scenes. The method should aim to suppress dominant crowd flows, while focusing its attention on 
activities that deviate from the norm. For scalability and extensiveness of application on different surveillance 
videos it should be expeditious and need not require any preparatory knowledge. Salient motion detection becomes 
onerous especially when dynamic background motion obscures the movement. The visual saliency can be one of the  
step for many computer vision tasks to process  the image without prior knowledge of their contents. 

A wide spectrum of applications may benefit from separate processing of salient and non-salient regions in an 
image. One of those applications is providing an online solution that can detect the region of interest given a 
surveillance video sequence. To cater to this need the following three saliency detection algorithms are discussed 
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and the performance is tested with multiple categories of images. A regional contrast based method evaluates global 
contrast differences and spatial coherence to extract the salient region3. The algorithm is simple, efficient, and yields 
full resolution saliency maps. The histogram-based approach targets natural scenes, and is suboptimal for extracting 
saliency of highly textured scenes4. The visual based saliency attention is inspired from the behavior of human 
visual system and the fact that visual attention is driven by low level stimulus. It is often found to be better in case of 
surveillance videos5. There are various applications that are existing which use the Bottom-up approach of visual 
saliency based detection6. Apart from this, various applications have used top-down knowledge obtained from 
images during training phase7.Some applications have used location or colour based cue to obtain the region of 
interest8.  

In order to combat the difficulties of salient motion detection few methods were studied. In a State Space 
Controllability method exploits the dynamic background in order to estimate the salient foreground motion. The 
frames of the video is analyzed and depicted in form of the linear system, it generates an accurate saliency map for 
videos with both local and global motion. Periodic Motion Detection9 detects the movement of multiple object by 
analyzing their periodic motion in space with the period p. it is treated as a collection of rigid 3D configurations 
reoccurring with frequency 1/p. The periodic features found in the previous runs of the algorithm and the presence 
of additional instances of periodic motion within the remaining features. Another method is creating a dynamic 
saliency map by calculating entropies in every corresponding local region between the current and the previous 
frames in a video. This map includes information from both the frames to detect motion. 

Thus there are many studies being done where algorithms are tested with various videos with different 
complexities. In a comparison of performances of different algorithms it is observed that Laurent Itti’s visual based 
saliency model provided the best results for surveillance videos. The dynamic saliency map provided accurate 
results and was optimized to improve efficiency. The subsequent sections of the paper will discuss how we have 
used Itti’s model along with entropy calculation. 
 
 
 
                                                                                          …………….. 
 
 
 
 
 
 
 
 
 
 
Bottom up Approach 
 
Top Down 

Fig. 1.Process of computing bottom up and top down saliency 

2. Method 

   Visual saliency helps our brain to select the most salient region in real-time. Colour, intensity and orientation play 
an important role in determining the salient regions in images. In human vision system, moving object attracts more 
attention than other static object, so, while extending to video analysis - motion is an additional feature required to 
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determine the salient region. The process of detecting moving object has been divided into two major portions 
calculation of saliency map with static and dynamic saliency as shown in Fig1.The unwanted background  
movement is later removed using top down knowledge. 

2.1. Static Saliency 

The Static saliency is determined by Visual based saliency detection model10. The model is developed based on 
the observation in human vision, that attention is driven by low level stimulus. Features like colour, intensity and 
orientation of the image are analysed in various resolutions and maps are computed on multiple levels. Colour 
feature maps are calculated on the basis of colour opponency of R-G and B-Y system. Intensity feature map is 
concerned with intensity contrast which is sensed as dark background with light surround or vice versa. Orientation 
information is obtained by using oriented Gabor pyramids for � € [00, 450,900,1350]. The colour, intensity, 
orientation feature maps are individually combined to give corresponding conspicuity maps. The normalised 
intensity map N(I) , colour map N(C) and orientation map N(O) are summed to obtain the final saliency map, as in 
equation (1): 

                                                                                                                       (1)  

2.2. Dynamic Saliency Map 

Moving objects grab more attention than stationary objects in a video. The dynamic saliency map helps to locate 
the moving object by analysing 'k' successive frames in the video. The map is created by calculating entropies in 
every corresponding local region between the current and previous 'k-1' frames in the video11. This map includes 
information not only from the current frame, but also from the previous frames. 

In order to minimize the computation complexity the frames are converted to grayscale and quantised into 8 
levels as colour information is not mandatory for deriving motion. Intensity of frames is divided by M to normalize 
the pixel values (in equation (2)) to a fixed range [0, 1], where M denotes the maximum pixel value of all frames. 

                                                                                                                                    (2) 

The final saliency map S is calculated by weighted sum of dynamic saliency map (Md) and static saliency 
map(Ms): 

                                                                                                                           (3)                       

3.3 Background Noise Suppression  

The human vision perceives its environment by combining top down knowledge and bottom up approach. 
Bottom-up approach directs the attention to the most salient region in the viewer's environment whereas top down 
approach focuses on locating a desired object in the environment. In day to day life a person sees many moving 
objects in his environment, the most prominent moving object grabs the viewer's attention. Since entropy based 
dynamic map detects all moving objects in a video, the equation (3) has an impact of the dynamic saliency map in 
final saliency map calculation. The saliency map (S) contains the prominent moving object along with the 
background noises like tree, waving flag, elevator, fan, etc. This affects further processing in video analysis, which 
must be suppressed and is not achieved by this approach.   

The attention mechanism integrates bottom-up elements with a top-down mechanism that can guide our attention. 
The video sequences are dynamically learned to understand the location of the background noises in the frames. 
This knowledge is obtained by observing successive frames in the video. A background movement will have static 
location feature and thus can be detected by observing if the salient objects change position in a given number of 
successive frames. A number of successive frames are taken, 1...k, where k is the number of frames.  The location 
feature of each moving object detected is learned and at k+1th frame the pixel values of all the detected objects are 
compared with the knowledge derived from the previous frames. If the object hasn't moved even after the k frames, 
the pixel values would not change and thus they can be nullified. 

If S is the Saliency map obtained by bottom-up approach with t as the current frame number, then, 



163 Aarthi R. et al.  /  Procedia Computer Science   78  ( 2016 )  160 – 164 

The resulti

3.  Experim

All the 
hardware c
than 25 sh
shopping m
first colum
moving ob
show the c
objects de
moving ob
in detectio
digital adv

 
Table 1. Salie
Sr.
no. 

Sa

1

2

3

4

ing map TD(S)

mental Result

methods wer
capacity as i5 
hort videos. O
mall, parking l
mn shows the 
bjects in that vi
comparison bet
tected after ap

bject detection 
on rate which i
vertisement boa

ency maps and the
ample Input fr

) will then show

ts

re tested on a 
processor, 1 G

Our method is 
lot, traffic ,.etc
sample input 
ideo as inferred
tween the prev
pplying top do
rate is approxi
is approximate
ard  in the back

e moving objects d
rame Num

o
mov
obj

5

w only the prom

system with 
GB RAM, in s

evaluated on 
c. Table 1. dep
frame of the 
d by human ev
vious method a
own approach
imately 95-100
ely 80% in cas
kground, the sc

detected before and
mber 
of
ving
ects 

1 

5 

1 

1 

minent moving

configuration 
software MAT

different vide
picts the result
surveillance v

valuation from
and our metho
. In most of t

0 %. Though ou
ses, such as fo
creen was also 

d after applying top
Output of 

S

 

g object. 

of operating 
TLAB version 
eos taken from
s for a frame f

video, the seco
m different peop
od, the last colu
the cases, the 
ur method give

or input fame n
detected since 

p down approach f

 

 

 

 

system windo
R2013a. The t
m different en
from few surv
ond column sh
ple, the next tw
umn shows the
proposed algo

es better result
no 5 in Table 
it showed dyn

for a given frame  
Output of TD

     

ows 8 platform
testing was on
nvironments su
veillance video
hows the numb
wo consecutive
e number of m
orithm shows 
t, there is a red
1., where ther

namic images.

D(S) Nu

ob
det
mo

 

 

 

 

   (4) 

m with 
n more 
uch as 
s. The 

mber of 
e maps 
moving 

better 
duction 
re is a 

umber 
of 

bjects 
tected 
oving

1 

5 

1 

1 



164   Aarthi R. et al.  /  Procedia Computer Science   78  ( 2016 )  160 – 164 

5

4. Conclus

Salient 
maps of th
dynamicall
map after 
security by

Reference

1. R.Aarth
conferen
2014,Ku

2. Zhengzh
Moving

3. Ming-M
Internat

4. Chaun 
Proceed

5. Satyade
Softwar
0063 

6. R.Aarth
internat
2015, C

7. Simone
on Intel

8. Amudha
of Comp

9. Laptev 
alignme

10. Laurent
Pattern 

11. Longsh
Internat

12. Yao Sh
Principa
Electron

13. Muthus
and Vid

14. P. Felze
15. Change

SignalP

 

sion 

motion detecti
he frames and t
ly. The mechan
using top dow

y detecting ano

es

hi,J.Amudha,Ushap
nce on artificial 
uamracoil,kanyaku
heng Tu, Aihua Z

g Objects in Comp
Ming Cheng, Guo
tional Conference 
Yang, Lihe Zhan

dings of IEEE Con
ev Sarma, Shanth,
re and Web Scienc

hi,J.Amudha,  Sali
tional conference 

Coimbatore. IEEE X
 Frintrop, VOCUS
lligent System, Jan
a J, Soman. K.P a
puter Science Issu
Ivan, Belongie. 

ent. Computer Visi
t Itti, Christof Koc
Analysis and Mac
eng Wei, Nong S
tional Society for P

hen, ParthasarathyG
al Component An
nics, Vol. 55, No. 
wamy Karthik, Ra

deo Computing,200
enswalb and D. Hu
 Loy, C., Xiang

Processing, (ISCCS

1

ion in surveilla
then optimizin
nism was teste
wn knowledge
omalous events

priya, A generic b
Intelligence and

umari. ISBN 978-
heng, Erfu Yang, 
lex Outdoor Scene

o-Xin Zhang, Nilo
on Computer Visi
ng, Huchuan Lu, 
nference on Compu
, IN ini Srinivas, 
ces (IJSWS),Marc

iency based modi
on Innovations in
XPLORE : ISBN:
S: A Visual Atten
nuary 9(2006).  
and Padmakar Red
ues, Vol. 8, Issue 3
J. Serge, Perez P
ion, 2005. ICCV 2
ch, Ernst Niebur, 

chine Intelligence, 
Sang and Yuehuan
Photogrammetry a
Guturu, Thyagaraj
nalysis and Scale 
3, AUGUST 2009
ajan Deepu. Salien
05. 
uttenLocher, Effici
g, T. and Gong
SP), pp.1-4 

10 

ance videos w
ng it with top d
ed with many s
 provided bett

s so that necess

bio inspired framew
d evolutionary al
81-322-2134-0 [SC
Bin Luo, Amir Hu
es, 30 January 201
oy J. Mitra, Xiao
ion and Pattern Re
 Xiang Ruan, M
uter Vision and Pa

R. Aarthi  Visua
h-may 2014 issue

ified chamfer mat
n information, em
978-1-4799-6818-

ntion System for O

ddy. S, A Knowled
3, No. 1, May 2011
Patrick, Wills Jos
2005. Tenth IEEE 

A model of Salie
VOL 20, NO 11, N

n Wang. A Spatio
and Remote Sensin
ajuDamarla, Bill P

Invariant Feature
9. 
nt motion detectio

ient Graph based I
g, S. (2012). Sa

was achieved by
down knowledg
surveillance vid
ter results. Th
sary action can 

work for detecting
lgorithms in eng
COPUS] 
ussain, A Biologic

15, Cognitive Com
olei Huang, Shi-M
cognition (IEEE C

Ming-Hsuan Yang,
attern Recognition 
al Saliency for Su
, vol.1(14-212),pa

tching method for
mbedded and com
-3 , DVD :ISBN :9

Object Detection a

dge Driven Compu
1. ISSN (Online): 
sh, Periodic moti
International Conf
ency based Visual
NOV 1998. 
o Temporal Salien
ng, 2011.  
P. Buckles, Senior
e Transform in P

on through state co

Image Segmentatio
alientmotion dete

y combining th
ge obtained by
deos of differe

he mechanism 
be taken imme

g Humans Based o
gineering Systems

cally Inspired Visi
mputation. ISSN 18
Min Hu, Global 
CVPR), 2011, p. 40
, Saliency Detect
( CVPR 2013) , P

urveillance Images
ages: 10-12,ISSN(O

r sketch based im
mmunication syste
978-1-4799-6816-
and Goal-directed

utational Visual A
1694-0814. 
ion detection and
ference Vol. 1.  
l attention for Rap

ncy model on vis

r , and Kameswar
article Filter Fram

ontrolability, Proc

on, IJCV, 59 ( 2 ) 
ction in crowded

he static and th
y dynamic learn
ent complexitie

can be furthe
ediately. 

on saliency detectio
s-2014(ICAEES-2

ion-Based Approa
866-9964. 
Contrast based S
09-416. 
tion via Graph b

Portland, June, 201
s- A Brief Study,
ONLINE):2279-00

mage retrieval, DR
m(ICIIECS-2015)
9[Submitted for S
Search, in Proc of

Attention Model, IJ

d segmentation vi

pid Scene Analys

sual attention base

raRaoNamuduri, V
mework, IEEE Tr

ceedings of the IE

: 167-181 , 2004. 
d scenes. Comm

he dynamic sa
ning video seq

es. The final sa
r exploited to 

on, Springer Intern
2014), 22nd and 2

ach for Detecting M

Saliency Detection

based Manifold R
13. 
, International Jou
071, ISSN(PRINT

RDO Sponpored 2
), On 19th and 20t

COPUS indexing]
f international con

JCSI International 

ia approximate se

is, IEEE Transact

ed on maximum e

Video Stabilization
ransactions on Co

EE Workshop on 

munications Contr

12 

aliency 
quence 
aliency 

boost 

national 
23rd april 

Multiple 

n. IEEE 

Ranking. 

urnal of 
T):2279-

2nd IEEE 
th march 
] 
nference 

Journal 

equence 

tions on 

entropy. 

n Using 
onsumer 

Motion 

rol and 


