Cambridge Working Papers in
Economics CWPE 0460

=Fq UNIVERSITY OF

“ CAMBRIDGE
¥ Department of

Applied Economics

Large Scale Deployment of Renewables

for Electricity Generation

Karsten Neuhoff

, Massachusetts Institute of Technology
CambrldQE-MlT Center for Energy and
7 Institute Environmental Policy Research

CMI Working Paper 59



Cambridge Working Papers in
Economics

i UNIVERSITY OF
“ CAMBRIDGE
- Department of

Applied Economics

Not to be quoted without permission

Ciibetsa
&5

Massachusetts Institute of Technology
Center for Energy and
Environmental Policy Research

CMI Working Paper



L arge Scale Deployment of Renewablesfor Electricity Generation

Karsten Neuhoff

Comparisons of resource assessments suggest resoonstraints are not an obstacle to the
large-scale deployment of renewable energy teclynedo Economic analysis identifies barriers
to the adoption of renewable energy sources reguftiom market structure, competition in an
uneven playing field and various non-market plaagibrs. However, even if these barriers are
removed, the problem of ‘technology lock-out’ rémeaThe key policy response is strategic
deployment coupled with increased R&D support welarate the pace of improvement through
market experience. The paper suggests significamtributions from various technologies, but
does not assess their optimal or maximal marketesha

1 I ntroduction

Using renewables on a large scale to replace fetsitricity generation offers two principal advages.
Environmentally, renewables offer a means to sigguittly reduce greenhouse gas emissions. This is a
pressing priority given the need to minimise theksi of climate change cause by rapidly rising
concentrations of greenhouse gases caused in partydy the burning of fossil fuels. Renewablergpe
sources can also help to diversify energy suppliemost countries. Reducing dependence on energy
imports reduces the exposure of economies to iatiemal fuel price fluctuations and potential intgations
caused by political instability. In addition, mashewables are cleaner thereby providing ancilemyefits

to the environment and to human health.

A variety of studies show that renewables havergeléechnical potential. Yet, currently they ontypply
13.5% of global energy demand, and nearly all isf ihfrom established sources of hydro-power andlls
scale wood fuel and other biomass combustion, waiieHimited in their potential expansion.

There are many reasons for this. First, the plafigld is far from level: conventional generatiopusces
compete unfettered by their full environmental aodial costs. Second, renewable energy technolagees
of three distinct generations, each presentingeuifit, complex challenges to expansion of theirketar
The mature generation includes hydropower, biomassbustion, solar thermal hot water, and geothermal
technologies. These technologies are already aomapetitive with conventional forms, provided the
renewables plant is located in a high quality resewarea, and where there is low-cost access tgrite
The challenge to expanding these markets relatdsigio up-front costs and to local site issues. The
emerging generation of technologies includes wawleral advanced forms of bioenergy, and solar PV.
These technologies are proven technologically, dtilit need substantial cost reduction through marke
experience. The third group are the technologittsrsthe R&D phase, including concentrating sgbamwer,

| would like to thank Joanna Ellis (OECD), Tim Fox(Imperial College), Michael Grubb (University @ambridge),
Robert Gross (Imperial College, London), Daniel Kaem (University of California, Berkeley), David Nbery
(University of Cambridge), Nic Rivers (Simon Fraghkriversity), Annette Schou (Danish Energy AuthgriRick
Sellers (IEA renewables), Simon Upton (OECD) faleesive discussions and comments on various versibtine
paper. | would like to thank Jun Arima (IEA counstudies), Thobjon Fangel (Danish Environment Migls Anna
Marie Fitzpatrick (Imperial College, London), Norb&orissen (German Environment Ministry), Jan lovsgErSol),
Joachim Nick-Leptin (BMWU), Chris Mottershead (BBjefan Klinski (Legal Advisor, BMWU), Mark Radk&/NEP
financing), Maya Papineau (eco-innovate), Till &n(IEA), Piotr Tulej (IEA renewables), Nicole k& (BMWU)
for valuable insights and discussions. Most of albuld like to thank Lucy Butler for a lot of heind the survey of
renewable resources. Financial support from the DETind table on sustainable development and U&ares
councils ESRC/EPSRC under award number RG3788&isfglly acknowledged. Contact address: Departroent
Applied Economics, University of Cambridge, CB3 9K, Karsten.Neuhoff@econ.cam.ac.uk.



ocean energy, and even more advanced forms of drigggnsuch as lignocelluloses processing. These
technologies will require substantial RD&D in orderprove themselvest market scale, and to begin entry
into commercial markets.

This paper does not address the optima future ggoermix. It only asks whether individual renewabl
technologies are capable of supplying more thaouple of percentage points of our energy demanfisr A
renewable technologies are developed and sociedgdgstomed to their use, then markets can determin
what fraction of energy to supply from individuachnologies. This paper explains the potentialniew
renewables and addresses the economic issuesasdawith their deployment in three main parts.

» First, the paper (section 1) summarises the resopuatential for renewables, concluding that
fundamental technological and resource constragmésnot the major obstacle to large-scale
deployment (section 2).

* The core of the paper looks in depth at the econdrairiers to renewable energy: the impact of
competition in an uneven playing field (sectionaBy the specific obstacles associated with market
structure (section 4) and non-market (section Bjidra. The analysis also considers the nature and
causes of ‘technology lock-out’ as a generic bafgection 6).

» Finally, the paper considers the potential poliegponses. It is argued that they key is for
programmes of strategic deployment (section 7)deelerate the pace of improvement through
market experience (learning). The specific instmitmavailable for this are then reviewed (section
8), before also emphasising the continued role &KDRs a supporting, but not unique, element of
renewable energy technology policy (section 9).naHy, the paper takes a brief look at the
international dimension of renewable technologygyolsection 10).

2 Renewable M arket Share and Potential

Currently only bioenergy and hydropower make sigaiit contributions to meeting energy demand (IEA,
2003b), followed by geothermal energy and wind powdrica and Asia are the biggest users of biogyer
but this will only be sustainable if active replagt complements the collection of firewood. Renelesb
supply only 19.6% of global electricity and 13.5%gtobal energy demand (IEA, 2004b).

Several studies show that this is only a small péitieir technical resource poterftihese estimations take
account of a range of constraints - for example WB&ssumes that only 4% of the land with significant
wind resources or 1% of all land will be used flercéricity productiort®

Figure 1 shows the estimated electric potentiak@dar, wind, tidal, wave, geothermal, hydro anahidss as
compared to current global electricity demand. €urenergy systems require 2.5 units of primarygn
produce 1 unit of electricity - renewable energyulgiatherefore not only replace the electric endrgyalso
eliminate the corresponding transformation losses.

2 potential is often defined separately for the glybavailable resource, the technically availgiet of the resource
and the economically accessible resource. To awaidic assumptions on future technological cossspaper does not
refer to economically constrained potential, buisithnically constrained potential. To increasdiagbility, siting
constraints have been included where available.

% Three quotations from recent papers illustratestiae of renewable resources. First, accorditptifert et al. (2002),
biomass (energy density ~0.6Whwould require >10% of earth surface to satisff\b0(315 EJ); PV and wind
(~15W melectric) need less land, but other materials ealinbiting. Second, Duke (2002) suggests that é8tatity
consumption in 1999 was 3.700 TWh. Assuming avemasjgation of 1,850kWh/f each mof PV capacity yields:
0.75 technical loss factor * 1850kWH/th0.1 module efficiency = 140kWh/mThis corresponds to 26000kr

0.3% of U.S land mass. Third, Musial and Buttedig?004) estimate US off-shore wind resources 6f GOV within a
50-nautical mile limit (assuming capacity factorOof, this corresponds to 11.3 EJ). Much of thetaffe wind
resource lies close to major urban load centrds lwgh-energy costs, and the energy can be braagharket with
minimal new transmission construction. 98 GW o$ tlesource is located in waters shallower than 30 m



The figure assumed that all renewable resourcenpaltes allocated to electricity generation. Ibbiass is
used for heating or cooking, then transformati@sés (assumed to be 65%) can be reduced. In thiemmigd
the highest value application of biomass will betigh bio-fuels? Storage and safety requirements for fuels
in the transport sector can be better and morepthealdressed by bio-fuel than by hydrogen. Spack a
water heating can be provided by solar and geothledm this case the transformation losses to eyt
are avoided and local resources can be used iyettirhes more efficiently.
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Figure 1 Achievable Electric Energy from Renewable sour ces®

“ Biomass can be converted into liquid form to pralBiofuels. Pyrolysis technology can be used talpce a
combustible liquid that is a potential fuel foruarface or a gas turbine, but the technology ikistihe pilot stage.
Alternatively, biomass can be used to produce figlransportation, notably ethers from oilseedd alcohol fuels
from the fermentation and hydrolosis of sugar mgdi-cellulose material.

Anaerobic digestion or gasification of biomass ek gas that can be used in similar applicatomsitural gas.

Small-scale biogas production is now a well-esthigld technology and large-scale application ikénaidvanced

stages of development. The possibility of usingyh®in fuel cells exists, but there are a numbeedinical

difficulties that remain to be overcome in thisaare&Sourcewww.britishbiogen.co.uland WEA (2000).

® All figures refer to electricity.Where necessdigures are converted using 20% conversion forrs8@2 for wind,

35% for Biomass and 15% for Geothermal.

Where possible, the figure refers to the elecyrir energy) that could realistically be harvesfetis does not

generally take into account economic consideratibnsmay include land use restrictions and suakaiity

considerations. Estimates from WBGU are generallyer than other sources, since this takes intowattco
sustainability considerations.

« For geothermal energy, the WEA makes estimatethéoaccessible resource, useful accessible resantte
accessible resource expected to be economicatfD4@ars and in 10-20 years. The numbers ustrkifigure
refer to the resource expected to be economicH){R0 years.

* For wind energy, potential varies according to ag#ions about land availability, with the most riesive
assumptions represented in the graph to refleéeaable output. Grubb and Meyer (1993): Resoulassahree




Figure 1 demonstrates the large range of estimglebal resource potentials of wind and solar and
underlines the need for discussions about an apptedevel of land-use restrictions. For tidal,weaand
geothermal, technology uncertainty is high. Itifficllt to predict what fraction of the theoretigaotential
can be tapped. Therefore, the resource assessness icertain.
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Figure 2 Estimated power generation costsin 2002 (dark area is central estimation) (IEA, 2003b)°

Figure 2 illustrates why new renewables technokg@ntribute so little to satisfying current enedgymand,
despite the large resource potential identifie&igure 2. Small hydro, bio-power, geothermal, aeckently

wind are only competitive in the wholesale markdbé¢al resource potentials are exceptionally gddalar

PV and solar concentration are not competitivdh@wholesale markets.

Finally it should be noted that renewable energyaes are not the only means of tackling the proble
associated with current fossil fuel dependency. Sihgle most promising approach is improvement of
energy efficiency in all sectors. European Comroisg&stimates that demand reductions of up to 1&% ar
currently cost effective, and reductions over 4G#tgpical in the field (EU Commission Green pap@@0).
Taking into account economic and population groywtbmoting energy efficiency, without further
development of renewable energy sources, is uglicehdddress adequately the need for energy sgeumit
CO, emission reductions (Hoffert et al., 2008qually, the reverse is true, and the ideal appreeuld
comprise both policies.

or above (corresponds to 5.1 m/s or above at 1@ight), for low population density countries assdragerage
exclusion factor of 10, for more densely populatedntries assumed factor of 17. Same assumptjpiied in
WEA (2000) and Johansson et al. (2004b) — refarrén the graph as Bonn TBP. WBGU (2004) exclude
unsuitable areas (urban, forest, nature reserwelsai@as with unsuitable topography. Local exolusiiteria are
applied on basis of population density. WEC (192%)% of land has resource class 3 and abovehiohviess
than 4% is used.

» For solar energy, potential is also affected byiaggions made about land availability. Johanssah €2004b)
and WEA (2000) do not take into account the teabgioll, economic or social constraints, but doudel "Rough
estimates” regarding time variation, geographidagimn, weather conditions and siting. With reggecsiting, it is
assumed that the 90% of currently unused landdgadle for siting solar panels (3.6 billion haQther studies are
qguoted by WEA (2000, Chapter 5) as reflecting tt@enemic potential. Note that these are scenarsedbatudies.

® Based on NET Ltd. Switzerland. Assumes a discratetof 6% for all technologies, amortisation pdsi of 15-25

years and technology specific operation and maamtea costs.

’ Stabilising the C@atmospheric concentrations between 350ppm andpBs@equires 15-30TW of emission-free

power.



Switching fuel sources from coal to gas would redG€&} emissions while gas resources remain adequate.
Carbon sequestration could capture,@®m coal and gas power plants. This would reqoée

technologies for sequestrating and storing,&trage facilities with low leakage rates, anplogment

both of new power plants and of €@ansport network&Nuclear energy could provide for up to 40% of
global electricity demand. However, assuming thaliferation risks continue to necessitate operfue
cycles, the global uranium resources would onlyf@s50 years.

3 Technological Barriers

Research to date does not point to fundamentahtdapical barriers to renewable energy technolodibss
assessment is robust for technologies such as ae-stind, geothermal and solar PV (Alsema, 26%)0)
where deployment experience is significant. Thesssent is also valid for technologies that havenbe
applied in demonstration projects, such as offsknonel (European Wind Energy Association, 2004, Musia
and Butterfield, 2004, Neumann et al., 2002) arldrsmoncentration. Demonstration projects for wane
tidal energy are needed to assess potential texdtyacriers, and initial small-scale funding foistivork has
been announced.

Typical concerns about renewable energy relateh&ir tintermittency. However, a closer look at the
technology mix and time scales go some way to arisgv¢hese concerns. Availability is different feach
technology. Hydro and bioenergy are seasonal, fouage makes their availability 80 — 100%. Sofar i
seasonal and daily. Wind is the most difficulptedict, but still has capacity factors in the 300% range.
Geothermal is typically available 95% of the timesothe productive life of the reservoir, usually 2 30
years.

Wind, solar and wave intermittency can be asseegethree time frames. First, in the few hours befor
production, average regional output can be predligith a high degree of accuracy. Remaining uniréyta

is mainly due to sudden wind bursts shutting dowrbihes or cloud fronts covering solar panels.
Transmission networks are already designed to edpe larger output changes caused by sudden shut
downs of fossil or nuclear power stations (Grubd ®igotti, 1997). For distribution networks usindaage

8 Carbon sequestration involves the capture of @duced during the use of fossil fuels, and theagie of this C@
For example C@from the oil and gas production process are rei@dento the wells and enhance oil recovery. For
large-scale application, new infrastructure musbbiét to transport and store GQnderground. Furthermore, power
plants must be replaced as effective,C@pture requires new combustion processes. Althdutas shown potential in
niche markets, the required technologies areadtithe development stage and need to reach deratoiststage. Cost-
effectiveness is debated, but main objections ased on leakage of stored £laack into the atmosphere and the
guestion of how to evaluate such future impacthBathan providing a long-term solution, US scigistargue that
carbon sequestration could be a bridge until bettergy technologies are introduced. Sequestratiid decrease
peak atmospheric GQevels in the next decades (Hoffert et al., 2002).

° A recent assessment of nuclear energy by an istéptinary research group at MIT concluded thateoat least the
next 50 years, the best choice to meet [cost,\sgfetliferation and waste management] challengélse open, once-
through fuel cycle.” (Ansolabehere et al., 2008}.twice the current uranium price, the known utemniresources
suffice to fuel a global fleet of 3,000 reactorsl@W for 50 years. Apart from nuclear operatiomad &ransport risks in
this large-scale scenario, nuclear will provideslggan 40% of global electricity demand. The Middy suggested
1,500 reactors would require 15 million tonnes @anium over 50 years and known resources of 30amitbnnes of
uranium at price-levels below $80/kg of uraniumpfovements in mining technology or acceptance giidii uranium
prices could allow for longer operation. Whetheclear operated in an open cycle is sufficienthtaugble is unclear.
Extracting 30 million tonnes of Uranium at e.g. 8@&0costs US$1.800 billion. Spending such sumsagnmaterial
extraction involves a significant energy and chamicputs which might reduce the no-emission beméfhuclear.
WEA (2000) gives a far less optimistic picturejrsting global conventional uranium reserves asoueces of only
about 20 million tonnes (this includes estimatezbteces at extraction costs up to $260/kg).

19 nitially, the production of solar PV cells wagher energy intensive. However, by 1999, rooftogtaiied and grid-
connected PV paid back their life-cycle energy-iB Years. This performance is likely to improvehatiechnological
advances through learning and increase in the staleduction.

1 UK Department for Trade and Industry announcechfilion funding for demonstration projects on Aug@% 2004.



share of renewables, sudden output changes catt nesuwoltage swings, but power electronics offer
solutions*?

Second, during the 24 hours prior to production,abcuracy of output predictions for wind, solad arave

is increasing. With improving predictions, the gg@n schedule for power plants and the transmssio
network should be able to be adjusted to makeiefficuse of all resources. Current electricity reark
designs do not provide the flexibility and tradlrguidity for such readjustments. It is so far wa whether
markets or designated institutions are best stitguedict and schedule renewable output.

Third, even intermittent renewables do make a siedil contribution to security of supply. All powe
systems carry a ‘capacity reserve margin’ of poplants to allow for unexpected plant or transmisdioe
failures, exceptional demand peaks, etc. The pilityabf most renewables generating something ahsu
times is in fact extremely high; they thus do i@ the system reliability or, conversely, allow thserve
margin of other plant to be reduced whilst maintgjnreliability. They make an important capacity
contribution, as well as saving fuel; and the iasieg geographical diversity as the total capad#gs
increases both these contributions. Where wind poaetributes up to 20% or 30% of electric enetbgre
are few additional requirements (Smith et al., 300®V output is, in many regions, correlated withkpea
demand from air conditioning and can thereforeifigmtly reduce system costs (Herig, 2060Retaining
old power plants was historically the cheapestoopfor provision of back-up capacity for periodspafak
demand or power station outages. This could alsgepa low-cost way for initial support of larger niet
shares of intermittent renewables. Only in the leagn, if intermittent renewable resources dominate
electricity generation, would storage technologiesd to play an important part.

4 Uneven Playing-Field

In liberalised energy markets, investors, operatmd consumers should, in theory, face the fultscoé
their decisions. This applies to access to ressuand capital, and the social and environmentaadts of
energy consumption. However, current practice falflert of this ideal for complex reasons. In thetf
place, impacts may be hard to quantify. Secondy dyeotential impacts can be quantified, any decion
the extent to which they should be internalised kél a highly politicised judgement. This can bfialilt
enough with new technologies (for instance, oppwsito the detrimental impact on landscapes of
windfarms). But where impacts have previously bederated, seeking to change what are perceivdxt to
existing rights is even more difficult. The samédsdor those energy producers whose commercidilitia
has relied on a variety of financial and social sigiles. Not surprisingly, operators want to protacy
benefits they have been granted and avoid any rmastraints that would limit environmental impacts.
Levelling the playing field to enable renewablerggeo compete on a more equal footing involveliag
these unpriced 'advantages' for conventional tdobies.

The most obvious influence on markets are diredtiadirect subsidies (see Pershing and Mackenzid 200
for a recent survey). In 1992 the World Bank estedahat subsidies for energy totalled more tha$238
billion per year (Larsen and Shah, 1992). These lsince fallen, but it is estimated that OECD coest
alone still spent between US$20-30 billion on epesgbsidies in 2002 (OECD/IEA/UNEP, 2002 he
level of subsidies in developing and transitionremnies is much higher. These subsidies often irclud
cheap domestic rates, which are intended to bepefiple on low incomes, but usually benefit wefl-of

12 See recent EU research projects: www.sustelngtwwet.dispower.org, andww.clusterintegration.orgnd
http://www.ecn.nl/docs/library/report/2004/rx040F 8.

3 They survey nine US power system studies for wariévels of wind penetration. With penetrationdveb%,
impacts on system operation costs are small. Tévenain moderate, detracting approximately 10% ofithelesale
value of wind, for penetrations of up to 20%. Strii2002) calculates the additional system costthietUK.

“ He use the US-wide solar input from 1986-1995, surghests that PV in commercial applications coedath a
capacity factor of 66% and 39% in residential emwinents.

®Moor’s (2001) provided an alternative estimates@&CD countries. In the period 1995-1998 subsittidsllion
USS$ are: coal 30, oil 19, gas 8, nuclear 16, rebénand end-use technology 9, giving a total of@®bally, he
estimated US$244 billion, of which $9 billion igrdiuted to renewable and end-use technologies.




households that tend to consume much more eneflyy. effect of such energy subsidies is increased
consumption (IEA 1999 and delayed investment in energy-efficiency amegweable energy provision.

In many developing countries, traditional energghtelogies also benefit from export-credit guaraste
extended by OECD government agencies. In the B28slexport credit guarantees facilitated US$1ibhil
annual investment in fossil energy and only US$li&n investment in renewables (G8, 2001)n 2003,

the World Bank allocated only 13% of its loan politf to renewable project&®. The nuclear energy sector
illustrates a more subtle type of subsidy rootedhim role governments played in the developmerthef
industry. An implicit government underwriting of@adents has meant that only very limited - andédfee
rather cheap - insurance cover is required forearghower plants.

The failure to adequately ‘internalise’ environnanimpacts in prices is the other obvious source of
'subsidy' that makes it difficult for clean eneitgghnologies to make headway. Traditional enviramtade
regulation sets emission limits and requires fitmsnvest in improved combustion or exhaust clagarin
technology. Emissions below the emission limitsoatause environmental damage, but firms are not
exposed to these costs and will not include thentha energy price. Estimations for these damages,
excluding the costs of global warming, range frodditional €8.7 to €25/MWh for modern coal power
plants (ExternE}° Most of this damage relates to human health prabldese unpriced externalities will
obviously rise if some account is taken of &&nissions and their contribution to climate chaWgeraging
over a large set of studies for the cost of clintdtange suggests that the impact of electricitgpced by
coal can be conservatively estimatedE€23/MWh Tol (2003f* The true costs are likely to be higher, as
current studies compare snap-shots of future owsaoand ignore extreme weather events and the absts
changing infrastructure, agricultural practices kvidg patterns?

'8 The International Energy Agency estimated thatoinmy consumption subsidies in eight non-OECD coest
would reduce energy consumption by 13%.

" According to the G8, between 1994 and 1998, exgredit agencies provided US$44 billion to supgorrgy
intensive investments. This leveraged an additioi&$60 billion in private investment. Only US$2libn were
provided for renewable energy projects.

18 The total loan portfolio of the World Bank haserisfrom 4% in 1990 to 13% in 2003.

% The Price-Anderson Act requires licensees forearchower plants to have primary insurance of $8ion per
site. Secondary coverage, in the form of retrospegremiums to be contributed by all licenseefimited to $10
million per year and $95.8 million in total for daof its plants (United States General Accountirific®, 2004). Thus
~ $8 billion is the maximum financial "contributibthat the commercial nuclear industry would makéhe event of
nuclear catastrophétfp://www.nirs.org. In 2004, contracting parties to the OECD Pgigl Brussels) Conventions
signed Amending Protocols, which require operatmiasure up t&€ 700 million (Uranium Information Centre, 2004).
2 vExternalities of Energy, A Project of the Europ&@ommission”http://externe.jrc.esThe main driver is the human
health impact of S© NOx and particles.

Roth et al. (2004) estimated externality costs oflern coal plants in $MWh as ¢@6.38, NQ 12.96, S@1.68, PM
0.24, NO 0.15, upstream 2.57, land use 5.26, water relat(est estimates quoted)

All externalities are based on coal power planteyThave the highest emissions levels (apart freakipng oil plants)
and are therefore most likely to set the margifedtacity price if externalities are priced. Givearrent constraints on
gas supply, it is likely that coal will continue poovide electricity in most countries whilst rersde energy
technologies undergo strategic deployment.

2L |n a survey of the literature, Tol finds that thesrage marginal damage costs of,(d&rived from over 88 studies)
was$29/tCQ ($104/tC). He also applied weights to differenidsts and then calculated an average value of GOg/t
In advanced fluidised bed combustion coal plantk e production of 1.25 MWh of electricity, 1 tenof CQ is
emitted. Therefore the production of one MWh ot#ieity in a coal plant produces damages betwtge23/MWh.
Roth et al. (2004) estimated global warming extifsnaeosts of $26.38/MWh. ExternHifp://externe.jrc.@calculated
a range o€3-€111/MWh.

Lower marginal social costs of G@re calculated if higher discount rates are asdufer example, if the utility of
people in 100 years is only weighted at 5% of thil@yuof today’s population rather than 37% (byieasing the
implied rate of time preference from 2% to 3%).

Equity weighing leads to a higher estimate of tleegimal costs and particularly to greater uncetyajiiohe, 2003).
Although equity weighing is theoretically soundddes impose an idealised worldview on the estimaiace in
reality, the rich do not care much for the poorl(@@03).

% The current generation of aggregate estimatesundgrstate the true cost of climate change bedhase tend to
ignore extreme weather events, underestimate tmpaonding effect of multiple stresses, ignore thgts of transition
and learning, and might also have overlooked hoveld@ment could reduce impacts of climate chanpel Z003)




Cap and trade programs aim to internalise the @fs$€), NO, and most prominently CCGand might in the
long-run ensure that electricity prices will reflébe true environmental costs. The experienceeghin

using emission-trading schemes is less promisimgolitical negotiations the emission reductioméds and
therefore scarcity price of emission certificates iequently set below the levels suggested bgnsific

evidence. To ensure the support of the power sexlarge fraction of the allowances are usuallydeal out
for free. As a one-off windfall payment, based dstdric output, this would not affect prices anddaatment
decisions. The national allocation plans for @@owances in Europe however show that politicians
reluctant to grant such large one-off payments.yTihsisted that free allocation is conditioned aoitufe

output or availability. This reduces the opportyribsts of allowances and the resulting electripitiges.
Some national allocation plans also grant freenalces to new power plants. This distorts the telclyy

choices (Keats and Neuhoff, 2004)As a result of these political processes eletyriprices will only
gradually reflect environmental externalities.

The recent debate on security of supply has higtdidy a different way in which traditional energycprg
does not accurately reflect the social and econaisis many societies run. The dependence of many
economies on imported fossil fuels means that @ney vulnerable to serious disruption if geo-padditic
events disrupt supply. The same risk applies taisreiptions of fossil fuel use in the case of fatstringent
action to slow global warming. Macroeconomic ancht®logy models show that it is socially ratioral t
diversify technology options when confronted wititls supply uncertainties (Gruebler et al., 1949For
example, a study of the UK electricity system shweat wind power reduced the risk of power shasag
during gas supply interruption, thus increasing vatue of wind power by¥7.60/MWh (Oxera, 2003).
Further studies are required to put a price tathervalue of energy and technology diversity.

If the political influence of incumbent energy caamnjies is likely to hold back moves to eliminate sdies
and internalise environmental impacts, then there istrong case for subsidising renewable energy to
prevent an on-going distortion in the choice ohtemlogies that figure in future investment decision

5 Marketplace Barriers

The electricity sector has been liberalised grdgualensure that security of supply will be maing&. As a
result, the electricity market has been designeepbicate the historic operation of centralisedvpoplants
and favours their operation. For example, solarddx reduce peak loads on the distribution network i
summer peaking systems, and combined heat and powkether gas or bioenergy - can do likewise in
winter peaking systems (Hoff and Cheney, 260®ut frequently network tariffs do not reward fois kind

of system service (Alderfer et al., 206D)An other example for inherited market design aeetmanisms that

% The idea of cap-and-trade programmes is that peysupolitical support is bought by an initial liaout of free
allowances. Producers can resell their allocatiedvahces and therefore should still include thédlibwance price
into the electricity price. This has two drawbadkisst, it leaves fossil fuel generation compamigs cash from the
free hand-out. Given existing management expettisse companies are more likely to reinvest irveational
generation capacity. Second, in the implementgirogess, politicians are usually reluctant to aleirely free hand-
outs, but make future allocation in some form augeint on future output. This restricts generatamfreselling their
free allowances, and reduces the (opportunity) @bsmissions for the involved generators.

%4 They simulate a three-technology energy sectdmiging social welfare. Uncertainty about a poteintieed for new
technologies (e.g. uncertainty about demand ororapbices) results in earlier and larger investniremiw
technologies.

% They evaluate rural US electric cooperatives (8%l electricity sold) and conclude that it st efficient to build
decentralised power systems rather than replastirexiines. This would involve approximately 700Wbf PV which
would provide a value of $3,000/KW and addition®&@W with marginal value of $2,000/kw

% Alderfer et al. report that utilities frequentlyopose high charges for the interconnection ofitisted generation.
The charges are subsequently reduced at the inteomeof regulatory bodies, but with significantialgs.

However, the situation might be improving with thigher value of distributed resources reflecteceent legislation.
Forty US states have implemented metering legisiailowing PV owners to run their meter backwafdseir PV
production exceeds their own demand (Duke 2002).n\gering increases the price received by distedbdPV from
the wholesale price to the retail tariff.



accommodate the inflexible operation of some fomsd nuclear power plants, while few markets previd
flexibility for intermittent generation.

The main operational concern for renewable energlgriologies is that wind, solar and wave outpuhctn

be predicted with sufficient accuracy at the tiniehe liquid day-ahead market. By the time the mtoh
accuracy improves (about four hours before finaldpction) most international electricity transmiss
have been allocated and liquidity in energy marketew. This is despite the fact that transmisdiomws

can be adjusted within seconds, most power plamsbe started and stopped and all power plants can
change their output within this time frarffeAs a result, the electricity system is operatesfficiently and
wind, solar and wave selling their output in thegal energy market receive lower than justifiedes.

In most countries electricity generation compahigge high market shares in their regional markedscan
influence prices in day-ahead and intra-day markatsrently they sell most output on longer-termtcacts
and therefore profit littte and will typically refin from influencing short-term pricé8.With higher
penetration of renewables, trade in the short-t@amket will increase. At times of low renewable puif it

is profitable for conventional generation to seltléional output in the short-term market abovetsoét
times of high renewable output, it is profitable fmnventional generation to buy back energy seid o
longer-term contracts, but below cost. This magater will reduce the revenue of intermittent reables
and is likely to result in production inefficiensiéNeuhoff and Twomey, 2004).

Vertically integrated companies face additionakimives to obstruct the entry of renewable enerdidiis
takes market share from their conventional germmadssets, or if it results in changes to the tmission
system, which reduce the value of some of theistewj assets (Alderfer et al., 2008)But also
inexperienced or inert companies can increase grajests for decentralised generation and cause
unnecessary delays, when they have not establistwabdures for interconnections or ask for technica
assessments and insurance cover that is only ajgieodor large central power plants. Regulatory
intervention can prevefltor compensate initial investors for these cosangkien, 2004¥

A different set of question relates to the regulatand market risk of investment in electricity gesttion
capacity. It is currently widely debated, whethe tisk might prevent timely investment in new gatien

" This effect is enhanced if in systems like thelBhgand Welsh NETA renewables generators balameie output if
they want to avoid high imbalance prices. As indii’l output is relative more volatile than aggregaitput this
results in higher levels of spinning reserve.

28 Electricity producers sell longer-term contracthiedge the price risk and to compete for markatestbut
sometimes regulators also intervene and requirealeeof output in a longer-term electricity auntifor example in
France.

% To reduce the incentive to exercise market powshbrt-term markets, generators with significaatket share
should sign long-term option contracts. This waulttease the incentive to bid at cost-reflectiventein the short-
term market. Economic modelling however shows ¢festerators have limited incentives to sign suchireots.
Alternatively renewable project developers can sigwer-purchasing agreements with large utilitred provide
internally for the balancing. As only few utilitiegll be able to provide the local balancing theypcapture most rents
and restrict total investment quantity.

% They observe that utilities are reluctant to caiempeting generation (PV) to the network. Theduice permitting
delays and require exorbitant liability insuranceriesidential PV systems. Most of the distribytegver case studies
experienced significant market entry barriers. I@f 65 case studies, only seven cases reportedjoo utiity-related
barriers and were completed and interconnectedmétisatisfactory timescale.

31 Alderfer et al. (2000) suggest a ten point acfitam for reducing barriers to distributed generatid@his consists of
(1) uniform technical standards, (2) certificatfmocedures for interconnection equipment, (3) aredbn of
development of distributed power control technolog@y adoption of standard commercial practicegioy required
utility review, (5) standard interconnection agrests, (6) development of tools for utilities toessvalue and impact
of distributed power at any point in the grid, (@yulatory principles compatible with distributeo\er choices, (8)
regulatory tariffs to fit distributed power mod€d) establishment of expedited dispute resolutimtesses and (10)
definition of conditions necessary for the righintterconnect.

32 |f the market share of a technology is at or bel®a; niche applications or specific regulatory fis@mns dominate
its economies even when they are economically ctitiyvgeon a technology-to-technology comparison.



capacity® This risk could be eliminated by long-term contsabetween final consumers or consumer
franchises and electricity generation companies.dBurent regulators prevent such long-term cotdrac

an attempt to foster retail competititriThis exposes investors to electricity price riskl anduces them to
charge a risk premium on their capital. The risknpium, created by artificial regulatory constrairfects
capital-intensive technologies more than technegwith high fuel costs and therefore biases apains
nuclear and renewables (Neuhoff and De Vries, 2004)

Regulators are concerned about the implicationswstment risk, because it could postpone investme
causing unpopular power shortages. But insteadedficing market and regulatory risk, they typically
implement financial payments for available capacitihis retains the bias against capital-intensive
technologies and some designs even reinforce the biFurthermore, the short-term contracting in
electricity markets can reinforce cyclical invesimheatterns. This can hinder development of small
industries with less scaling opportunity and restiieir opportunities for production improvemetits.

Financial markets face difficulties in providingski management instruments for new renewable
technologies (United Nations Environment Program?®®4). First, historical actuarial data is notikae

to assess risk (Sonntag-O'Brien and Usher, 2004hvéntional technologies have never faced these
difficulties, because they were already deploydarediberalisation. Historic records from thesmdis have
allowed risk assessment since liberalisation. fosdadisadvantage faced by renewable energy progcts
their small scale. It results in disproportionatklgh transaction costs for risk management tamsplex
financing arrangements or export credit guarantees.

6 Non-Marketplace Barriers

The complex interactions between the public, adstiaiion, private sector and electricity systemrapas
can create non-marketplace barriers for new erteafynologies.

Administrative frameworks were developed for exigttechnologies and are not yet tailored to thelsieé
renewables. While spatial planning traditionallyisages specific zones for industrial developmbrdal
plans frequently have to be revised to allow fag thcation of wind or bioenergy plants, thus cregti

#tis currently being debated whether revenuesifetectricity sales alone provide sufficient indees for sufficient
investment in electricity generation capacity. Highapital costs are one reason for investorslaydmy investment
until electricity prices rise. Capital costs argh@r because future electricity prices are unagriacreasing the risk
investors face. In theory investors could sign lergn contracts with consumers to hedge againstigk and reduce
capital costs. In practice few contracts coverirggerthan five years are signed. First, becauseddion and
information costs are high and second, becausi cetapanies (unless vertically integrated) areanotedible counter-
party for long-term contracts with generators. Sii@avian experience shows that final customersks@ unlikely to
sign long-term contracts, possibly because theigipate government support if prices of their sHertn contracts rise.
34 Retail competition has been introduced in mostketadesigns to balance the market power of largemggion
companies, particularly where they are verticaltggrated. Retail competition requires that custsroan freely
switch their electricity supplier, and therefomailis the possibility of long-term contracts.

% Several markets designs have included capacitneats or capacity markets for dispatchable gemeratipacity.
These instruments can discriminate against inteentigeneration. Intermittent generation capaaitgsdnot qualify for
capacity payments and might have difficulty in mating in insufficiently liquid capacity markets.

3% Markets with capital-intensive production typigadixhibit cyclic price and investment patterns (eigrefining,
aluminium and electricity). This could create diffities for producers of renewable energy techrieldhey have
less production experience, more problems insgalp production during boom periods, and will captess of the
increased market size. Finally, focusing on ragigscaling of production is likely to divert focumin cost-efficiency,
thereby delaying technological learning. Marketigies that support long-term contracting might pdavior more
forward-looking information and could reduce thel@al nature of the market.

37 Large institutions like the World Bank have litttack record with efficient administration of sirstale projects
(below $15 million). Beck and Martinot (2004) argheat rural energisation and electrification pagtherefore start to
use small-scale entrepreneurship.
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uncertainty and costly delays for project develspg@dmire Rebus, 2003§.The small scale of renewable
energy projects multiplies the relative costs inedithrough multiple administrative processes.d&@mple,
biogas plants in Germany require several paralieinfi processes designed to address issues sUgb as
regulations to prevent the spread of BSE, whilgdapower plants only require a single general permi
process (Klinski, 2004,

Reliable and comprehensive information about theivation and benefits, as well as the costs and
externalities, of renewable technologies must eshwith involved and affected citizefiaVhile early
investors in renewable energy technologies redgeicanical and economic information on which to base
their decisions, subsequent groups of adaptorstnlighe to familiarise themselves with the technglog
through trial and error and learning through ex@®e (Kaplan, 1999). Citizen support has been wdyio
affected by myths about wind turbines as bird ksffeor excessive energy-intensity of solar PV produti
based on prototype figures (Alsema, 2000). In @mttiGerman project developers report that if theglve
citizens and local councils in the early plannitagss, they are more likely to obtain planning eosin
addition, polling in Europe shows that support ¥and energy tends to strengthen after plants haenb
installed and in operation for some tifi his illustrates that some time is required towlstakeholders to
adjust to and accept new technologies.

The successful deployment of wind turbines in Detinig a result of long-term thinking, local commiyni
involvement, benefits to incumbent energy companpeblic and private R&D support and government
support (Ministry of Economic Affairs, 2004) Over time** Denmark has developed domestic industries to
design, finance, insure, manufacture, install armdntain renewables systems, using local equipmedt a
labour (Sawin, 2004). This shows that countriesioasimply rely on adopting an internationally deped
technology, but have to give population, industnd eadministration a chance to get used to a new
technology and learn how to deal with its new chiamstics (Duke et al., 20025.Because of this

¥ They surveyed wind project planning phases in feao countries. Average lead times are betweeari®.5 years.
The principal administrative cause of delay is &idko spatial planning. The report lists generadqiples to allow
competent authorities to simplify and clarify prdoees.

39 EU decree 1774/2002 is aimed at preventing sppeBSE when dealing with animal by-products.

“0The Nebraska Public Power District asked its ansts whether it should go forward with a $200 miiliwind
project in exchange for a 2.5% rate increase. %i%hyes, and 37% voted for a larger wind projechofvg Colorado
residents, 82% supported “wind and solar” eveatiés would increase as a result. (Wind Power Okita@®4,
www.awea.org).

“1 For example, the nine harbour-wall turbines atiBBre in a busy bird area. Of the bird flightstigh the wind farm,
only one in 10,000 have resulted in a collisionisTranslates to 1-2 collisions per year per twgbifo put the issue
into perspective, cars in the UK kill every yearrsathan 10 million birdswww.yes2wind.comfunded by Friends of
the Earth, Greenpeace and WWF)

“2 polling in Europe shows that support for wind eyetends to strengthen after a wind plant has iestalled and
operating for some time. In Scotland, according 8003 survey, people living close to the ten lsrgend farms in
the region strongly support wind: 82% of the regjmnis want an increase in electricity generateah fnond, and 54%
support an increase in the number of turbineseat khcal wind farm. In Spain, studies surveying atalonian
province of Tarragona showed that 80% favour wimergy, with the strongest support coming from peapbkiding
near a wind farm. (Wind Power Outlook 2004, www.avweq)

3 To achieve this objective, the Netherlands apghaasmission management in which a vision of tag ferward is
agreed with all stakeholders, and the governmetnbmiy brings the parties together, but also suigexperiments to
facilitate institutional and technological learnifsee also Kaplan 1999). IEA (2003) emphasisesstaieholders from
all relevant groups need to be actively engagetdrprogramme, in some cases even in the desige paad
contribute to case studies (Austrian Biomass Hgatimd Danish Labelling Scheme for Buildings).

“4 |EA (2003) points out that new technologies reguirajor changes, “not just in routines and prooesiéamiliar to
many actors, but also in the models and conceptatiderpin decisions. Basic ideas on ‘How we dsiriass around
here’ may have to be re-evaluated, for examplaérshift from centralised to decentralised poweregation.”

> They show that wide variety of product quality stains sales of PV modules for solar home systari{enya, as
some customers refrain from purchases due to Sexised performance uncertainty. Domestic protisting with
public disclosure represents an inexpensive, leWstrategy, but may prove inadequate. Internaticerdification with
PVGAP (Geneva) or PowerMark (US) exists, but setente insufficiently established in developing coigs. PVPS
(2003) reports all PV models must qualify under I&E(215.
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‘institutional learning’ process (Espejo et al. 969" countries benefit, if they support the deploymet
renewables before they are fully cost-competiffies will remove non-market place barriers for sadpgent
use in competitive markets and accelerates theirgugrowth’’

7 Technology L ock-out

Technology ‘lock-in’ and ‘lock-out’ refer to variguprocesses, which favour conventional, established
technologies at the expense of innovative techiesodhe classic example of lock-in is the ‘QUERTY’
keyboard layout, reputed to have actually beenritegeto slow down typing to rates compatible witinlye
typewriters; other, more efficient layouts, haveerdbeen able to gain acceptance.

The obstacles of uneven playing field, market-placel non-market barriers identified above candes as
specific aspects of lock-in to established eneegphhologies that serve to deter new renewablek-inois
exacerbated by several factors that lower prodaatiost (including economies of scale and learnipng-b
doing) and adoption cost (including increased ntadanfidence and learning-by-using) of incumbent
technologies (Sanden and Azar, 20t54).

Figure 3 shows how new renewable technologies bamsistently reduced their costs with increasing
market experience. The fact that the cost of nehrtelogies falls with increasing deploym&rtas been
established in a large set of studies on enerdynt#ogies’ and in other industry sector's.Consequently,
without large-scale applications, the cost of neghhologies can stay high and investors will camito use
established technologies. For all these reasons,t@ehnologies can be ‘locked out’, and energyewst
themselves may be highly path dependent — whatsseeonomic in the future depends on previous petter
of investment:?

“8 Institutional and organisational learning incresase capability of an organisation to act effeslijv (Espejo et al.,
1996) Users, insurers and the finance sector regiaita on realised project performances for evialust (Sonntag-
O’Brien and Usher, 2004)

" Dekimpe et al. (2000) use the Mobile Telecom imgus illustrate that the marketing paradigm ofg@cs (1983) in
which customer groups are classified in temporairsnts from innovators and early adopters to latgyalso applies
to the community of nations. This suggests thabaglpartnerships could provide benefits if they agmto prevent
delays in the deployment of profitable renewabthimlogies.

“8 For this reason it does not suffice to only letel playing field — e.g. by Carbon pricing — budligidnal support is
required to allow sufficient improvements throughrket experience to un-lock renewable energy tdolies. For a
discussion of the interaction between technologpstt, e.g. green certificates, and gficing see Jensen and Skytte
(2003).

49

Figure 3 shows for several energy technologieswitateach doubling of global production, cost$ lfgl a constant
percentage. With PV, manufacturing and installatiosts dominate and their reduction is the focterafore
subsequent analysis focuses on installed capathgrthan produced output. Estimation of learmimyes must
typically use price rather than production costspst, but in competitive industries such as RWwg-term learning
rates are either not affected (Duke 2002), or aestait over time.

0 Watanabe (1999) shows that 70% of price reduciiptise Japanese PV industry can be attributedaming effects.
Isoard and Soria (2001) identify Grainger causdléyween installed capacity and capital costs fotiwvind and PV,
and confirm that economies of scale apply to PY noti to wind. The result confirms (Neumann et2002) that
increasing turbine size does not reduce cost per(BiWaccessible resource base and therefore epd1\Wwh) due to
disproportional increase of mechanical forces igdaturbines. A literature survey across sevedlstries by Isoard
and Soria (1997) indicates that learning effectslig dominate scale economies. IEA (2003) condutat “there is
overwhelming empirical evidence that deploying ieashnologies in competitive markets leads to teldgyolearning,
in which the cost of using a new technology falid #s technical performance improves as salesoaedational
experience accumulate.”

1 McDonald and Schrattenholzer (2001) show thaefoerging technology, price typically falls betwée85% with
each doubling of cumulative industry output, witbghclustered between 15-20%.

2 See Kline (2001). The effect is also describepaah dependency of our economy (Arthur, 1994) ubr{2002)
provides historic examples and explains the insihal reasons.
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Figure 3 Learning-curve for energy technologies (IEA, 2000).

The strength of technology lock-out varies acrosistries. In many consumer and information teamol
markets, the new services offered by new productsimhtes; consumers buy what is new because it is
different and appealing, and this dominates ovgrtandency to lock-out.

However, the energy sector exhibits three basicacieristics that result in a strong technologykioat.
First, new technologies produce the same basiauptedelectricity, in the case of most renewabitéence,
they have to compete mainly on price, making themmédiately more vulnerable to lock-out. This isrgha
contrast to the IT, telecoms and other sectors eviproduct differentiation is a prime instrument of
marketing and innovation and the innovator cangdanore for enhanced functionality or reduced eiza
new device.

Second, perhaps because they involve transformatiah delivery of large quantities of energy, the
technologies and systems tend to involve largesseabineering products that last decades. Thidlgrea
increases the scale and timescale of financialstnvent required, and this multiplies the risks aisted
with innovation; it also means that new energy tedbgies compete with incumbents that have gained
market experience over several decades and lamgatities of global investment, often drawing onopri
public R&D.

Third, both the above factors make it far hardeiridividual private firms to appropriate the fbknefits of
R&D. *®* Technology ‘spill over’ allows other companiesctipy the initial learning at a fraction of the cost
> As more producers compete, the benefits of therition are split among several producers that share

%3 Dasgupta and Stiglitz (1988) show that oligopiifitms might be prepared to incur initial loséBsexpanding their
production if learning effects would reduce theituire costs, thereby allowing for larger marketreband profit
margins. This effect is unlikely to play a dominaoie in renewable energy technologies, with loingetframes and
competition from existing generation technologee®] not only competition from the same technoldyke and
Kammen (1999) argue that the resulting market paf&irms with cost advantages coupled with the-idarnalised
social benefits of learning ‘spill over’ inducesnfis to reduce output below the social optimal lepebviding an
additional rationale for government intervention.

> Few studies assess learning-by-doing ‘spill-ovéraiin and Klenow (1994) investigate the semicartduindustry,
and the results are consistent with the existehtspill overs’ between firms on an internationabfe. Own learning is
more effective per unit of cumulative productionf blobal cumulative production is larger. See asatanabe et al.
(2001).
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market and consumers that pay lower pric&his problem has been resolved in the pharmaegéctor

by granting patents for inventions — and compaspEnd 15% of revenue on drug development. However,
pharmaceutical patents protect a specific, distiingy; it is far harder to define engineering ptten ways

that cannot be circumvented over titheand renewable energy technologies consist ofrge laet of
components and require the expertise of severapanies to improve the systéfin addition, the scale
and timescale of “learning-investment” tends toeectthe funds of individual companies and the patief

the venture capital marke8. The oil sector is relatively innovative because economic rents on oil are
enormous (and even here, government incentives pkyed an important role). But power companies
operate in regulated markets that limit their pepfiand, moreover, where governments could change
regulations to extract the economic windfall frony anajor successful innovations.

As a net result of these factors, private sectoDR& energy is below 0.5% of sales revenue comptred
more than 10% in IT and the pharmaceuticals se@itargolis and Kammen, 1999%j. Furthermore,
innovation is required to address ‘public good®dw like energy security and climate change, irthvthe
economic returns to investors depend upon futuxemonent-policy — amplifying further the uncertést
facing potential innovators.

8 The economics of Strategic Deployment

These diverse barriers to deployment and impedsnémtinnovation underpin the case for ‘strategic
deployment’ of renewable energy technologies, winigtans the use of diverse policies to foster lamgde
private investment before they are commercially getitive in current energy markets.

The experience with on-shore wind power is a goaple of the success of strategic deployment. R&D-
led attempts in Germany, the US and others to baitti-megawatt wind turbines in the early 1980&th
both on engineering and cost groufiyi&\t the same time, private and subsequently puibiitatives
supported the deployment of small wind turbine®anmark. Through application experience, the tuwbin
manufacturer learned how to address design chaéeagd the turbine size gradually increased (Gautab
Vigotti, 1997)% Today’s commercial turbines have reached the afizhe ambitious experimental turbines

% See Duke and Kammen (1999) for a summary on tpadtrof partial appropriation of learning benefisoligopoly
firms. For simplicity the calculations in the neseiction assume full spill over. This seems appabdgribecause of the
long period until breakeven in the centralized gniarket. Therefore even private up-front investmarer partial
spill-over will be recovered during the period tasegic deployment and therefore ‘refinanced’ tigio strategic
deployment support.

%6 First, successful drugs targeting is guided bgrsiific knowledge but requires a lot of luck. THere, it might take
time for a competitor to find a substance with amcharacteristics. Second, the new substancéresghe same
extensive clinical trials, which are the most exgea part of drug research and development. Thetanbe will only
be accredited if it has better features than th&tiag drug. Third, the follower must decide wheth# these costs will
be recovered with lower market share in a lowergimaguopoly market.

" The monopoly position granted by patent rightthspharmaceutical industry results in inefficiararkets. Profits
account for 30% of sales volume, with marketing addhinistration accounting for a further 30%(BasadSEC filings,
annual reports, Hoovers and company presentataniibott Laboratories, Johnson&Johnson, Novca#isithKline
Beecham, Merck & Co, Bristol-Meyers Squibb, Ameni¢dome Products, Astra Zeneca, Pfizer, GlaxoWelkdon
the year 1999)

%8 However, a consortium will face difficulties inaing the costs of “learning investment”, as iifficult to negotiate
and fix the allocation of future profits. Firms daherefore reluctant to invest for the benefite@fisortium members
(the hold-up problem). There is even the risk #rdtancing intellectual property rights protectionpedes innovation
and diffusion of new knowledge (Alic et al. 2003).

*¥ They show that drugs, profession & scientific instent and communication sectors spending moreb&mof net
sales revenue on R&D. Services and Transport spemd than 6% and Industrial chemicals more tharoA%R&D,
while energy and primary metals spend less tha¥ 0.5

89 A WTS-4 4 MW wind turbine was located at MedicBew/ US- Wyoming, had its first year of operationlios1,
was damaged in January 1995 but produced on avisgéhan 1100 full hours per year. A 3 MW tuebiBrowian
located at Kaiser-Wilhelms-Koog in Germany, hadiits rotation 1984 and was dismantled in 1987.

1 Sanden and Azar (2004) argue that the diversifirmt in Denmark and Germany allowed experimerith warious
wind turbine designs. Less variety in design apgiea resulted in initial failures of wind power é®@pment in
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in the 1980s. A combination of public and privat&R market feedback, operational experience and
incremental improvements achieved cost reductiows a@lowed an increase of turbine size. At windy
locations, wind power is now as cheap as new cdioreal capacity, and it may approach competitiveries
other locations depending on competing fuel codttha extent to which policies reflect environméntssts.
The wind power market is burgeoning, with growtistained at 20-30%/yr annually since the early 1990s
Strategic deployment of wind energy cost Denmarkeatimated US$1.4bn subsidies over 1993-2001;
annual revenues of Danish wind companies by 200& W2.7bn, the vast majority from its dominant
position in export markets (Carbon Trust, 2003).

Strategic deployment programs have to cover tHerdifice between wholesale electricity price andctsts
of new technologies. These costs of renewable téopies are initially high, as they have not expeced
improvements through market experience. With iasiry cumulative installation and market experience
costs of the new technology fdif.Strategic deployment has to be continued until ¢hst of a new
renewable technology becomes competitive with cotieeal technology (whose costs may also decling, b
more slowly since they are at a much higher le¥ahaturity). The grey area in Figure 4 illustratbgs
process, including the need for up-front subsidiedeclining rates. As indicated, the time to kregen,
and the longer term gains, will also depend upenetimergence of policies that reflect environmeodats,
and in particular, CO2.

- New Technology

== Established Technology

A , Established Technology
(with CO2 Pricing)

3 Public learning investment
\ w2  Future Benefit

Cost to Produce
Electricity

Break-Even o )
Point Cumulative installation

Figure 4 Learning investment and future benefits of a new technology

After the break-even point is passed, new techiesoproduce electricity below the costs of esthbklis
technologies and consumers will benefit from lowests (striped area in Figure 4). In economic tetires
up-front subsidies seek to internalise the benefitgrategic learning, which to a large degreaniexternal,
public good.

For technologies with some market experience ikel and solar photovoltaics (P¥historic data can be
used to estimate (IEA, 2000, McDonald and Schratikzehn, 2001) costs and benefits of such an active
technology policy” Table 1 shows the public ‘learning investmentttimay be required to create sufficient

Sweden (Bergek and Jacobsson, 2003) and the UBdMNpBohm, 2000). Jensen (2004a) provides a ddtadse
study of the Danish wind turbine industry.

%2 Costs also fall for established technologies bt slower pace. However, for established tectyiedo doubling of
global installed capacity takes much longer anth&rrcost reductions are therefore slower.

%3 Cost predictions for off-shore wind, solar concation and marine technologies rely on engineesisgessments,
which are more detailed but also more subjective sfsecific technology evolution has to be assumed.

8 An accurate estimation of future costs would regjah accurate prediction of the development dfrtelogy. With
technology evolution such estimates are impossihle,improvements through market experience camsbd to
estimate technology cost evolution. Such improvesbave been observed across various industryrseartd energy
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market experience for PV to make it cost compatitiith existing technologies (See Appendix | forreno
details). In the base ca€®0 billion of public subsidies are required spreadr the period 2005-2023. The
calculations assume that PV is applied both in etaror high value off-grid and distributed PV aind
centralised installations to gain sufficient scale.

Public Learning investment | Future wholesale electricity price level
(billion Euro) €40/MWh | €50/MWh | €60/MWh

Rate at which Slow 110 55 29

technology improves  Historic 38 20 12

with market experience Rapid 17 10 6

Table 1 Public lear ning investment required to make photovoltaic cost competitive at wholesale level.

Two uncertainties drive the prediction. The firsicartainty is the future costs of conventional gatien,
including the extent to which environmental andusigg externalities are internalised; this deterasirthe
wholesale price against which PV needs to compg&teond is the rate at which PV costs decline with
increasing market experience.

technologies. Evidence from historic data can nevevide a guarantee that a technology will corgitmfollow the
established cost path: the technology might neekieae, or could outperform predictions.

One fundamental assumption of the improvement girauarket experience (learning curve) methodolsghat the
pattern of cost reductions caused by global iredatlpacity will not undergo fundamental futurergfe This result
requires thorough examination as it has significeaptications for government technology policyurgeyed the
literature and conducted a large set of intervidw have not yet found arguments that contratietrésult. Lieberman
(1984) shows that in the chemical processing inglishe becomes statistically insignificant if leagmulative
production is used as explanatory variable andefe(&004b) critically discusses different modellagproaches.
Papineau (2004) is the only paper | found thattifilea time as significant explanatory variable foice reductions in a
regression of PV module prices. This could be preted as if we merely have to wait for a suffitiemgth of time,
and that technology cost will fall. However, théirstion did not include the log of global cumulatiinstalled
capacity as an explanatory variable. In the obsenvgeriod, global PV penetration increased exptaby (with
constant growth rates). Therefore the log of glaomhulative capacity is almost perfectly correlateth time. In the
sample it is impossible to identify whether timegtwbal cumulative installed capacity drives cestuction. The
analysis, however, shows that regional cumulataacity explains some regional price evolutionsThipports the
point that local learning reduces local costs.

One disadvantage of the traditional learning cusu@at costs approach zero with increasing depéowpwhich is not
realistic. To address this concern, Denis Andeftoperial College London) uses a learning curvénitower floor,
but empirical observations are so far insufficienéstimate both parameters. However, bottom-upnigogy
assessment suggests that renewable energy techrolsig are sufficiently far from a floor of unagtable costs.
Based on assumptions about the minimum raw matapat required, Zweibel (1999) estimated minimursts of:
$0.4/Wp thin film, and EPRI/OUT (1997) estimated&UWp crystalline and $0.31/Wp thin film (Duke(). WEA
(2000) estimate long term system costs of $0.5-1/Merefore, the simplified learning curve useth@ cost benefit
analysis does not affect the calculation of the@km®ven point, but might bias the calculation &f tiet present value
up-ward if it contains benefits from future costwetions close to the lower cost bound.

Various extensions of the learning curve modelcareently being developed to capture the interactibcumulative
production and research and development expendallrthe models try to explicitly model the impasftresearch and
development expenditure, which are implicit in treglitional learning curve model.The learning rigtestimated on
historical data, and historical cost reductionsengchieved due to both cumulative production ang$earch and
development expenditure. Gruebler and Gritsevsk§97) introduce a model that assesses learnindlasction of
aggregate expenditure in R&D and market expendiKogivartiakis et al (2000) apply the two-factoareing curve, a
Cobb-Douglas type production function, with bothtéas acting as substitutes according to theiraed learning-by-
doing (cumulative installed capacity) and learningsearching (R&D) elasticities. Barreto and Kym€2003)
observe that the two-factor learning curve appraadimited by “unsolved estimation and data issises constitutes
an important step towards understanding the roR&iD".

Williams and Terzian (1993) use experience curgeshbw strong positive net present values for teldgy
deployment and R&D policies under a range of patarae
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Ratio NPV/Learning investment| Future wholesale electricity price level

€40/MWh | €560/MWh | €60/MWh
Rate at which Slow 0 2 9
technology improves  Historic 4 15 38
with market experience Rapid 17 44 92

Table 2 Ratio between NPV and learning investment.

These uncertainties influence the benefits thaegpwill obtain from strategic deploymefitTable 2 shows
the global ‘strategic benefit/cost’ ratio for th¥ Bases indicated in Table 1. In the base casebémefits
(until 2040, at a 5% discount rate) would be 15e8nthe costs of learning investm&tiowever, if both
learning rates and the reference electricity piscat the lower end of the assumed distributioa,‘lgarning
investment’ would not be recovered by 2040. Thigtyf technology risk is unavoidable (Alic et 2003)°’

It requires continuous evaluation of technologygoess in order to stop unsuccessful programs.stt al
requires support of several technology optionsniguee that future energy security is not jeopacditene
technology does not satisfy expectations.

Of course, the real picture is complicated by tiverdity of resources and potential applicatiorgs (#f-grid

or buildings-integrated PV may attract a far higb&ctricity value, whilst PV-electricity in veryusny
regions is obviously cheaper than in others). ddition, there are issues of international comimetjt
learning is likely to be partly domestic and parggneric, and many different actors and countraaddc
contribute to learning, and in turn, recoup besedit component or machine exports (as in Danisidwin
energy). But the fundamental point is that thera islear economic case for government action ttdbui
markets for advanced deployment of emerging cleangy technologies.

In such strategic deployment, policy determines ghbsidy volume and therefore the growth rate. The
previous calculations assumed a growth rate of 38ightly above recent development (PVPS, 26fad
slightly below the growth rates of the semi-condudhdustry®® If the growth rate is reduced, then more
learning takes place in high-value off grid andtriisited markets. This reduces the cost of strategi
deployment, but also postpones the benefits whattiey will obtain from larger scale application of
competitive PV

®f models with perfect foresight endogenise techgiwal learning, they suggest early investmenhitiailly

expensive technologies, assuming that these teagiesl exhibit sufficient cost-reduction potentilray the time
horizon (Barreto and Klaaasen, 2004). Zwaan €2802) model endogenous technological change wiming based
on cumulative capacity. The socially optimal invesnt pattern results in earlier investment in neehnologies with
earlier emissions reductions and lower carbondazls.

% The estimation of the benefits of an energy tetdgyis easier than in most sectors where the ddroapreferences
for a new product first have to be created. Iaisrhore risky to determine the value of a new sendike 3G mobile
phones.

57 Uncertainty is a part of innovation. Policy-makenust be prepared to tolerate some “failures’, f@estments that
do not pay off), and learn from them. This is commamong private entrepreneurs in other sectors.

% Averaged installed capacity increased by 32% betwi96 and 2002.

%9 D-Ram semiconductor sales show an average anrmatigrate of 33%, in units shipped of 43% andHipped
memory density of 98% for the period 1974-1998 (SeuFirsthand, Understanding Semi Conductor Cycles
http://advisors.firsthandfunds.com/documents/inmestd/semiconductors.pdf).

Y Reducing the growth rate to 25% reduces net pteséme provided by PV by 60% in the period un@4®. Models
with perfect foresight and endogenous learningicarthis result. They behave in an all-or-nothiagHion. If a
technology such as PV has the potential to beeffsttive and its future benefits outweigh the téag costs, the
model maximises investment up to the maximum graaté of the technology. However, industry will dadifficulties
when scaling production up or down excessively.rétoge, Barreto and Kypreos (2003) apply maximuowgh and
decline rates (15%, 10%) for R&D budgets in theirdel for endogenous technological change. Rasmy2661)
includes learning by doing in a macroscopic moblet,fixes the rate of subsidy for renewable tecbgi@s. This
effectively allows the author to set growth ratessrenewable technologies.
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The anticipated cost improvements can only maiseaif producers invest and experiment with new
production processes and technology options. ksitdthappen, industry has to be confident thagtbbal
market growth will be sustained. Whilst it is ndffidult to give guarantees around individual pfg it is

far more difficult to guarantee that strategic dgptent policies will be maintained — indeed, they laound

to be reviewed periodically. However the more cdastthat are engaged, the less exposed produdebew
to interruptions of policy processes in individealintries (Wilson, 1989 Grubb and Vigotti, 1997).

9 Palicy instruments

This paper has surveyed five key features of entgynology systems: uneven playing field; specific
barriers in market, and non-market structures;-lmekphenomena; and the overall economics of gfi@ate
deployment for technology learning. Together thiesen an overwhelming economic case for policies to
help build markets in emerging renewable energhrtelogies as part of any strategy for tackling glob
energy problems. In the absence of such policiew, nrenewable technologies will be introduced wittgé
delays, if at alf?

Governments have successfully supported technalogyovements through market experience in other
sectors (Duke and Kammen, 1999hs the example of deep-water oil drilling shdwsitially costs were
significantly higher than for on-shore or shallovater fields. Oil companies preferred to developaplee
fields, as they had to sell output on a globalnadirket at a homogeneous price. Extraction tax tezhs
were used to compensate for higher field developmmests supported private development of deep-veiter

"L A further benefit of deployment at global scal¢his transparency created in an international ctitiygemarket.
First, it should allow a more objective programlaation, and should make it easier to abolish ggognes for
technologies that fail to show sufficient progr&sszen our limited understanding of technology pyplithis flexibility
is crucial in order to allow us to include the esiprce we will gain in the process. Second, it &honinimise direct
interaction between policy makers and the industoypy. Programmes that provide concentrated benefiy. to a
technology sector, will motivate strong lobbyingppart from this sector. If the programme is funtbgcbroad taxes,
opposition is dispersed potentially resulting inppropriate extension of funding.

"?Section 4.3 describes the history of wind and sBMrfunding. International trading partially re@uacthe negative
impact of large changes in national deployment ettpp

3 With further reductions in CO2 quotas, it is liké¢hat renewable technologies are required tofgagisergy demand.
Without strategic deployment the carbon price vigé until it is high enough to finance new renelgabchnologies.
With the application of these technologies, thests, and therefore also the carbon price willdghin. Such a peak in
the carbon price is likely to result in distortidnsother economic sectors and to increase thédosss of climate
policy to society.

" They conclude that new strategies that foster atarknsformation (namely, the accelerated intridnof new
technologies) have been found to be effective amqmting both energy efficiency and renewable enéegiinologies.
They identify substantial positive benefit-costaatfor EPA’s Green Lights programme to suppoticefht lighting
technology and the World Bank’s photovoltaic markahsformation program, but approximately zerodfiérmost
ratio for the US ethanol programme.

> The oil industry illustrates how governments cedrass technology lock-in. The tax-rebate on desjemdrilling
has the same effect as subsidy schemes for reneeabigy technologies: it allows technologies \{tidmporarily)
differing costs to compete in a homogeneous prochacket. Producers in competitive renewable entxglynology
markets would face an incentive to reduce theidpection costs if they profited from the cost-saiigthe period
until competitors managed to replicate the improsets and the regulator reduces the subsidy lexelr@bate). The
market for renewable energy technologies exhilits difference to that of regulated oil productiBenewable
technologies are sold to investors in energy privoingproject developers or building owners). Thisestors will
buy the cheapest product of the technology typeé ratain the difference to revenues from energgssalherefore
technology producer will only receive the markedaring price. If this market is competitive, thee producer will
benefit from cost-savings only in the period utité competitors have replicated the cost-savirigeelgovernment
wants to increase incentives to reduce costs ip-texer drilling, it can keep the tax rates fixed & longer period,
thereby allowing oil producers to benefit from thedst-savings for a longer period of time (a simihechanism is
used to incentivise utilities to implement costingg under RPI-X price regulation). If the market fenewable energy
technology production is very competitive this abréduce incentives to innovate. In this case adit R&D support
might be required.

18



fields. With improvements through market experiemasts for deep-water drilling fell and governnsent
could reduce the scale of incentivés.

Tax levels in the electricity sector are lower thiamil extraction, and a tax reduction would noffige to
make new renewable technologies cost competitivBn@ncial premium is needed, either funded fromn th
general budget or through electricity consumersne&sd taxation to fund the budget creates economic
distortions (Duke, 2002), therefore it is econortjcpreferable and also more commonplace to incaieo
‘learning investment’ costs for energy technologieso the price of electricityAs environmental
externalities are not fully included in electriciprices, the modest addition to electricity priceakes
consumption decisions more efficient (Ismer andhdéi 2004)”

A variety of policy instruments are used to delifreancial support to renewable energy projects.

Up-front capital subsidies or investment tax deidust provide public financial support for the ialti
investment. The Japanese PV program has succgssfuibined direct investment aid and capital grants
with stable energy-prices guaranteed at the lefiebtail tariffs (net-metering). This is a simpleayto
support distributed small-scale projects and ceeftgv transaction costs. However, if too much a th
project funding is based on up-front payments &rdaductions, then Indian experience shows investor
might pay insufficient attention to turbine sitirdyrability and maintenance (Jagadeesh, 2600).

As technologies improve and the scale of deploynietrieases, experience shows that it is increasingl
important for incentives to support the value ofvpo produced, rather than just the investment reveard
performance, not merely the fact of installing @uqoent.

Labelling of electricity and relying on consumenpitde has been proposed as an alternative to obtigat
schemes. While this option might be attractivedrtan respects, it seems to have little impadhen
deployment of renewable energy technologies (EWED®4)’® Most consumers prefer renewable energy
but are happy to free ride, if their neighboursiimthe costs (Rader and Norgaard, 1998Yyith few
consumers opting to buy renewable energy at highigfs, they are supplied by existing rather timamuv
capacity.

Two main approaches have emerged to provide efeeatiarket-based support. One is to set obligations
provide a certain percentage of power from reneegmbl ‘renewable portfolio standards’ - generally
implemented with some form of tradeable ‘renewadbergy credits’ which electricity suppliers have to
acquire, either through own generation or purclaisthnese credits. These systems are perceived ® be
market-based instrument that limits governmentietence® One drawback is that no mechanism has been

7 Oil companies face three incentives to investiandvate. First, governments will only observe aestuctions
achieved by oil companies with some delay, ancefioee extraction taxes will also be adjusted wiime delay. In the
meantime, oil companies can retain savings fromeakictions. Second, in most countries, sevegabliicompanies
are active. It is unlikely that governments wilsdiiminate between these companies. Oil compapoiepete with each
other to achieve cost reductions while averagesaeshain higher. Third, governments require ongaingstment by
oil companies to operate existing oil fields andgpect for new oil fields. If a government setsassive extraction
taxes, oil companies will shift their investmenither countries. Repeated interaction servescasnnitment device.
" Industry competing in international markets carekempt but, preferably, international coordinaiimplies that all
countries should add similar burdens to their qusts. Alternatively, border tax adjustment, whichild be
implemented to support G@&rading, could be expanded to also compensatdifferences in costs for strategic
deployment programmes.

8 For some time wind power investment could be deated at 100% from Indian corporate taxes.

¥ The European Wind Energy Association concludes #ithough good in theory, in practice marketingggammes
which depend on the willingness of customers togdsa for “green” electricity have made little iengt on uptake.

8 Fewer than 1% of customers choose to pay a prertsupport renewables, rather than no renewalseggror a
power blend (Swezey and Bird, 2001).

81 Frequently, the main benefit attributed to matkading of renewable energy certificates is priguctions from
competition. This argument ignores the multi-lay@rket structure. Producers, installers and planoempete to
supply to project developers or investors irredgeatf the funding regime to which project develapare exposed.
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found to isolate markets for renewable energy figates from future policy decisions. The settirfgtiee
overall quota involves tradeoffs between investmesturity and inherent uncertainties about rates of
installation, and the quota value may be quiteabistaccording to a range of factors that helprdeie
how close the quotas are to being met at any gieémt in time®? As a result, revenue streams of renewable
energy projects are exposed to uncertainties frotin imarket uncertainties and future governmentsitacs.
With such regulatory risk, investors apply high&cdunt rates when evaluating future revenues aqdinme
higher total payments for projects to break e¥en.

Regulatory risk can be reduced if policies proviegally enforceable long-term guarantees. The Germa
feed-in tariff and the British auctions for long+terenewable contracts under the Non Fossil Fuéb&tion
(NFFO) in the 1990s defined electricity prices foost of the project lifespafi While the tariff is fixed for
the lifespan of a project, it can be adjusted yBayear to represent technology advances for n@jeqis
coming online. Fixed prices have the additional dfi¢rof insulating investors from the regulatorgki
caused by future changes to electricity marketgiedror renewable energy plants, other than biogsne
fixed off-take prices do not distort the efficiesfieration of the plant, because the system opeda&s not
require marginal prices to give priority to techogies with zero fuel cosfs. The increased investment
security associated with long-term guarantees esitie cost of financiny.

As an alternative support mechanism in the US, ymrtidn tax-credits are used to offer investorshtemefits
during the project’s life. But tax schemes are tiesgly modified, investors face risk and discoums t
benefits and higher payments are needed to enmjeets break even (Crooks, 1997).

Overall, experience of different policy instrumergsnixed. There is some indication that mechanigras
expose investors to regulatory risk or uncertaatigut future market designs are either more experier

the ratepayers, or do not result in significanestment. Mechanisms that do not provide technolpggiic
support premia inevitably focus investment on thestcost effective technology available and do not
encourage improvements through market experiencehef renewable energy technolodf&She optimal
policy instrument or mix of instruments might degdean the local and technology circumstances. A
harmonisation of instruments does not seem to geined, as the mechanisms predominantly affectl loca
project developers and investors. These local a¢t@m contract out technology and constructionices
and negotiate the best possible price. Therefaglaal market for renewable technologies is contybeti
with a mix of support mechanisms, as we can alreaddgrve today.

10 Resear ch, Development and Demonstration

Innovation is frequently pictured as a linear pss;etaking a new technology from research and
development to demonstration and strategic deplaymaetil the technology can finally compete in mass
markets (Foxon and Kemp, 2004). Tidal, wave andrsmncentration are at an early stage of the iatnov

process and require extensive demonstration psojecexplore options and improve solutions. However

82 |n Admire Rebus (2003), it is argued that goveenta should set targets beyond 2010 to ensuretmeed market
for renewable electricity and to provide regulatsegurity to investors.

8 A programme for financial assistance must remgihls for at least ten years (Moore and lhle, 1999)

8 The regional transmission system operator or tREQIpurchasing agency were the counter-party teah&acts.
Even with the introduction of the new bilateral ketrdesign (NETA) and funding mechanism for rendesin the
UK (ROCs), the NFFO purchasing agency remains toater party for existing long-term off-take comtsawith
renewable energy projects.

8 Danish experience shows that it is still possiblénd arrangements within the feed-in mechanisrallow the
system operator to reduce short-term output fromdwurbines if required for system purposes (spitid).

8 See Butler and Neuhoff (2004).

87 He suggests that one of the reasons for the snaaket share of ethanol in highway gasoline saléiss reluctance
of investors to invest in grain ethanol productiadgilities, as the federal tax incentive is freqgiyemodified (three
times between 1978 and 1997)

8 New investment will predominantly go into the chest renewable, not allowing for improvements tigtomarket
experience in other technologies. Bird and Swe280%) report that wind accounts for 98% of new veaddes
installed under green marketing programmes.

20



more advanced technologies like wind and solar Rd aeed research and development to improve their
performance. Market experience from strategic depent programs then refines the research resuitgfin
the same time helps to identify new research needs.

Industry can only appropriate a fraction of the éfga of research and development investment &t efic
these stages (Margolis and Kammen, 1999mechnology ‘spill over’ in the energy sector isge’®
investors face difficulties in evaluating intangiblesearch and development outpugnd regulatory
intervention can cap profits in the case of pat#mking research succéé3herefore it is generally accepted
that public support is required to achieve therpatiinvestment levef

8 They survey estimates of returns on R&D acros®uarsectors. Estimates of the social rate of netar R&D
investment are around 50% and the private ratearatend 20-30%. This shows that only a fractiosaxfial returns
are appropriated by private investors.

% Research results ‘spill over’ to competitors ameréfore provide more benefit to society than ®itivesting
company. As the investing company only captureaetibn of the benefit, it tends to invest lessthdat is socially
optimal. According to Azar and Dowlatabadi (1999erwhelming empirical evidence exists for the ¢stesit (since
Mansfield, 1968) under-investment of private firm&Rk&D. Economists have found private rates of metio R&D
consistently above 30%.

Improvements in patent laws are frequently propdeedcrease incentives for innovation, and thera high
correlation between research and development mpdipatent output (Jaffe, 2000). Mansfield (1988ysyed 100
firms in 12 industries. Patenting was consideratfinmental to the development of innovations is ksn 20% of the
innovations, with only the petroleum industry (25%h)emical industry (38%) and pharmaceuticals (68&6)wing
high impacts of patenting. Rather than incentiggiesearch and development, Cohen et al. (200@estuthat firms
patent in order to prevent competitors from patentelated innovations and to improve their negiotigposition in
patent infringement lawsuits. According to JafféR), patenting could be a “zero-or negative-sumefor society]”.
L Investors encounter difficulties in verifying thaality of research and development efforts of canigps, since
results are intangible for several years beforérthevation reaches the market. Alic et al. (2088jess private public
research partnership under the Advanced Techndétooggram in the U.S. “[Time] Lags, along with thé&idulty
inherent in retrospective evaluation of factorgetiihg the timing and character of innovations, engklifficult if not
impossible to attribute specific commercial advgetato funding awarded much earlier.” As a reseiearch and
development intensive companies are systematiagatier-priced by the market (Based on a study by(R804) of
more than 750 firms in sectors with substantial Ri&lhe period 1983-2000). This has led to suchpames shifting
funds away from basic research towards product fisatibns and extensions. The allocation of R&Ddarto directed
basic research [of members of the industrial resemstitute] declined every year from 1993 to 2@98&vour of
modifications and extensions of current produces/(12004).

92 Renewable energy technologies compete in elegtridiolesale markets that were frequently exposeedgulatory
interference (e.g. price caps). Governments orladons are also expected to intervene if a competiya path-
breaking energy innovation extracts monopoly rehitss reduces incentives for private investmenoirg-term
research and development. Government is less ltkedxpropriate inventors, if this would risk futlinventions, as in
pharmaceuticals.

% Macroeconomic analysis attributes about 50% ofientic growth to technology change (Jorgenson arlddAgn,
1990).

It is unlikely that pubic support of R&D has a detental effect on our economies. Goulder and SdangiLl999) argue
that increasing R&D expenditures in carbon-freéatetogies could crowd out R&D in the rest of themezmy and
therefore reduce overall growth rates. However rAral Dowlatabadi (1999) refer to Mansfield’s (1p68nvincing
counter argument: radical technological changetwijbger more research overall and therefore irsgeonomy-wide
productivity rates.
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Figure5 I EA country public R& D expenditure on ener gy technologies (IEA database of R& D)

Industry funded R&D focuses on the domain of emiptexpertis&' and on improvements that can be
leveraged in the short term (Anderson and Bird,2)89This suggests that public funding will be the main
driver for longer-term developments in new techggland production processes for existing renewables
exploration of untried renewable technologitsnergy system integratiShsuperconductivity® and non-
hydro storage technologies. The innovation protesst linear but entails various feedback loopsvben
market experience and research activities. Thigestg that cost and efficiency improvements intigs
renewable technologies (Luther, 2084quire a parallel increase in strategic deployreéiorts and public
research funding?®

% Companies tend to focus their R&D expenditurehmirtexisting areas of activity. Jelen and Blackerbed that
companies fund internal research, development amtbdstration in rough proportions to sales reve©@83). The
market volume of renewable energy technologieslismall and therefore industry R&D is likely twe small.
According to preliminary data provided by the DolEiyate sector research and development expenditmeyarious
renewable energy technologies are as much as 1086rer of sales revenue, comparable to other higimtdogy
industries (PCAST 1997).

% The benefits of R&D may not arrive for two to tardecades, which is beyond the planning horizorveii the most
forward-looking companies.

% According to Kammen (2004), organic cells are fming seen as possibility to provide PV at costsvb&)S$0.50
per peak watt.

" For example, additional research and developnféart®are required on storage technologies anérsamductivity
to facilitate energy backbones.

% Electric energy demand is likely to grow as améasing fraction of industry energy demand is Satswith
electricity. Furthermore, renewable energy resaieze not always close to final consumers, argllikély that the
most efficient means to transport the energy id based. It is therefore likely that existing grids/e to be expanded
(Hoffert et al. 2002). Superconductivity, improwsdh additional research, development and deploymeould
reduce transport losses and costs.

% He provides a list of aspects of renewable entagynologies that warrant additional R&D support.

1% Qver the period 1973-1995, Japan spent about B3iflon (in 1995 prices and exchange rates) os,RW which
22% was spent in R&D (Gruebler et al. 1999). In208e three countries with the largest PV prograsnevoted
31% of PV support for RD&D and the remainder toldgment (based on PVPS (2003) and data for Japam&hy
and the US).

For example, a change towards a crystalline PVymiiah process that is not derived from the chipdpiction process,
but entirely optimised for PV, might reduce costd anergy input but would require the developmémeov
production methods. This would be beyond the sadmeid-sized companies particularly active in thé groduction
field.
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Figure 5 shows that in the last decades only aldnaation of public energy R&D funds of IEA couids
have been allocated to renewable energy technsloigies than 8% in the period 1987-268@iven public
expectations and policy commitments it is surpgsthat renewable energy technologies continue to be
funded at a low level relative to nuclear and flossiergy. This picture is even more disturbingwi
consider that private R&D expenditure in the enesggtor is extremely low. In the US, as a typicample,
0.5% of sales revenue in the electricity sectateigoted to R&D, compared to 3.3% in the car ingu8%6

in electronics and 15% in pharmaceuticfs.

Figure 6 shows the allocation of public R&D fundsdifferent renewable technologies over time. Total
funding has dropped after the initial interest trdathrough the oil shock in the 1970s, and hagedta
constant since.
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Figure 6 Public R& D expenditure on renewable ener gy technologiesin | EA countries (IEA, USD2000)

However, the aggregate picture hides the largertaingy to which individual research streams angosed.
Funding levels for individual technologies in inidival countries have changed by more than 30%duatab
half the observation yeal$. This ‘roller-coaster’ of research funding limiteetability of laboratories to
attract, develop and maintain human capital focessful research and development.

191 The total public funding for energy technologiesEA countries in the period 1987-2002 was US$ Biflibn, 50%
allocated to fission and fusion, 12.3% to fossdléuand 7.7% to renewable energy technologiese@-2000 US$ and
exchange rates, International Energy Agency, 2004).

Margolis and Kammen (1999) show that total investinie R&D in the US increased from US$100 billion1i976 to
US$200 billion in 1996, while US energy R&D decredidrom US$7.6 billion to US$4.3 hillion.

Renewable fuels make up 4% of the United States*ggnsupply, yet receive only 1% of federal taxenglitures and
direct fiscal spending, excluding revenue outlaystfie Alcohol Fuels Excise Tax (Herzog et a., 2001

192 According to National Science Foundation (2008gltprivate funding for industry-based R&D in theergy sector
in the US in 2000 was $1.151 million. Revenuesletteic utilities are about $240 billion (4000 TWimes 60$/MWh
assumed average final electricity rate), suggestiRg:D quota of 0.5%. This is an upper estimatescase energy
R&D is devoted to non-electric energy supply. T8hare of R&D on sales revenue compares to, acaptdiflice et
al. (2003), 3.3% for auto industry and 8% for alecics. See also endnote 57.

193 Based on own analysis of R&D data provided by IKAmman (2004) concludes that national research and
development programs have frequently have exhibiiter-coaster funding cycles.”
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11 I nternational

Cost reductions in renewable technologies or theaduction process occur on an international scale.
Therefore strategic deployment not only reducebnielogy costs for users in one country, but als® da
positive impact in other countries. Global welfarereases with the number and scale of strategic
deployment programmé’ Such joint learning experience can be facilitatstiandards are harmonis#4.

The objective is therefore to achieve coherenceniergy and technology policy. This is not the same
convergence of policy instrumert§which is perhaps not even desiraffeRenewable technologies are
traded in competitive markets, which already susfedly interface with a variety of support mechanssin
different countries®® Costs of strategic deployment programs can bedatini¢he tariff bills of national
consumers without significant distortioH8.

How many countries will autonomously develop or amg strategic deployment programs for renewable
energy technologies? Results from research andageaent not only ‘spill over’ between companies but
also between countries. This might induce natigg@alernments to free-ride on foreign research and
development efforts, undermining the objectiveawfé-scale deployment of renewable energy techiesiog
(Barreto and Klaassen, 2004}.However, the benefits from unlocking renewablehtedogies are a
multiple of the costs of the learning investmeritefiefore, it can be advantageous for individuahtiées to
finance learning investment, even if they only capta fraction of the global benefits. Furthermoragjonal

194 Models with endogenous technological change tylgieasume global learning rates. See Barreto ayptdos
(2000), Gritseveskyi and Nakicenovic (2000) and Maand Richels (2002).

Bottazzi and Peri (2004) use a panel data anabysisall industries to show that internationallyngeated ideas have a
very significant impact in helping innovation ircauntry. As a consequence, a positive shock toviaien in a large
country has, both in the short and in the long eusignificant positive effect on the innovationadifother countries.
1% Barreto and Klaasen (2004) use the ERIS modéidavshat with global learning optimal investmentémewable
technologies is increased.

1% The standardisation in the Telecom sector allowamsfer of mobile equipment between most mari@tstently
wind turbine producers face difficulties, as thmdmwer electronic equipment has to satisfy differequirements in
many markets.

97 proponents of tradable renewable energy certificatgue that international trading of certificatbsws developers
to access the best wind and solar resources. atienal trading might reduce short-term costs, Whire easily
guantifiable and therefore typically emphasised. iBternational trading ignores the fact that obgotive of strategic
deployment is to foster local industry and insidoal learning. All regions will have to developpedoilities to install,
administer and operate renewable energy technaloglés reduces transport and balancing costsakes account of
the fact that excellent resources basis are limDedeloping local capabilities to apply renewatelehnologies does
not preclude the opportunity to complement loc&rgyg supply with large-scale international tradeafpetitive
output from renewable energy resources.

198 policy-makers should channel funds for technoldgyelopment and diffusion through multiple ageneies
programs to promote competition and support a ditseof options rather than particular technologat@ices (Alic et
al. 2003).

199 Rowlands (2004) summarises the EU debate leaditigetrenewable quotas. In the event, member setizised
the autonomy to choose their preferred instruments.

10 These costs are small relative to the electrimiiye differences already observed between cosntiie2003 the
average retail tariff (class Da, Italy Dd) in EUuctries (Euro-zone) was 18.12 Euro/MWh with staddieviation of
4.70 Euro/MWh. The average tariff for large indiadtcustomers was 58.8 Euro/MWh with standard algom of
12.36 Euro/MWh (Eurostat Statistics in focus, Thé8n21/2003). This compares to less than 4 Euro/Mide
increase to cover costs of the current deploymeagram.

The 4 Euro/MWh are calculated as follows: 6.1%leteicity in Germany was produced in 2003 from rmewewable
energy sources with an average remuneration of Bdr8/MWh. The costs above wholesale price level
(~30Euro/MWh) are shared among all consumers witiejgtion of exempt industrial customers (6% in 2003
(http://www.vdn-berlin.de/aktuelledaten_eeg.asp)

™ They suggest on page 74 that learning spill-oveictresult in a lack of incentives for [individliabuntries to pay
for the ‘learning investments’, because other coestcould be free riding. It is not clear to wkatent technology
‘spill-over’ prevents public investment into enettgghnologies. For example, US federal and statergments and
some industrial corporations spent US$5.6 billiorresearch and development in the Clean Coal Téatyo
Demonstration Program. (IEA 2003).
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industry policy and national institutional learnimgovide additional arguments to pursue or expand a
strategic deployment program.

National politicians or administrations will be neassuccessful in pursuing strategic deployment gy if
these programs are coherent with similar initiatiue other countries (Barreto and Klaassen, 2664).
joint public declaration or non-committing staternenade by the Johannesburg Renewable Energy
Coalition, the G-8 (G8, 2001), or similar instituts, could express support for stretching targets f
increases in research and development budgetsraiegit deployment funding. This could provide a
reference point for national policy debate and $otlhe attention of national administrations on gyer
technology policy.

An international agreement that supports the girageployment of several renewable energy teclyiedo
would have the advantage that that the nationalyrpioned technology of each country could be e
This is likely to increase the number of participgt countries. However, it would require a lengthy
international process to foster such an agreerasrdgmonstrated by negotiations of the Kyoto Pobtand
the dilzfligulties experienced with the EU policy-nmadk process in defining a renewable quota (Rowlands
2004).

It might be easier to foster agreements for indigidtechnologies. For example, the ConcentratinigrSo

Power Global Market Initiative (GMI) of several Euegm, North American and North African countries
aims at deploying 5GW of solar concentration in tlext 10 years. The resulting learning-by-doing is
expected to reduce costs and allow competition mithrange generation capactty.

Implementing Agreements of the International Enedyyency focused in the past on research and
development and particularly on information promisiand exchange. They exist in fields such as bio-
energy"®, climate technology initiatiVé’, photovoltaic power system§ solar heating and coolifi§ wind
turbine systems, but also in fossil technologiesrgy efficiency, and other topics (41 Agreementall)*°
Total spending under the collaborative programmeniy $120-$150million per year, of which renewable
get a minor sharg’In principle there are no objections to using thedibility provided by the IEA to
support internationally coordinated deployment paogs.

Partnerships with developing countries could previdutual benefits. OECD countries would benefitrfro
larger markets and lower production costs, whilevettiping countries would obtain access to new

12 They suggest to forge sound international coojmeran research, development, demonstration antbygregnt
activities for technologies that could contributenitigate greenhouse gas emissions.

113 He describes the European debate about the dtsfilit renewables. During the debate, the scopefivss
broadened, e.g. keeping the option for large-dogdeo plants open, and yielding to pressur frorytdne Netherlands
and the UK to include municipal and industrial veagubsequently, the definition of renewables waadened to
allow for directly combusted, and not digested, teras contribute to the renewable quota.

114 Seehttp://www.solarpaces.org

5> One of the largest Implementing Agreements sir@#&4Jaims to accelerate the use of environmentaling and
cost-competitive bioenergy on a sustainable ba#is,//www.ieabioenergy.com

116 with focus on technology transfer and capacityding, but in the status also accelerated developrued diffusion,
www.climatetech.net

H7with the aim of contributing to the cost reductiwfitheir applications, to increase awarenessaeif fiotential and
value, to foster their market deployment by remguechnical and non-technical barriers and to ecdagchnology
co-operation with non-IEA countriesttp://www.iea-PVps.org

118 (Since 1974) Production of reports on the solarrttal collector market and solar energy activitiedEA countries
and starting new work in the areas of storage,strial process heat, and building energy analpsilstwww.iea-
shc.org

11970 stimulate co-operation on wind energy researzhdevelopment and to provide high quality infaioraand
analysis to member governments and commercial sieetders: addressing technology development apkbgeent
and their benefits, markets and policy instrumentgw.ieawind.org

120 Antonio Pfliiger, Head, Energy Technology CollatioraDivision, International Energy Agency, Bon2004
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technologies, new employment opportunities and aeddossil fuel cost€* All participants would benefit
from reduced emissions. One step towards faciliiatiuch co-operation would be the expansion of #xpo
credit guarantees for renewable energy technoldtfies

12 Conclusion

Resource assessments suggest that renewablessatiafgt a much larger share of global energy demand
This would enhance our security and environmentwéi@r, the market share of renewables will not
increase unless new energy and technology pobddeess the following barriers:

1. Traditional energy technologies are not expdsefllll security and environmental costs and offer
energy below the level of total social costs. Lewglthe playing field implies re-allocation of ten
between stakeholders and is therefore a slow podesthe meantime, subsidies for renewable
technologies might be required to ensure efficiamtestment decisions, and subsidies for
conventional technologies should be reduced.

2. Markets and tariff structures are designed artishiged for fossil generation technologies. They do
not address the specific requirements of renewalflesible operation, long-term contractual
arrangements to reduce financing costs particularbn environment with high regulatory risk, and
simple procedures with low-transaction costs feirtemall-scale nature.

3. Renewables are at different stages of developraed fit into different markets. Therefore, pgli
support needs to address the specific stage anletnaf each renewable. For emerging and
innovative technologies, this means increasingtantially the collective investment in RD&D, and
for those entering the market, increasing the lefeeployment incentives. Several countries
applying strategic deployment in parallel will deedndustry confidence in continuous market
growth.

The discovery of a new energy technology that solydesolves all energy challenges would be grmait,
has not happened in the past and is unlikely toriecthe future. In contrast, we have consisteolgerved
that technologies become more cost effective withrovements through market experience. Howeves, thi
does not happen autonomously - most renewable eterhnologies are locked-out from large-scale etark
experience because the playing field is uneven artbus barriers and technology spill-over prevent
industry from financing the learning investment.idt in the power of governments to unlock these
technologies.

21 The disincentive for innovation in energy techmyiés due to international technology spill overldqurovide an
argument to create international partnerships, &bee party gains access to a broader markesfpraducts, thus
being able to benefit from a larger potential farhing-by-doing effects, while the other partyngadccess to less
polluting and more efficient technologies (PCAP 909

122 UNEP suggests an expansion of the repayment perib8 instead of 12 years corresponding to thgdofife time
of energy projects.

Micro-credit linked to micro-enterprises can hawvasiderable success in both promoting renewableygnese and
meeting poverty reduction goals (Johansson eD84 R Strategies to include renewables in hon-gneegtors, such as
water supply, health, education, and communicatansignificantly enhance energy access (Johartsain2004b).
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Appendix |

This appendix first summarises the assumptions rteadalculate how much learning experience is regui
to make PV cost competitive with conventional gatien capacity. Then the results are compared thith
results of other studies.

Assumptions

The calculations have been performed for threeddéarning rates. The row labelled ‘Slow’ improvents
through market experience correspond to cost ramhscof 17% with each doubling of cumulative inkdl
capacity, ‘historic’ to 20% and ‘rapid’ to 23%. IHR000) assumes learning rates between 18% and 2&2%.
a survey of learning rates in energy technolodieonald and Schrattenholzer (2000) suggest that the
estimated learning rate of 20% for solar PV modbksed on global installed capacity in the peri@at
1998. PV is applied both in markets for high vabffegrid and distributed PV and in centralised afisttions
to gain sufficient scale.

Long-term costs of fossil generation are likeotabovee35/MWh. This is based on Reinaud (2004) who
calculates long-term average CCGT production cos&29.18 /MWh. However, if gas prices stay above
the prediction of the 2002 World Energy outlook8RIbtu, e.g. at $3.6/Mbtu, average production costs
increase t&€35 /MWh. Adding some environmental externalitiese(the section on the uneven playing field)
makes it likely that wholesale price of electrioitill be at leas€50/MWh.

An additional uncertainty is caused by the choicesal interest rate. | assume 5%, resulting imamual

capital cost of 8% of investment. Increasing theriest rate to 7% increases costs of learning imesg by
29%, whilst reducing the interest rate to 3% redumssts of learning investment by 27%.

The net present value costs of learning investnieerease by 3% if we assume a linear increase of
wholesale prices frori35 /MWh in 2005 ta€50 /MWh in 2015, rather than a constant wholesalee pof

€50 /MWh. This is because of the initially low engqroduction from PV modules. The net present value
(NPV) is calculated globally for investment untd4D, using 5% real discount rate.

The following figure shows the distribution of thexjuired subsidies over time. First, where subsidie
provided as investment subsidy, the difference betwthe PV system cost and the expected futuraueve
stream must be covered. After the peak in 2010¢&3¢s fall more quickly than market growth, but
subsequently high value market segments are begmainrated, and lower market segments must be
addressed. This results in a second peak of subsigyjrement.
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Alternatively feed-in tariffs or renewable porifolstandards provide revenue streams over theitife-of
the project and therefore delay the requiremenpidniic financial support. Over the guaranteedque(e.g.
20 years), the difference between market valueguadanteed feed-in price must be covered by sudssidi
At this level of abstraction, the present valueteas feed in tariff, renewable portfolio standaadd
investment subsidy are identical. In reality, irtees face higher capital costs due to price andlatgry risk
involved in renewable portfolio standards whichréases the required public financial support.

Comparison

According to my calculations, about 200-250 GW ¥®f Will be installed globally at the end of the pmti
and PV can compete in the wholesale market. IEA@2@redicts a break-even of PV with fossil fuel
technologies at cumulative production of 200 GWthia base, case wi#b0 /MWh conventional generation
costs, | calculate break-even at 115 GW at redsggetem prices and 250 GW at full system pricesré& he
might be a typographical error in the IEA (2000pjeation, as they suggest that break-even poiod @W
installed capacity) will be reached in 2025 wit/dg§rowth rates. Going back to 1999 data, this regui
30% growth rates in sales (or equally installecaciétyg). Based on the additional data availablerdfte IEA
publication, | assume 35% growth rates and break-dor non-integrated systems funded at the whiglesa
price will be reached in 2023.

In the base case of my calculati&2® billion of public subsidies are required spreadr the period 2005-

2023. This figure compares to US$4.2 trillion oféstment in electricity generation capacity reqlire

between now and 2030 (International Energy Agef692). G8 (2001) does not quantify the learning

investment costs, but also assumes PV growth cat85% and according to Annex 1, Figure 9, glaizalh

flow breaks even relative to business as usuad282

Strategic deployment costs in my study are lowan ttalculated in a previous IEA (2000) study, beedt

is assumed that high-value market segments aretéalg

(1) costs are reduced BA17 billion relative to the IEA study if PV modulase connected to distribution
networks produce higher value electricity.

» Assuming that an OECD market of about 50 milliorrectly-oriented houses allows for 2
million installations per year (given a 25 ye&ediime), of which 1 million will be new
installations. PV modules to produce 3 kW requizd m”~2 (1000 Watt/m”2, 13% efficiency
of cell, 95% efficiency of power electronics). Tefare a very rough approximation suggests a
high-value distributed market of 6GW per year, tiakh 3GW are installed together with new
buildings and 3GW are retrofitted. Subject to thaximum market size, 50% of grid-connected
global market is allocated to the new buildings 26&b to old buildings. This represents the
possibility of designing policy in such a way thigh value segments are targeted first, in order
to minimise subsidy requirements.

» Doubling the size of the high-value distributed kear(and take-up rate to 65% and 30%)
reduces net present value costs of investmentdtegic deployment t&€14 billion in the base
case. Reducing the high-value segment by 50% anuoiréisg lower take-up rate increases cost
to €27 billion. The value of electricity in this diditited generation market segment is assumed
to be twice the wholesale price.

» Duke (2002) showed that correlating PV output witiolesale prices increased the energy value
of PV electricity by 2-3 times. Moskovitz (2002, qed in Duke, 2002) reports average US
distribution costs of US$25/MWh with marginal rafemm US$0/MWh and reaching
US$200/MWh if capacity constraints are reached.e®emote 26.

* The Japanese PV program has the target of redB&irgystem costs to US$3.000/kw by 2007
(IEA 2000). Given a 25-year depreciation and lopaieese real interest rates of 2%, this price
corresponds to a value of electricity in the disttion network of US$100/MWh (alternatively,
the higher Japanese power prices might also justdjects at higher interest rates). My updated
calculations (with four years of additional datajuld predict the break-even point for the year
2008, at 35% global market growth. However, otlteemtries face higher real interest rates than
Japan. Furthermore, | assume a 20-year depreciatjpmovide a reserve for possible
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maintenance of costs or efficiency losses towdrdsend of the PV and system life-time. Break-
even aE$100/MWh then requires a reduction of system castg.1000/kw.

» If strategic deployment is restricted to high-vatligtributed resources, which could sell their
output at twice the wholesale price (€400 /MWh), strategic deployment costs can be reduced
to€12billion (net present valugl0 billion). However, the market size is likelygtay remain
limited and therefore learning will be slow. Assagnia global annual market of 6GW plus
0.7GW off-grid applications, the break-even poortdther applications would move to the year
2055. The global market would stagnate after ttee 2815 at 6.7 GW. This provides for fewer
opportunities to invest and experiment in new @apbssibly further delaying the break-even
point.

(2) Costs are reduced B¢6 billion relative to the IEA study if PV modeleeanstalled as part of new
buildings.

» | use the average of indicative module prices @f2in the three biggest mark€& 400 /kw
(Japare€3.900 /kW, USAE3.400/kW and Germar2.900/kW, covering 92% of installed
capacity altogether). The average installed sygteéoe is€6.600/kW (Germang5.600 /KW,
Japare7.200/kW, USE6.900/kW). (Source: PVPS 2003)

» If modules are installed with new buildings, iissumed tha1.600/kW of thee3.200/kW non-
PV-module system costs can be saved. This isthdtrof optimisation of the building and
installation process and exterior functions covdrngthe modules.

(3) Costs are reduced B2 billion relative to the IEA study if off-grid afipations of PV create additional
value.

* The next figure shows that, initially most PV wasdsto commercial and domestic off-grid
applications. The off-grid market is growing at 1§% year (1992-2002) but is too small to
support large PV production increases. By 2003, tlekan 10% PV capacity was installed off-
grid. Significant sales increases require a gridreated market.

1400 -
1200 -
1000 -

800 - Grid
600 connected

400 -
200 - Off-grid
0 |

Cumulative installed capacity (MW)

U D >0 H A
R IR e e R

3 O & &
LSS
NN NN SIS

>
D” O
NN N S S )

Figure: Global cumulative installed PV capacityifferent market segments (Source PVPS, 2003).

« Kammen and Duke (2003) estimate a total long-tearkat potential of 20 GWp. (50Wp to 400 million
unelectrified homes). Ybema et al. (2000) estima®emillion solar home systems have been installed
by 2000, with a long term potential of 325 milligkssuming some financial constraints, the maximum
installation per year is set to 700MWp, startin@¥W in 2005 with a 35% growth rate. Increases and
decreases of the take- up rate and maximum ingtalley 50% changes total strategic deploymentscost
by only 4%.

* The little impact which off-grid applications hawa the total costs of strategic deploymei# illion)
confirms Duke (2002): “Solar home systems havestessiin the early commercialisation of PV
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technology and remain a useful tool for rural degetent, but they are unlikely to play a major liale
future PV module buy-down efforts.”

These three factors explain why the base caseaseasulable 1 require lower learning investmennthze
base case of IEA (2000) of US$60 billion or thegafrom US$50-100 billion suggested by the
International Energy Agency (2003).

Duke (2002) performed a similar calculation. In hsse case, PV module sales grow at 30% until 2014
(based on strategic deployment) when break-evereashed for distributed generation and strategic
deployment programmes are stopped. Subsequentbs sB'rease at 20% per year until they reach an
assumed cap for distributed generation of 100GW/yea&2028. In 2030, PV would contribute 11% to
electricity demand. Strategic deployment costs US$8lion and produces a net benefit of US$156dwil
(learning rate 20%, discount rate 5%). Duke ontyunees about half the deployment costs depictethinie

1 as strategic deployment is only applied to thyhdvialue distributed market. This also results oeky of
larger scale application of PV competitive in thieolesale market — Duke only obtains half the NPVhef
project described here. Both approaches achievesatine cost-benefit ratio.
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