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Abstract—A technique that can suppress multiple-access inter-
ference (MAI) in space–time block-coded (STBC) multiple-input–
multiple-output (MIMO) code-division multiple-access (CDMA)
systems is developed. The proposed scheme, called a constrained
minimum mean square error (CMMSE) receiver, is an extension
of the CMMSE receiver for a single-input–single-output system
to MIMO systems. It is shown that the complexity of the proposed
CMMSE receiver is almost independent of the number of trans-
mitter antennas. The advantage of the proposed receiver over the
existing receivers for STBC CDMA systems is demonstrated by
comparing the closed-form expressions of the signal-to-interference
plus noise ratio and simulated bit error rates. The results indicate
that the proposed CMMSE receiver can provide a significant
performance improvement over the conventional receivers and
that the gain achieved by suppressing the MAI can be larger than
that from increasing the transmitter or receiver diversity.

Index Terms—Adaptive interference mitigation, code division
multiple access (CDMA), constrained minimum mean square
error (CMMSE), multiple-input–multiple-output (MIMO), space–
time block coding.

I. INTRODUCTION

I T HAS BEEN recognized that the capacity of a communi-
cation system can be increased by employing a space–time

block-coded (STBC) multiple-input–multiple-output (MIMO)
system equipped with an maximum likelihood (ML) receiver
that optimally combines received signals [1], [2]. However, in a
code-division multiple-access (CDMA) environment, especially
for frequency-selective fading channels, such a system suffers
from multiple-access interference (MAI) and its performance
rapidly degrades as the number of users increases. This is because
the ML receiver treats MAI as additive white Gaussian noise
(AWGN). As in the case of conventional CDMA systems, the
suppression of MAI is also important in STBC CDMA systems.
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Recently, several linear multiuser-detection (MUD) tech-
niques have been proposed for reducing the effect of MAI in
STBC CDMA communications over quasistatic channels. In [3]
and [4], the authors introduce linear MUDs that jointly perform
MAI suppression and space–time (ST) block decoding based
on zero forcing (ZF), modified minimum mean square error
(MMSE), and minimum variance criteria. These techniques
require the knowledge of the spreading sequences for all users
and simultaneously detect all users’ symbols. Therefore, they
are mainly useful for uplink communications. An ST-MUD
algorithm that is applicable to downlink communications is
proposed in [5]. This scheme consists of an MMSE-based linear
filter for MAI suppression followed by an ST block decoder.
However, it also requires excessive information including the
spreading sequence of the desired user, a training sequence, and
channel-state information (CSI) for evaluating the filter coeffi-
cients. In [6], a blind adaptive algorithm for joint MUD and ST
block decoding is developed. The algorithm is based on subspace
tracking and is useful for both up- and downlink communica-
tions. However, it needs spreading sequences for each user,
where is the number of transmitter antennas, to distinguish
the signals of a user transmitted from different antennas. As a
result, the maximum number of total users in the CDMA system
is reduced by the factor of . In the current work, we develop an
alternative algorithm that can avoid such difficulty by extending
the adaptive constrained minimum mean square error (CMMSE)
receiver for single-input–single-output (SISO) CDMA [7], [8]
to STBC MIMO systems. The proposed receiver consists of
adaptive CMMSE filters for MAI suppression followed by a
combiner that jointly performs maximal ratio-type combining
and ST block decoding. It is applicable to both up- and downlink
communications. The information required by the adaptive
technique is almost minimal in the sense that it only requires
the spreading sequence of the desired user with the exception
of periodically inserted pilot symbols, which are provided for
tracking the channel parameters of the desired user. Due to the
estimated channel parameters, the algorithm only needs one
spreading sequence for each user, in contrast to [6]. Furthermore,
the adaptive CMMSE receiver employs the MMSE criterion in
[9] and can be applied to time-varying channel environments. A
statistical analysis and computer simulation results indicate that
the proposed receiver can provide a significant performance
improvement over the existing receivers.

The organization of this paper is as follows. The system
model is presented in Section II and the proposed CMMSE

0018-9545/04$20.00 © 2004 IEEE
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Fig. 1. STBC MIMO system with P transmitter (Tx) and M receiver (Rx) antennas in multipath fading channels.

TABLE I
VARIOUS ORTHOGONAL ST BLOCK CODE MATRICES WHEN INPUT BLOCK IS

[d ; d ; . . . ; d ]. HERE, THE NOTATIONS G AND G ARE INTRODUCED

BECAUSE THEY ARE USEFUL FOR EXPRESSING THE COMPLEX CODE MATRICES

receiver for STBC CDMA systems is developed in Section III
and is statistically analyzed in Section IV. Finally, Section V
presents simulation results demonstrating the advantage of the
proposed receiver over the existing receivers.

II. SYSTEM MODEL

The communication system considered in the current paper,
as shown in Fig. 1, is a MIMO system with transmitter
and receiver antennas operating in frequency-selective
channels, which are assumed to be quasistatic so that the path
gains are constant over an ST coded block and vary from
one block to another. The information symbols for the th
user entering the ST block encoder are grouped into blocks
of length . Each block is then converted into a -by- ST
coded block, denoted by , where is the code rate
for the ST block code and is the index of a coded block.
For the sake of simplicity, the attention of the current paper
is limited to rate 1 and 1/2 orthogonal ST block codes with

[2]. For such codes, rows of are mutually
orthogonal and columns of consist of vectors whose
entries are from either or

, where
denotes the original data block entering the ST

block encoder (for example, see Table I). For each time,
symbols in a column of are simultaneously spread and
then transmitted through antennas. Specifically, the symbols
in the th column of , denoted by , are spread at
time by a normalized spreading code ,
where for and

, otherwise. Here, denotes the number of chips per
symbol.

It is assumed that the propagation delay of the th user’s th
path, denoted by , is a multiple of the chip duration . The
received signal is passed through a filter matched to the chip
pulse shape and sampled at the chip rate. Suppose, without loss
of generality, that the first user is the user of interest and that

. Then, the sampled signal at the th receiver
antenna can be expressed as

(1)

where ,
, and

denotes the equivalent impulse response of the quasistatic
channel, which is assumed to have paths, between the th
transmitter and th receiver antennas. The term denotes
the sum of the intersymbol interference, multiple-access
interference (MAI), and background noise. In vector form,

is expressed as

(2)

Here, , ,
is an -by-1 vector with all zero elements, and

. In matrix form,
is written as

(3)

where , ,
and is an -by- matrix whose th entry is given
by . Dropping the time index and subscript indi-
cating the desired user for notational simplicity, (2) and (3) can
be rewritten as

(4)

(5)
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Fig. 2. Adaptive CMMSE receiver for STBC MIMO CDMA system withM receiver antennas.

The derivation of the CMMSE receiver requires the correla-
tion matrices of . These correlations are derived under the
following assumption.

Assumption 1:

• Original data before ST coding are independent random vari-
ables with a zero mean and average power of one.

• Channel parameters in (1) are independent for dif-
ferent values of , , and and have a zero mean.

• Data and channel parameters are mutually independent.

Property 1: The correlation matrices of , denoted by
, are identical to each other.

Proof: Under Assumption 1 (presented above), the corre-
lation matrix of , can be written as

(6)

where is the variance of the background noise. Since the
right-hand side (RHS) of (6) is not dependent upon ,

. Similarly, the correlation ma-
trix of , can be expressed as

(7)

and, thus, .

III. ADAPTIVE CMMSE RECEIVER FOR

STBC CDMA SYSTEMS

The adaptive CMMSE receiver consisting of an adaptive
filter, channel estimator, and detector is derived. The stability
of the adaptive filter is analyzed and the receiver complexity is
examined.

A. Filtering and Adaptation

At the receiver, due to the ST block coding, it is necessary
to simultaneously determine after observing

, where is the original
data block before ST block coding. An efficient receiver struc-
ture suitable for this simultaneous detection is shown in Fig. 2.
The signals entering each antenna are passed through adaptive
CMMSE blocks to filter the MAI for each transmission path.
Then, the filtered signals from all antennas are combined for de-
tecting elements of . In the CMMSE blocks, the MAI in
is suppressed by linear filtering. To be specific, let be the
filter weight for at the th resolvable path. Then, the filter
output is expressed as and the optimal weights
are obtained based on the following constrained optimization:

subject to (8)

This optimization problem is a direct extension of the SISO
CMMSE optimization in [8] for MIMO systems. As in the case
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Fig. 3. Practical implementation of adaptive CMMSE block for the lth path of
the mth antenna.

of SISO, the constraint in (8) prevents from being a zero
vector and allows channel estimation from the outputs of the
CMMSE filters. This receiver reduces to the conventional ML
receiver, which is optimal for AWGN channels (henceforth, this
receiver will be referred to as the ML-NO-MAI receiver) if

for all and . In this case, the CMMSE block be-
comes a despreader producing . Each CMMSE block
needs filter weights to suppress the MAI
of in the th path of the th antenna. The op-
timal weights can be obtained by using the method of
Lagrange multipliers [10]. Specifically, it is possible to show
that is represented as

(9)

where is given by (7). Note that is identical for all .
This observation and the fact that succes-
sively enter1 the CMMSE block in a serial format considerably
simplify the implementation. As shown in Fig. 3, the MAI of

can be suppressed by a single filter, irre-
spective of the number of transmitter antennas and ST block
size . To process using a single filter,
it is necessary to modify the optimality criterion in (8). A nat-
ural choice for this purpose is the sum of the mean square errors
(mses) . This criterion is indeed
useful because it can also yield the optimal weight in (9).
In particular, it can be shown that

subject to (10)

where is given in (9). The adaptive CMMSE block is de-
signed based on the constrained optimization problem in (10).
It employs a gradient-based adaptation rule that updates the tap
weight on a block-by-block basis. Again referring to Fig. 3, for
the th coded block, all input vectors
are processed by a filter with weight and the weight is
updated after processing all . The adap-
tation rule can be derived by applying the method of Lagrange
multipliers to (10). Let denote a Lagrange multiplier; then, the

1There is an overlap of L� 1 chips between y and y .

cost function that combines the two parts of the con-
strained optimization in (10) is written as

(11)

where and
denotes the real part of [10]. Since the gradient of is
given by

(12)

the weight-update algorithm can be written as

(13)

where is the step size. The Lagrange multiplier that satisfies
the constraint in (10) is given by

(14)

Using (14) in (13) produces

(15)

where . This equation represents the proposed
adaptation rule. For the CMMSE adaptation, it is natural to
choose as the initial weight vector. Such an initialization
makes the CMMSE block initially act like the ML-NO-MAI
receiver and generally guarantees convergence even without
a training sequence when the symbol error probability of the
ML-NO-MAI receiver is small (e.g., less than 10% [11, p. 95]).
In other words, the rule in (15) can operate in a decision-di-
rected mode, starting with . This fact will be
demonstrated in Section V through simulation.

B. Stability Analysis

This section analyzes the convergence characteristics of the
rule in (15). For the analysis, it is convenient to define the
weight-error vector , given by

(16)

A property of that is useful for the analysis is presented
in

(17)

which is true because
and

due to the constraint in (10).
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Subtracting the optimal tap weight from both sides of
(15) produces

(18)

(19)

where and the
second equality comes from (17). Assuming that

, , and are uncorrelated, the correlation matrix
for , defined as , can be
computed as

(20)

where denotes the mse corresponding to
the optimal weight . The estimation error can be expressed
as

(21)

Under the assumption that and are
independent, the mse at iteration , say , can be repre-
sented as

(22)

where means a trace operation. Following the approach in
[10, p. 397], it can be shown that converges to a constant
if and only if

(23)

where is the maximum eigenvalue of .
Furthermore, the average time constant can be shown to be

(24)

where is the average eigenvalue of . Equa-
tion (24) indicates that the rate of convergence of is
proportional to . However, due to the blockwise adaptation
that updates the weight after processing the input vectors, in-
creasing does not imply faster adaptation. In fact, the speed of
adaptation is not dependent upon , but is dependent on and

. Since the adaptive CMMSE receiver for SISO CDMA
can be thought of as a special case of the proposed receiver when

, the rate of convergence of the proposed receiver is essen-
tially identical to its SISO counterpart that updates the weight
at the symbol rate.

C. Channel Estimation

In practice, the error signal in (15) is evaluated using the
channel estimates . Suppose that a pilot block is in-
serted every -coded blocks for channel estimation. In the
receiver, the outputs of the CMMSE filters are multiplied with
pilot symbols to remove any data dependency. Specifically, at
time

(25)

is evaluated, where is the th element of the
STBC pilot matrix . If is the th row of ,
then can be rewritten as

(26)

where is a -dimensional vector consisting of zero ele-
ments with the exception of the th element, which is equal
to one; denotes background noise
plus the residual MAI; and the third equality comes from
the orthogonality among the rows of . Note that the
terms in (26) are independent of the transmitted data. The
channel parameters are
estimated simultaneously from

, where is a positive integer
and is the largest integer that does not exceed in
an ML sense under Assumption 1 and the following additional
assumptions.

Assumption 2:

• are fixed during the coding-block period
.

• are given and fixed during the coding-
block period .

• is Gaussian.
Let

, and . Then, the joint
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probability density function (pdf) of ,
, conditioned on , can be written as

(27)

where denotes the determinant and and are
the conditional mean and covariance matrix of , respec-
tively, which are given by
and

. The ML estimator that maximizes the pdf of (27)
with respect to can be obtained by minimizing the following
log likelihood function:

(28)

From (28), it is straightforward to show that the ML estimator
is given by

(29)

This estimator is unbiased because
.

D. Data Detection

To derive the decision rule, a -by-1 vector
is defined, which collects all the CMMSE

outputs for the th path of the th antenna. Let and be
the sets of all -dimensional vectors whose entries are from

and , respectively. Then,
each column of the code matrix is either or

(Table I). The elements of are defined by

if
if .

(30)

The vector can be written as

(31)

where and is a -by- matrix con-
sisting of the channel coefficients, their complex conjugates,
and zeros. represents a combination of the ST code and
channel. Specifically, the th column of , denoted by ,
represents the effective channel vector between the th orig-
inal data and the th path of the th receiver antenna. For
a given ST-block code, can be determined in a straightfor-
ward manner. The matrices corresponding to the ST block
codes in Table I are shown in Table II. The vectors and
in (31) represent the interpath interference (IPI) and the residual

TABLE II
H FOR ST BLOCK CODE MATRICES IN TABLE I. NOTATIONSH ANDH

ARE INTRODUCED BECAUSE THEY ARE USEFUL FOR EXPRESSING H

CORRESPONDING TO COMPLEX CODE MATRICES

MAI plus background noise, respectively. Their th elements,
and , are given by

if

if
(32)

and

if
if

(33)

where is the th row of . Assuming that
is Gaussian, the following ML decision rule is obtained

from (31):

(34)

For orthogonal ST block codes in which the rows of are mu-
tually orthogonal, it turns out that the decision rule in (34) can
be decomposed into the following decision rules that sepa-
rately determine . For

(35)

where is the decision variable given by

(36)

is the th column of and denotes a candidate
symbol. The decision variable is obtained by combining all
the CMMSE outputs. As such, it is a maximal ratio combiner,
because represents an effective channel between and
the th path of the th receiver antenna. For constant envelop
modulations such as phase-shift keying (PSK), is constant
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TABLE III
NUMBER OF MULTIPLICATIONS PER DATA SYMBOL FOR THE PROPOSED CMMSE RECEIVER

Fig. 4. Number of multiplications per data symbol for implementing a CMMSE receiver when L = 3,Q = 10,M = 1, and J = 2.

and, thus, the decision rule in (35) can be further simplified
as

(37)

E. Computational Complexity

Table III and Fig. 4 show the number of multiplications in-
volved in implementing the proposed CMMSE receiver, given
a data frame consisting of one pilot block and data
blocks. The curves in Fig. 4 indicate that the computational
complexity per data symbol is almost independent of the
number of transmitter antennas . This can also be seen
from the expression of the overall multiplications in Table III.
Note that the first term, consisting of the terms in the brace
multiplied with , is not proportional to be-

cause ; for the rate 1 code, while for
the rate 1/2 codes. The last term, , is much lower than
the other. The complexity of the proposed receiver increases
with the number of receiver antennas , yet remains almost
constant irrespective of .

IV. SINR ANALYSIS

The SINRs of the CMMSE and ML-NO-MAI receivers are
derived. It is shown that the SINR of the former is always greater
than or equal to that of the latter. The SIN’s are derived under
Assumptions 1, 2, and the following additional assumptions.

Assumption 3:

• Constant envelop modulation is used.
• Channel estimation is perfect.
• Adaptive filters are in a steady state, and the filter weight

is identical to the optimal weight in (9).
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Fig. 5. Convergence characteristics in static channels (P = 2, M = 2, and N = 15). (a) Downlink (L = 1 and E =N = 5 dB). (b) Uplink (L = 3 and
E =N = 8 dB).

Using (31) and in (36), the decision variable of the
CMMSE receiver is rewritten as

(38)

where denotes the th element of . The first
term on the RHS of (38) represents the signal of interest, the
second term denotes the sum of the MAI and the noise, and the
third term denotes the IPI. The average signal power is
given by

(39)
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and the interferences and noise power, denoted by , aver-
aged over , , and , can be written as

(40)

where the second equality results from the independence
assumptions. The SINR for the CMMSE receiver is given
by . As mentioned at the beginning of Section III,
the ML-NO-MAI receiver is a special case of the CMMSE
receiver, in which is fixed at . Therefore, the SINR
of the ML-NO-MAI receiver is given by , where

in (39) and is obtained from in (40) by
replacing with . Specifically,

(41)
The SINRs of the CMMSE and ML-NO-MAI receivers can be
compared by examining in (40) and
in (41): the one with the smaller value has the larger SINR. The
comparison is made in the following property.

Property 3: for all , , and,
thus, the average SINR of the proposed CMMSE receiver is
greater than or equal to that of the ML-NO-MAI receiver.

Proof: See the Appendix.
The proposed receiver can outperform the ML-NO-MAI re-

ceiver at the expense of additional computation. The number of

Fig. 6. BER performance comparison in statis channels (P = 2,M = 2, and
N = 15). (a) Downlink (L = 1). (b) Uplink (L = 3).

multiplications required by the latter is
, which is always considerably less than

that of the former, shown in Table III.

V. SIMULATION RESULTS

Computer simulations were conducted to examine the perfor-
mance of the proposed receiver. In the first set of simulations,
the CMMSE receiver was applied to a static channel and its per-
formance was compared with that of the blind ST-MUD in [6].
Then, in the second set, the behavior of the CMMSE receiver
was examined for a time-varying channel.

A. Performance for Fixed Channels

The simulation environment was identical to that of [6].
Modulation was binary PSK (BPSK); -sequences of length



596 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 53, NO. 3, MAY 2004

Fig. 7. Learning curves of CMMSE filter where K is number of users (no training sequence, downlink, E =N = 10 dB, P = 2, L = 3, and � = 0:02).

Fig. 8. Steady-state SINR comparison for circuit mode transmission (uplink, P = 2, M = 1, L = 3, and K = 5).

15 and their shifted versions were used for spreading.
The channel was complex Gaussian and the number of the
transmitter and receiver antennas was two ( , ).
Both synchronous flat fading , which represents
downlink, and asynchronous multipath fading with three paths

having an identical average power, which represents
uplink, were considered. For the downlink, all users experi-
enced identical channels and
propagation delays , while for the
uplink and were independent of each other for
different values of and , , was randomly selected
from . The number of users was
varied from two to seven and the received power for all users
was identical. The parameters for the CMMSE receiver were as

follows. The step size for the adaptation was 0.02. To assist
the channel estimation, one pilot block was inserted every
ten code blocks . The parameter for the channel
estimator was set at ten. The initial weights for the CMMSE
filters were identical to those of the ML-NO-MAI receiver.
In the simulation, SINR and BER values were evaluated
under the scenario in [6], which was a circuit-mode CDMA
communication.

Fig. 5 compares the output SINR. In this figure, the number of
users for the first 1500 iterations was four and it became seven
and two at iterations 1501 and 3001, respectively. With the help
of pilot symbols, the CMMSE receiver could provide some per-
formance gain over the blind ST-MUD. The former exhibited
faster convergences and yielded higher steady-state SINR, espe-
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Fig. 9. BER versus E =N in frequency-selective fading channel (P = 2, L = 3, and K = 20). (a) Downlink. (b) Uplink.

cially for the uplink. The steady-state performances of the two
receivers in the downlink were comparable; this happened be-
cause the effect of MAI was not severe in the downlink.

Fig. 6 shows the steady-state BERs. As expected from the
results in Fig. 5, the proposed receiver outperformed the blind
ST-MUD in the uplink. The performance gap increased as the
number of users increased, because new users caused additional

MAI. For the downlink, in which the MAI was not severe, the
two receivers exhibited comparable performances.

B. Performance for Time-Varying Channels

To consider a more practical situation, some parameters
of the simulation have been modified as follows: quaternary
PSK (QPSK) modulation, Gold code of length 63 ,
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Fig. 10. BER versus number of users (P = 2, L = 3, and E =N = 15 dB). (a) Downlink. (b) Uplink.

Rayleigh-fading channels with three paths ( for both
up- and downlinks) having an identical average power, and

where is the maximum Doppler frequency
and is the symbol duration. To facilitate channel tracking,
the parameter was reduced to two, while and remained
the same. The number of users was varied from five to 20.

As in the case of static channels, the CMMSE filters con-
verged even without a training sequence. This is illustrated in
Fig. 7, which shows various learning curves for the CMMSE

adaptation obtained from the analysis and simulation. The re-
sults indicated that the CMMSE filter converged after about 100
iterations ( symbol duration). In addition, there was a
good agreement between the analysis and the simulation.

Both circuit and packet-mode communications were per-
formed. In the circuit mode, all users in the system continuously
transmitted data for a period of 5200 symbols, in which the
initial 200 symbol period was considered as the training period.
In this case, empirical SINR and BER values were obtained,
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Fig. 11. BER performance degradation of CMMSE receiver with packet-mode communications (uplink, P = 2, L = 3, and K = 10).

while ignoring the training periods. In the packet-mode trans-
mission, packets consisting of either 200 or 400 symbols were
transmitted and 20% of the users were replaced with new ones
at the end of each packet.2 For the packet mode, there was no
separate training period and the BER values were obtained
considering all the symbols in the packets. The simulated SINR
and BER values presented in this section are the averages of

symbols.
Fig. 8 shows the steady-state output SINRs obtained from the

analysis and simulation. These values were evaluated for known
channels.For theanalyticalSINR,optimal filtercoefficientswere
used and the simulation was performed under a circuit mode. A
remarkably good agreement was observed between the analysis
and the simulation and, as expected from the SINR analysis,
the CMMSE receiver performed better than the ML-NO-MAI
receiver. The output SINR of the CMMSE receiver increased
in proportion to the input SNR. However, the SINR curve for
the ML-NO-MAI receiver exhibited saturation due to MAI.

Figs. 9 and 10 show the BERs for the circuit-mode com-
munications when the number of transmitter antennas was two

and the number of receiver antennas was either one
or two . In Fig. 9, the number of users was

20 and varied from 5 to 20 in Fig. 10. For compar-
ison, the BERs for CMMSE receivers in an SISO environment

and those for the linear MMSE (LMMSE) re-
ceiver in [9] are also shown. The LMMSE receiver for STBC
CDMA systems is identical to the CMMSE receiver with the
exception of weight adaptation and channel estimation. Its adap-
tation rule and channel estimate are given by

(42)

2This scenario is suitable for comparing circuit and packet modes in an uplink
where channels and propagation delays vary whenever the users are replaced.
Only an uplink was considered for the packet mode. For simplicity, it was as-
sumed that each user could transmit their packets at times determined by the
basestation.

and

(43)

respectively. The BERs for the downlink were smaller than the
corresponding BERs for the uplink because uplink communi-
cation causes more MAI than downlink communication. As
expected, the CMMSE receiver for MIMO CDMA exhibited
a significant performance improvement over the CMMSE
receiver for SISO CDMA and outperformed the ML-NO-MAI
and LMMSE receivers when the same number of receiver
antennas was employed. Furthermore, the proposed CMMSE
receiver with one receiver antenna generally per-
formed better than the ML-NO-MAI receiver with two receiver
antennas , indicating that the gain achieved by
increasing the transmitter or receiver diversity was less than
that from suppressing the MAI.

Fig. 11 shows the BERs for the packet mode when ,
or 2, , and . For comparison, the cor-

responding BERs for the circuit mode are also shown. Due to
the adaptation within the packets, the BERs for the packet mode
were somewhat larger than those for the circuit mode. However,
as in the case of the circuit mode, the CMMSE receiver outper-
formed the ML-NO-MAI receiver and the former with
performed better than the latter with or .

Since the implementation of the CMMSE receiver with
may be simpler than that of the ML-NO-MAI receiver with

due to the additional antenna and RF/analog circuitry
involved in the latter, the CMMSE receiver with would
appear to be a useful alternative to the ML-NO-MAI receiver
with .

VI. CONCLUSION

An adaptive CMMSE receiver for STBC CDMA systems in
frequency-selective fading channels was proposed. Analytical
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and simulation results demonstrated that the proposed receiver
can provide a considerable performance improvement over the
ML-NO-MAI receiver and existing adaptive MUD schemes for
STBCCDMA.Inparticular, itwasshownthroughsimulation that
the CMMSE receiver with one receiver antenna could perform
better than the ML-NO-MAI receiver with two receiver antennas.
The proposed adaptive CMMSE receiver can be applied to both
up- and downlink communications operating in either a circuit
or a packet mode. In addition, it only requires one spreading
sequence for each user and periodically inserted pilot symbols for
channel estimation. Accordingly, the CMMSE receiver would
appear to be a useful alternative to the existing receivers for
STBC CDMA systems. Further work in this area will include
modifying the CMMSE adaptation for faster convergence.

APPENDIX

PROOF OF PROPERTY 3

From (8), . By using
the unitary similarity transformation,

and
, where

is the -by- matrix whose
columns are an orthonormal set of eigenvectors and

is the eigenvalue matrix.
Then,

,
and

. Let . Since is
convex for , from Jensen’s inequality [12]

(44)

This is rewritten as

(45)

From the fact that
and , (45) becomes

(46)

Therefore, .
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