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1.1 Introduction

The demand of wireless data traffic is explosively increasing [26] due to the in-

creasing popularity of smart phones and other mobile data devices such as tablets,

netbooks, and eBook readers among consumers and businesses. The fourth genera-

tion (4G) cellular technologies [15] including Long Term Evolution (LTE)-Advanced

and Advanced Mobile WiMAX (IEEE 802.16m) use traditional network architecture,

which has limitations. In order to meet this spectacular growth in mobile data traffic,

improvements in future cellular network architecture has been of paramount impor-

tance.

Today’s cellular networks consist of Radio Access Network (RAN), which

mainly deals with the air interface of the base stations (referred to as evolved Node

Bs (eNBs)) and mobile stations (referred to as user equipment (UE)), where an eNB

can consist of one or multiple cells, and Evolved Packet Core (EPC) network, which

mainly deals with the packet processing after the eNB before it goes to the Inter-

net [24]. The explosive increase in demand for wireless data has placed increasing

challenges on today’s RAN and EPC, which both have limitations.

In RAN, a possibility to increase the overall system capacity is to deploy a large

number of smaller cells. In today’s RAN, compared to traditional homogeneous net-

works, there are new scenarios and considerations in heterogeneous networks with

base stations of diverse sizes and types [18, 27]. One consideration is traffic offload-

ing from large cells to small cells. For example, small cell’s footprint can be enlarged

to offload the traffic from a macro cell to a small cell [2]. Another consideration is

on the resource management considering interferences. The large cells and small

cells can be deployed on multiple carriers, and carrier aggregation (CA) [24] can

be used to achieve high system performance. The large cells and small cells can be

deployed on a single carrier and co-channel intercell interference management can

apply, such as time domain muting. Coordinated Multipoint (CoMP) transmissions

[5] can also be used to coordinate the transmissions among multiple cells, such as a

joint transmis- sion from multiple points to achieve higher system performance.

However, even with the techniques above for heterogeneous networks, today’s

RAN is with limitations and is still not optimized in several aspects.

1. First, even though CA or CoMP can be used for multiple cells with different

sizes, the current RAN can only support the case that the multiple cells in-

volved are with a same eNB. An eNB can have multiple cells, such as a large

cell and a few small cells by remote radio head (RRH), transmit point (TP),

etc. A CA or CoMP involving more than one eNB currently is not supported.

In addition, the current CA does not much support the deployment scenario

where the cells are connected via nonideal backhaul (meaning the backhaul

delay is nonnegligible). These limit the deployment scenarios as well as the

system performance.

2. Second, the operational expenditure (OPEX) of today’s RAN is high. For ex-

ample, RAN nodes constitute most of the energy consumption of a cellular

network [11]. The large number of RAN nodes are usually based on propri-

etary platforms. A RAN node utilization is usually lower than that capacity
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because the system is designed to cover the peak load; however, the average

load is far lower, but today’s support for resource sharing among RAN nodes

is low. The high OPEX makes it difficult for operators to in- crease the revenue

while the mobile traffic is explosively increasing.

3. Third, the support for self-organized networking (SON) is limited. Some SON

functions are supported [24], such as plug-and-play as a home eNB. With the

advances in wireless backhaul and energy harvesting, the future small cells

can be with no wire (no wired backhaul or powerline), hence, they can be

drop-and-play. Today’s SON functions are limited and not ready for possible

future drop-and-play scenarios.

The future RAN should improve to mitigate the limitations. The following can

be considered for the future RAN:

1. A better support for a UE to be connected to multiple eNBs concurrently is

needed, with a consideration of diverse backhaul conditions. In addition, di-

verse applications and diverse traffic of a UE can be assigned to cells with

diverse backhaul conditions concurrently, to further improve the system per-

formance.

2. Technologies to reduce the OPEX are needed. One of the potential technolo-

gies is cloud RAN [22], where the baseband processing of different eNBs and

cells can be centralized and resources pooled and shared. It can leverage more

efficient resource utilization among different eNBs and cells.

3. Advanced SON to support drop-and-play small cells can be considered. The

advanced SON should support load balancing, robust routes establishment and

adaptive routing, adaptive ON/OFF of small cells considering energy harvest-

ing and traffic dynamics, and so on.

For EPC, today’s architectures have some major limitations. A centralized data

plane in the cellular network forces all the traffic of the UEs (including traffic be-

tween users on the same cellular network) to go through the packet gateway (P-GW)

at the cellular-Internet boundary, which faces scalability challenges and makes it dif-

ficult to host popular content inside the cellular network. In addition, the network

equipment has vendor-specific configuration interfaces and communicates through

complex control plane protocols, with a large and growing number of tunable pa-

rameters (e.g., several thousand parameters for eNBs). As such, network operators

have (at best) indirect control over the operation of their networks, with little ability

to create innovative services.

Network operators are finding it difficult to introduce new revenue generating

services and optimize their expensive infrastructures. Networks continue to have se-

rious known problems with security, robustness, manageability, and mobility. Net-

work capital costs have not been reducing fast enough, and operational costs have

been growing. Even vendors and third parties are not able to provide customized

cost-effective solutions to address their customers’ problems.
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The limitations in EPC have created opportunities for the next generation wire-

less network architectures incorporating Software Defined Networking (SDN) and

network virtualization. SDN and virtualization are gaining momentum in wired net-

works [19–21] because of their advantages, such as low-cost deployments, easy man-

agement, and so on. However, SDN and virtualization have not been studied much

for wireless networks, yet they have great potential to meet the challenges that to-

day’s wireless networks are facing [16, 17, 23].

SDN is a type of networking in which the control plane is physically sepa-

rate from the forwarding plane. Network intelligence is (logically) centralized in a

software-based SDN controller, which maintains a global view of the network. The

network appears to the application and policy engines as a single, logical switch. As

for network virtualization, the resources and functions in the cellular network can

be virtualized. As such, SDN and network virtualization can adaptively and flexi-

bly provide traffic offloading, revenue-adding services, and the capability to deliver

services to mobile stations that require a large amount of data.

The concept and technologies of SDN and virtualization for cellular networks are

still in a very early stage. They have to address cellular networks’ own unique charac-

teristics and requirements. For example, special considerations are needed for aspects

such as supporting many subscribers, frequent mobility, fine-grained measurement

and control, and real-time adaptation, which introduces scalability challenges.

Accordingly, the chapter is organized as follows. In the next section we describe

today’s cellular network architecture, including RAN and EPC. The third section

discusses the future architecture for RAN, including the support for a UE to connect

concurrently to multiple eNBs and associate diverse traffic to the eNBs, Cloud-RAN,

and advanced SON to support drop-and-play small cells. In the fourth section, we

pro- vide the future architecture for EPC, including SDN and network virtualization.

The chapter is concluded with some summarizing visions.

1.2 Today’s Cellular Network Architecture

Today’s cellular network architecture is discussed in this section. Figure 1.1 illus-

trates an overview of the architecture of RAN and EPC. RAN and EPC are interfaced

via S-interface, mostly S1-interface [24]. The details of the figure are presented in

the following subsections.

1.2.1 Radio Access Network (RAN)

Today’s RAN can deploy heterogeneous networks. Cells with different sizes can be

used in a hierarchical network deployment, referred to as multitier deployment or

multitier networks, where each tier can be for one type of cell of certain size. The

type and location of the eNB controlling these cells will play a significant role in

determining the cost and performance of the multitier deployments. For example,

indoor femtocell deployments using home eNBs (HeNBs) can utilize the existing
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Figure 1.1: An overview of today’s cellular network architecture.

backhaul, thereby significantly lowering the cost of such deployments. With outdoor

picocell deployments through pico eNB, the operator will need to provide backhaul

capability and manage more critical spectrum reuse challenges. Other deployment

models cover indoor enterprise or outdoor campus deployments that may impose

different manageability and reliability requirements.

The RAN part of Figure 1.1 illustrates an exemplary heterogeneous network with

macro/micro eNB, pico eNB, and a femtocell/HeNB. For the heterogeneous network

shown in Figure 1.1 the pico eNB has smaller transmission power than macro eNB—

hence with smaller coverage than the macro eNB. On the other hand, the HeNB

can have smaller transmission power than a pico eNB. A cell formed by a TP can

belong to an eNB. Picocells typically are managed together with macro/microcells

by operators. An interface of X2 can be used for the communications among the

eNBs, HeNBs, and TPs. All kinds of eNBs can be connected to the servicing-gateway

(S-GW) in EPC for the user plane (or the data plane), and connected to Mobility

Management Entity (MME) in EPC for the control plane. For HeNB, it can also be

connected to the S-GW and MME via a HeNB gateway. It is noted that Figure 1.1

does not include relay eNB for simplicity. Relay eNB can be included where an eNB

that does not have wired backhaul can connect to the EPC via a relay eNB.

The coverage area of the picocell is limited not only by its transmit power, but

also, to a large extent, by the intercell interference from other cells. Therefore, if

the cell selection criteria are only based on downlink UE measurements such as the

reference signal received power (RSRP), only UEs in close vicinity will end up being
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served by the pico eNB. Due to the higher deployment density of the small cells, it is

beneficial to expand the footprint of the picocells, i.e., offloading UEs from macro-

cells to picocells, to enable more UEs to connect to the small cells to take advantage

of the higher deployment density. This can be achieved through cell range expansion

(RE) [2]. One of the approaches for cell range expansion is that a cell-specific bias

to the UE measurement of X dB is applied for pico eNB to favor connecting to it. In

this way, more UEs will be inclined to connect to pico eNBs instead of macro eNBs.

Furthermore, time domain intercell interference coordination techniques can also be

utilized for pico users that are served at the edge of the serving pico cell, for example,

for traffic offloading from a macrocell to a picocell.

Spectrum allocation across multiple tiers is an important aspect of deployment

and use of hierarchical architectures. According to the spectrum used, multitier cell

deployments are possible for the following cases:

1. Multiple-carrier case: The multitier cells are deployed on multiple carriers.

When multiple carriers are available, choices can be made to enable flexible

cell deployment. For example, the macrocell and small cells can be deployed

on distinct carriers, or on the same set of carriers while having joint carrier and

power assignment/selection to better manage intercell interference.

2. Single-carrier case: The multitier cells are deployed on a single carrier. This

can also be called co-channel deployment.

Techniques such as CA and CoMP can apply for the resource management. Mut-

ing in the time domain can also apply [3].

A UE can be connected to multiple cells, such as in the CA case or CoMP case.

However, today’s RAN does not support a UE concurrently connecting to more than

one eNB. It does not support much for CA in the scenarios where cells can be con-

nected via nonideal backhaul links.

1.2.2 Evolved Packet Core (EPC)

Today’s cellular networks connect eNBs to the Internet using IP networking equip-

ment. An illustration of the entities in EPC and how they connect to each other is

shown in the EPC part of Figure 1.1.

For the data plane or the user plane, the traffic from an eNB goes through a

serving gateWay (S-GW) over a tunnel. The S-GW serves as a local mobility anchor

that enables seamless communication when the user moves from one base station to

another. The S-GW must handle frequent changes in a user’s location, and store a

large amount of states since users retain their IP addresses when they move. The S-

GW tunnels traffic to the P-GW. The P-GW enforces quality of service (QoS) policies

and monitors traffic to perform billing. The P-GW also connects to the Internet and

other cellular data networks, and acts as a firewall that blocks unwanted traffic. The

policies at the P-GW can be very fine grained, based on whether the user is roaming,

properties of the user equipment, usage caps in the service contract, parental controls,

and so on.

© 2016 by Taylor & Francis Group, LLC

D
ow

nl
oa

de
d 

by
 [

C
R

C
 P

re
ss

] 
at

 1
2:

51
 2

9 
O

ct
ob

er
 2

01
5 

The Future of Wireless Networks: Architectures, Protocols, and Services 
Edited by Mohesen Guizani, Hsiao-Hwa Chen, and Chonggang Wang  
ISBN 978-1-4822-2094-0. 

https://www.crcpress.com/9781482220940
https://www.crcpress.com/9781482220940


Future Cellular Network Architecture � 9

Besides data plane functionalities, the eNB, S-GW, and P-GW also participate in

several control plane protocols. In coordination with the MME, they perform hop-

by-hop signaling to handle session setup, teardown, band reconfiguration, as well

as mobility, e.g., location update, paging, and handoff. For example, in response to

a UE’s request for dedicated session setup (e.g., for VoIP call), the P-GW sends

QoS and other session information (e.g., the TCP/IP 5-tuple) to the S-GW. The S-

GW in turn forwards the information to the MME. The MME then asks the eNB to

allocate radio resources and establish the connection to the UE. During handoff of

a UE, the source eNB sends the handoff request to the target eNB. After receiving

an acknowledgment, the source eNB transfers the UE state (e.g., buffered packets)

to the target eNB. The target eNB also informs the MME that the UE has changed

cells, and the previous eNB to release resources.

The S-GW and P-GW are also involved in routing protocols. The Policy Con-

trol and Charging Function (PCRF) manages flow-based charging in the P-GW. The

PCRF is connected to the P-GW via the control interface. The PCRF also provides

the QoS authorization (QoS class identifier and bit rates) that decides how to treat

each traffic flow, based on the user’s subscription profile. QoS policies can be dy-

namic, e.g., based on time of day. This must be enforced at the P-GW. The Home

Sub- scriber Server (HSS) contains subscription information for each user, such as

the QoS profile, any access restrictions for roaming, and the associated MME. The

HSS is connected to the MME via the control interface. In times of cell congestion, a

base station reduces the max rate allowed for subscribers according to their profiles,

in coordination with the P-GW.

Today’s EPC has limitations. Centralizing data plane functions such as moni-

toring, access control, and quality of service functionality at the P-GW introduces

scalability challenges. This makes the equipment very expensive (e.g., more than $6

million for a Cisco P-GW). Centralizing data plane functions at the cellular- Internet

boundary forces all traffic through the P-GW, including traffic between users on the

same cellular network, making it difficult to host popular content inside the cellular

network. In addition, the network equipment has vendor-specific configuration inter-

faces, and communicates through complex control plane protocols, with a large and

growing number of tunable parameters (e.g., several thousand parameters for base

stations). As such, carriers have (at best) indirect control over the operation of their

networks, with little ability to create innovative services.

1.3 Future Radio Access Networks

Future architecture for RAN is discussed in this section, including the support for

a UE to connect concurrently to multiple eNBs and associate diverse traffic to the

eNBs, Cloud-RAN, and advanced SON to support drop-and-play small cells.
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1.3.1 UE’s Heterogeneous Traffic to Heterogeneous eNBs

As mentioned in Section 1.2.1, today’s CA or CoMP technology is limited to the

case that a UE is associated with multiple cells within an eNB. Such limitation has

disadvantages, such as the resources among multiple eNBs cannot enjoy the advan-

tage that CA or CoMP can bring, such as improved spectrum efficiency, enhanced

radio resources sharing, etc. Hence, it is desirable to extend CA or CoMP technolo-

gies to the case that a UE can be associated to multiple eNBs. For the CA case,

today’s CA does not support much for the scenarios that the cells are connected

via nonideal backhaul. The technology to allow in a future RAN that a UE can be

connected to multiple eNBs where eNBs can be connected via ideal or nonideal

backhaul is currently discussed in 3GPP [1, 7], and such technology is referred to as

dual connectivity.

The dual-connectivity technology includes multistream aggregation operation.

The multistream operation involves dual UE connectivity to two eNBs that are not

necessarily collocated and may not have ideal backhaul connection. Enabling dual

connectivity for FDD-only and TDD-only systems is discussed in [1]. All technical

reasons for endorsing dual connectivity (e.g., mobility robustness and better through-

put performance) for FDD-only and TDD-only systems are equally applicable for

TDD-FDD multistream aggregation. Enabling dual connectivity for TDD-FDD sys-

tems discussed in [4, 10]. Examples of benefits would mainly be increased mobility

robustness and increased throughput.

Figure 1.2 shows an exemplary dual-connectivity scenario. In the figure, a UE

can be connected to a large eNB, and a small eNB, where the large eNB may not be

connected to the small eNB via ideal backhaul; i.e., the backhaul can have nonnegli-

gible delay.

As a further consideration, when a UE can be connected to multiple eNBs and

cells where eNBs and cells can be connected via ideal or nonideal backhaul, diverse

applications and diverse types of traffic of a UE can be associated to eNBs and cells

with diverse backhaul conditions concurrently, to further improve the system perfor-

mance. More details in this aspect are discussed below.

The future UEs may see many heterogeneous cells with different loads, wire-

less/wired backhaul conditions on rate, delays, etc., and the radio access links in-

between a UE and cells can be diverse in rate and delay. Meanwhile, a UE can have

various concurrent traffic flows with diverse QoS requirements, such as delay strin-

gent interactive video and delay astringent best effort data.

One of the important problems in cellular networks is to properly associate UEs

with serving cells. This problem usually is referred to as the user association problem.

The user association would impact the radio resource allocation to UEs, and hence

impact the QoS. For example, to guarantee QoS, delay stringent traffic of a UE can

be associated to a first eNB via which the total delay of the UE to the eNB and the

eNB to the EPC is relatively small, while delay astringent traffic of a UE can be

as- sociated to a second eNB via which the total delay of the UE to the eNB and

the eNB to the EPC is relatively large. It is of great interest to study in the future

cellular network how to associate UEs with eNBs and cells, given the emerging new
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Figure 1.2: An exemplary dual-connectivity scenario.

scenarios that the UEs can have diverse application traffic flows and the cells can

have diverse conditions and status.

Traditionally in cellular networks, the simplest rule is to choose the eNB that

gives the strongest downlink reference signal. However, such a rule has limitations

in the sense that it does not consider other factors such as cell load balancing. There

have been efforts in the literature toward developing user association rules consid-

ering cell load balancing; for example, a cell can broadcast its load and a UE can

be associated with a cell with lower load [13]. For a heterogeneous network, the

cell association has further consideration. Small cell range expansion can expand the

footprint of small cells that can coexist with large cells [2], as mentioned in Section

1.2.1. All of the above have been based on a UE being associated with only one eNB;

however, concurrent connection where a UE can be connected to multiple eNBs may

provide more freedom and benefits considering diverse concurrent traffic of a UE.

Moreover, diverse backhaul conditions of the eNBs and cells are playing another

role for the consideration of the UE cell association rule. The impact on different

back- haul conditions on CoMP performances has been studied [5], mainly in the

aspect of how the backhaul delay could affect the coordinated joint scheduling for

multiple transmission points. A new study item in 3GPP standardization for small

cell enhance- ment also mentions the further study on backhaul impact on the perfor-

mance [8]. However, it is not well studied how the backhaul conditions would impact

the UE’s diverse traffic associating with the diverse eNBs and cells. Not considering
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the eNB backhaul may not be effective in resource allocation. For instance, if a UE

has a strong wireless access link to an eNB but the eNB has a backhaul with large

latency, if the cell association is decided by wireless access, the UE would be asso-

ciated to this eNB; however, considering the large delay at the eNB’s backhaul, the

time stringent traffic of the UE may not be satisfied with the total delay.

In [29], the problem of assigning UE traffic flows concurrently to mul- tiple BSs

is studied, so that each flow’s QoS requirement is satisfied, with the eNB backhaul

condition taken into account. It shows that the dual connectivity can bring the benefits

of UE-satisfied QoS for diverse traffic types. It proposes a framework to associate

traffic flows with different QoS requirements of a UE to multiple eNBs, so that the

corresponding QoS requirements can be satisfied, where the heterogeneous backhaul

conditions of eNBs are taken into account.

For future RAN, further studies are needed to enable a UE with diverse traffic to

be connected to multiple eNBs with diverse backhaul conditions.

1.3.2 Cloud-RAN

Mobile network traffic is significantly increasing by the demand generated by appli-

cation of mobile devices, while the revenue is difficult to increase. To keep profit,

mobile operators must reduce OPEX as well as continuously develop and provide

better services to their customers.

One consideration is to reduce the operational cost by sharing resources among

eNBs. A RAN node utilization is usually lower than that capacity because the system

is designed to cover the peak load. The network should adequately support the peak

load; however, it brings higher cost due to good QoS provisioning for the peak load.

Possible pooling of eNBs may reduce the cost by sharing the resource among eNBs

for more efficient resource utilization. It can also reduce power consumption to re-

duce the total cost of ownership (TCO), which is very important as the electricity bill

takes a large portion of the TCO (about 20% according to [11]) and the cell sites are

the major source of the energy consumption (about 70% according to [11]).

Cloud-RAN (C-RAN) technology [22] uses resource pooling and virtualization

of eNBs. C-RAN stands for centralized processing, collaborative radio, real-time

cloud computing, clean RAN system. It can leverage more efficient resource utiliza-

tion among eNBs. It has great potential to help reduce OPEX. C-RAN is to realize

RAN nodes onto standard IT servers, storages, and switches bringing advantages,

such as lower footprint and energy consumption coming from dynamic resource

alloca- tion and traffic load balancing, easier management and operation, and faster

time to market. In major mobile operators’ networks, multiple RAN nodes from mul-

tiple vendors are usually operated with different mobile network systems, e.g., 3G

and LTE, in the same area. These multiple platforms expect to be consolidated into a

physical eNB based on IT virtualization technologies, referred to as eNB virtualiza-

tion.

Figure 1.3 illustrates an exemplary C-RAN architecture. In the figure, the dis-

tributed radio unit (RU) of eNBs and TPs in a same area can be connected to a

digital unit (DU) or DU cloud, which is a group of DUs, via a high-bandwidth and
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Figure 1.3: An exemplary C-RAN architecture.

low-latency transport network Common Public Radio Interface (CPRI) or Open Ra-

dio Interface (ORI). The DU can be also referred to as baseband unit (BBU). The

DU and DU cloud of an area are centralized in one physical location for providing

resource aggregation and pooling. The DU and DU cloud include the radio functions

of the digital baseband domain. The DU is in charge of the channel coding, digital

signal processing (DSP), modulation/demodulation process, and interface module.

The RU is different from the traditional eNB or TP, as its baseband processing is

moved to DU. The DU and DU cloud are connected to each other via an X2 or X2

bundle, and they are connected to the EPC via an S1 or S1 bundle.

ENB virtualization requires baseband radio processing using IT visualization

technologies, such as high-performance general purpose processors and real-time

processing virtualization to provide required signal processing capacity. eNB virtu-

alization for C-RAN moreover requires building the processing resource, i.e., DU,

pool for aggregating the resources onto a centralized virtualized environment, such

as cloud infrastructure.

To support CoMP transmission/reception, UE data and channel information need

to be shared among eNBs/DUs, and a high-bandwidth and low-latency interconnec-

tion for real-time cooperation among these should be supported on the virtualized

environment.

To further reduce the TCO for mobile operators, SON can be used to support

C-RAN. SON is especially useful as the number and structure of network parameters

have become large and complex, quick evolution of wireless networks has led to

parallel operation of 2G, 3G, and EPC infrastructures, and the rapidly expanding

number of eNBs needs to be configured and managed with the least possible human

interaction. An effective SON solution for C-RAN must be multivendor by nature

and leverage the timely information from protocols such as X2 for better handling

of CoMP and for such routine mobile network functions as handover and mobility

optimizations.

© 2016 by Taylor & Francis Group, LLC

D
ow

nl
oa

de
d 

by
 [

C
R

C
 P

re
ss

] 
at

 1
2:

51
 2

9 
O

ct
ob

er
 2

01
5 

The Future of Wireless Networks: Architectures, Protocols, and Services 
Edited by Mohesen Guizani, Hsiao-Hwa Chen, and Chonggang Wang  
ISBN 978-1-4822-2094-0. 

https://www.crcpress.com/9781482220940


14 � Future Wireless Networks: Architecture, Protocols, and Services

Figure 1.4: An exemplary C-RAN evolution.

Some of the high-level technical challenges for C-RAN are as follows [12]. Wire-

less signal processing requires strict real-time constraint in the processing. Baseband

radio processing on a general purpose processor might be virtualized by Soft Defined

Radio (SDR) techniques. Within a physical eNB virtualizing multiple logical RAN

nodes from different mobile network systems, the processing resources must be dy-

namically allocated to higher-load logical RAN node keeping real-time scheduling

and strict processing delay and jitter. DU pool must have a high-bandwidth and low-

latency switching function with necessary data formats and protocols to interconnect

among multiple DUs. I/O virtualization or API between PHY layer accelerator and

standard IT platform must be addressed to access. Especially for C-RAN, higher con-

solidation of RRHs to a DU pool with higher I/O can benefit from a higher statistical

multiplexing effect.

C-RAN can be evolved in step-by-step stages [22]. Figure 1.4 illustrates an ex-

emplary evolution of C-RAN. In the figure, the first step is DU centralization, where

DU can be in one location, and RF sites are connected to the DU using high-speed

low-latency links. The second step is DU pooling, where multiple DUs are pooled

and resources are not dimensioned by peak of individual DU site, but aggregated by

the pool. The third step is virtualization of RAN, where the processing resources are

virtualized and application independent of the hardware. The virtualization can use

a hypervisor on top of the hardware platform, and different layers of the functions

such as PHY/MAC, layer 2 (L2), radio resource management (RRM), and applica-

tions (APP) can be performed virtually, independent of the hardware.

1.3.3 Adaptive and Self-Organized RAN with Drop-and-Play

Small Cells

Today’s small cell, such as HeNB, is in a category of plug-and-play. This can reduce

the cost of a planned network, where a lot of field labor, manual configuration, etc.,

can be minimized. With the development of SON, more and more small cells, not

limited to HeNB, but also pico cells and so on, can be plug-and-play. SON can sup-
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port self-configuration, self-optimization, and self-healing. For example, a cell can

have self-configuration on the physical cell identifier, rather than getting a planned

one as in a planned network. A cell can configure many parameters on its own, unlike

in the traditional planned network. A cell can also have an automatic ON and OFF

switch based on the current load. For example, if everyone is in the office campus, the

HeNB can be off, while the small cells in office campus can be on, and if everyone

is home, the office campus small cells can be off, while the HeNBs can be on.

The plug-and-play idea fits very well in terms of traffic load distribution, where

the plug action can be related to the traffic demand, or the cluster-based UE distri-

butions. Beyond plug-and-play, the future of small cells is place-and-play, or drop-

and-play, where no wire is needed for the small cells, with the advances in wireless

backhaul and energy harvesting. The SON functions should be enhanced to support

the future drop-and-play deployment.

High-speed wireless backhaul is rapidly becoming a reality for small cells, which

eliminates the need for wired connections. In another advance, the possibility of hav-

ing a self-powered eNB is becoming realistic due to several parallel trends. First,

eNBs are being deployed evermore densely and opportunistically to meet the in-

creasing capacity demand. Small cells cover much smaller areas, and hence require

significantly smaller transmit powers compared to the conventional macrocells. Sec-

ond, due to the increasingly bursty nature of traffic, the loads on the eNBs will ex-

perience massive variation in space and time. In dense deployments, this means that

many eNBs can, in principle, be turned off most of the time and only be requested

to wake up intermittently based on the traffic demand. Third, energy harvesting tech-

niques, such as solar power, are becoming cost-effective compared to the conven-

tional sources. This is partly due to the technological improvements and partly due

to the market forces, such as increasing taxes on conventional power sources, and

subsidies and regulatory pressure for greener techniques. Therefore, being able to

avoid the constraint of requiring a wired power connection or a wired backhaul is

even more attractive, since it would open up entire new categories of low-cost place-

and-play, or drop-and-play deployments, especially of small cells [14].

Figure 1.5 illustrates an exemplary architecture for drop-and-play deployment.

In the figure, transient eNB (TeNB) is an access point or eNB without wire, which

uses wireless backhaul to be connected to the core netwrok, and is self-sufficient

on its energy use via energy harvester. TeNB can apply drop-and-play. TeNBs can

be deployed to increase the deployment density of the wireless network. TeNB can

only be turned on for a small portion of the time. In other words, the duty cycle of the

TeNB is low. Due to the low duty cycle of the TeNBs, preferably only a small number

of the TeNBs in the network are turned on at a time. When a TeNB is turned on, it

establishes a wireless backhaul link to the core network via hubs or other eNBs such

as macro/micro/pico eNBs. A TeNB can also establish multiple links with multiple

eNBs or hubs. Once the backhaul link is established, a TeNB can then provide an

access link to UEs. The presence of TeNBs increases the deployment density of the

network and thus can increase the capacity and coverage of the access link.
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Figure 1.5: An exemplary architecture for drop-and-play deployment.

The network architecture as described above increases the robustness of the back-

haul network. For example, if the communication link of one path of the wireless

backhaul is congested or disrupted, TeNB can adapt the beamforming of its antenna

array to establish communication via another path of the wireless backhaul. A TeNB

can also have concurrent multiple paths for the wireless backhaul communication,

or it can maintain multiple paths at the same time while communicating on one path

at a time. SON functions can be enhanced to support route selection, establishment,

and reroute.

In a TeNB, there is an energy generation module, an energy storage module (e.g.,

a battery), and a communication module, among others. The energy generation mod-

ule can be either a solar power module, a wind power module, or power generation

modules using other energy harvesting techniques. The power generated by the en-

ergy generation module can be fed either directly to the communication module or

to charge the battery. The battery can then in turn power the communication module.

The low duty cycle of the TeNB allows the energy generation module to be suffi-

ciently small to ensure a small form factor of the overall device.

TeNB can also be an access point that can be turned on for a flexible portion of

the time. The ON time of TeNB can be large or small. The duty cycle can be flexible.

The duty cycle can be configured, indicated, updated, and sent to the other network

entities, such as eNBs, UEs, backhaul hubs, etc. The network can configure or update

the duty cycle based on considerations in the network such as load, distribution of

the UEs, etc. This needs enhanced SON support.

The battery level of TeNB, the charging speed, etc., can be indicated and sent to

the other network entities. The battery level of TeNB, the charging speed, etc., can

be used as one of the factors to decide the route of the wireless backhaul, or for the

UE to decide whether to access the TeNB. For example, when the battery level of

© 2016 by Taylor & Francis Group, LLC

D
ow

nl
oa

de
d 

by
 [

C
R

C
 P

re
ss

] 
at

 1
2:

51
 2

9 
O

ct
ob

er
 2

01
5 

The Future of Wireless Networks: Architectures, Protocols, and Services 
Edited by Mohesen Guizani, Hsiao-Hwa Chen, and Chonggang Wang  
ISBN 978-1-4822-2094-0. 

https://www.crcpress.com/9781482220940
https://www.crcpress.com/9781482220940


Future Cellular Network Architecture � 17

a TeNB is low, a UE may not choose to connect to the TeNB; rather, the UE may

choose to connect to another TeNB nearby with longer battery life. Enhanced SON

functions can be used to support such.

The TeNB can follow certain algorithm and triggering conditions to turn on or

turn off. The ON/OFF switch can be dependent on the battery level, the charging

speed, the traffic load, the traffic distribution, the price of the energy of the power

grid, and so on. As many parameters can affect the ON/OFF switch, SON functions

can be enhanced to support ON/OFF switches. Different modules in a TeNB can turn

on or turn off at different times. The communication module of a TeNB can be turned

on (or become active in serving UEs) via a variety of mechanisms. Note that the

energy generation module of a TeNB can work when a TeNB becomes idle or active.

1.4 Future Evolved Core Network

In this section, future architecture for EPC is discussed, including Mobile SDN and

network virtualization in EPC.

1.4.1 Mobile SDN

Mobile SDN (referred to as MobiSDN) is a type of networking for mobile networks

where the control plane of the network is physically separate from the forwarding

plane (or the data plane), and the data plane uses hardware including radio hardware

(such as eNBs), servers, and switches. Network intelligence is (logically) centralized

in software-based controllers, which maintain a global view of the network.

MobiSDN support in the EPC has gained a lot of attention from operators and

vendors. The core network may have a MobiSDN architecture in the future [17, 28].

In addition, the interface between eNB and the core network may also be impacted,

introducing the need for MobiSDN-capable eNB. MobiSDN allows further develop-

ment of smart edge solutions, such as content caching and local APP server hosting

[28]. With MobiSDN, more and more use cases for additional revenue or value added

services can be provided.

MobiSDN is comprised of smart edge and cloud EPC [28]. Figure 1.6 illustrates

an example of the architecture of MobiSDN. The details of Figure 1.6 are explained

as follows.

Smart edge: The smart edge includes SDN-capable eNBs. The edge controller is

also SDN based, whose function can be part of the central controller. The edge server

may be co-located with the eNB. The smart edge has three main functionalities:

distributed computing, distributed file system, and networking controller. Distributed

computing enables different processing capabilities at the edge, including computa-

tion load balancing and programming transparency. The distributed file system can

support distributed storage, cache sharing, content search, etc. The network controller

is based on SDN with programmable routers, flexible policy checking, and is friendly

© 2016 by Taylor & Francis Group, LLC

D
ow

nl
oa

de
d 

by
 [

C
R

C
 P

re
ss

] 
at

 1
2:

51
 2

9 
O

ct
ob

er
 2

01
5 

The Future of Wireless Networks: Architectures, Protocols, and Services 
Edited by Mohesen Guizani, Hsiao-Hwa Chen, and Chonggang Wang  
ISBN 978-1-4822-2094-0. 

https://www.crcpress.com/9781482220940


18 � Future Wireless Networks: Architecture, Protocols, and Services

Figure 1.6: An exemplary architecture for MobiSDN.

to middle boxes. These functions are inevitable and needed, considering the volumes

of mobile data and huge mobile video traffic demand.

Cloud EPC: The cloud EPC is SDN capable. It uses SDN switches and servers

as the hardware. The data plane is based on SDN switches that provide data forward-

ing. The control plane is based on the MobiSDN central controller. The controller

can take on functions including those provided by the MME, HSS, S-GW, P-GW,

PCRF, etc. These functions can be applied within each of the SDN switches. The

switches are also involved in routing and running transport protocols.

Although here the functions in the data and control planes are described by using

the names of MME, HSS, S-GW, P-GW, PCRF, etc., there may or may not be these

network entities anymore. For example, the MME, PCRF, and HSS can be absorbed

in the MobiSDN central controller, while some of the functions of S-GW and P-GW

will be in the data plane (e.g., the MobiSDN switches) and some will be in the control

plane (absorbed in the MobiSDN central controller).

There are two essential differences with MobiSDN compared to the state-of-the-

art architecture. First, MobiSDN has a clear separation of data plane and control

plane. Second, MobiSDN is very flat, contrasting to the existing hierarchical ar-

chitecture wherein the P-GW can be the bottleneck as the node connecting to the

Internet. MobiSDN has the following advantages: more flexible routing and flows,

flexible middle boxes, keeping the content in the edge, offloading traffic from the

core network, handover with less overhead, flexible radio resource management and

scheduling, etc.

1.4.2 Network Virtualization in EPC

Network virtualization in EPC is a technology by which resources of the network (for

example, the hardware) can be virtualized and used transparently. It enables the cre-

ation of a competitive environment for the supply of innovative third-party network
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Figure 1.7: An exemplary virtualization in MobiSDN.

applications by unlocking the proprietary boundaries of mobile base station nodes.

Virtualization is a good tool to achieve the paradigm of soft networking. Network

function virtualization is under discussion [25]. The virtualization of eNBs in Sec-

tion 1.3.2 is an example of virtualization in the RAN, and the current section focuses

more on the virtualization in the EPC.

One example to achieve network virtualization in EPC can be by slicing the flow

space, such as by using a hypervisor. All the network hardware can be used as shared

infrastructure by all the slices. A slice may consist of part or all of different infras-

tructure (e.g., eNBs, switches) elements. Each slice can be used to provide a different

value-added service. Since each slice can be flexibly and independently managed,

it allows for the easy introduction of new revenue opportunities without additional

hardware complexity costs [17].

Figure 1.7 illustrates an example of virtualization in MobiSDN. A hypervisor

can be used, to support the slicing layer, on top of which different services can be

supported. Each slice can be used by a different service and virtually correspond to

part or all of the hardware at the physical layer.

Some examples of using virtualization for value-added services are provided

as follows. One example is efficient real-time communication for enterprises with

multiple-campus support. An enterprise that has multiple campuses in different ge-

ographical areas may be interested in deploying low-latency interactive wireless

services, such as allowing employees to have high QoS interactive wireless video

conferencing, doc collaboration query processing, etc., on top of the existing wire-

less network. The operator can provide this service by using MobiSDN and a slice

consisting of the eNBs close to the campuses (not all the base stations are needed,

which simplifies the networking) and switches involved. An advantage of this ap-

proach is that it creates new services and more revenue for operators while also re-

ducing management complexity.
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Another example is for supporting stadiums and other large venues. A slice can

consist of local eNBs within the stadium and switches involved, to provide local

content and services. Users can pay for premium service with better QoS since con-

gestion is often an issue in these scenarios, or participate in certain events such as

video contests, etc. Content, such as players’ introduction, video replay of exciting

game highlights, etc., can be stored in the local cache server. The UE can also upload

its captured video or other content to the local server, to share with other local users.

The venue or operator may incentivize content uploading and sharing by offering

rewards for users who provide very high quality video clips that become popular.

1.5 Conclusion

This chapter provides discussions on the future cellular network architecture. For the

future RAN, potential technologies, including the support for a UE to connect con-

currently to multiple eNBs and associate diverse traffic to the eNBs, Cloud-RAN,

and advanced SON to support drop-and-play small cells, are discussed. For the future

EPC, potential technologies, including mobile SDN and network virtualization, are

discussed. All these technologies provide great potential to improve today’s cellular

network architecture and leverage the limitations of today’s architecture.

The future cellular network architecture may not be limited to what is discussed

in this chapter. For example, the architecture of interworking of cellular and Wi-

Fi can be further improved, as currently discussed in [9]. For another example, the

architecture of supporting device-to-device communications can be consolidated to

today’s cellular architecture, as currently discussed in [6].

All in all, the future cellular network architecture will be supporting more use

cases and be more adaptive, more optimized, more efficient, more cost effective, and

easier for network management than today’s architecture.
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