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Abstract. Vulnerabilities are weaknesses in the requirements, desigd im-
plementation, which attackers exploit to compromise tlstesy. This paper pro-
poses a vulnerability-centric modeling ontology, whictnaito integrate empiri-
cal knowledge of vulnerabilities into the system developtr@rocess. In partic-
ular, we identify the basic concepts for modeling and anatyxulnerabilities
and their effects on the system. These concepts drive thatdediof criteria that
make it possible to compare and evaluate security framesamaiked on vulnera-
bilities. We show how the proposed modeling ontology candmpted in various
conceptual modeling frameworks through examples.

1 Introduction

Security needs are responses to being or feeling vulnerghlaerable actors take
measures to mitigate perceived risks, by using locks on tloesq surveillance cam-
eras, etc. Existing security requirements engineeringémorks focus on various as-
pects for eliciting security requirements, such as attalskbavior [29, 31] and attacker
goals [32], design of secure components [15], social asg&8t 11], and events that
can cause system failure [1]. However, attacks and conségeeurity failures often
take place because of the exploitation of weaknesses odbackwithin the system.
These weaknesses of the system or its environment that jorezddion with an inter-
nal or external threat can lead to a security failure are knasvulnerabilities[28] in
security engineering. Vulnerabilities such as buffer @wer or weak passwords may
result from misspecifications in the requirements, neglgatequired pre- and post-
conditions checks, faulty design and architecture, angnaraming errors.

In recent years, software companies and government ageraie become particu-
larly aware of the security risks that vulnerabilities inspan system security and have
started analyzing and reporting detected vulnerabil@feggroducts and services [5, 6,
23,27]. This empirical knowledge of vulnerabilities is dsi®r scanning and main-
taining system security and updating patches. Howevenerability analysis has not
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played a significant role in the elicitation of security regments. There is evidence
that knowing how systems have failed can help analysts ystems resistant to fail-

ures [24]. For this purpose, analysts should answer thrgie aestions [17]: (1) how

a vulnerability enters into the system; (2) when it entets the system; (3) where it is
manifested in the system.

Vulnerabilities are introduced into the system by perforgsome activities or em-
ploying some assets. By identifying vulnerabilities angleitly linking them to the
activities and assets that introduce them into the systeialysts can recognize the
vulnerable components of the system, study how vulnetasilspread within the sys-
tem, trace security failures back to the source vulnetsthdind relate vulnerabilities
to the stakeholders that ultimately are hurt. This infoiorahelps analysts understand
how threats compromise the system, assess the risks ofrablfies, and decide on
countermeasures to protect the system [9]. Some conwitmif?, 17] collect and orga-
nize vulnerabilities and security flaws for providing arsi$ywith more precise security
knowledge. However, they do not provide a conceptual fraomkwhat allows analysts
to elicit security requirements according to the identifiedherabilities. To define a
systematic way for linking empirical security knowledges meed to identify the basic
concepts that come into play when facing security issuessé@loncepts influences the
security analysis that analysts can perform.

This paper proposes a modeling ontology for integratingerdbilities into the
security requirements conceptual foundations. We refénecstructure of conceptual
modeling elements and their relationships as the conckfotwadation of a modeling
framework. The proposed ontology, which is independenteféxisting conceptual
modeling foundations, aims to detect the missing secuntystructs in security re-
quirements modeling frameworks and facilitates their eckanent. The ontology can
be used as a unified way for comparing different conceptuaidations and their rea-
soning power as well as extending their ability for modelargl analyzing vulnera-
bilities. We propose the modeling ontology by means of a gdmaeta-model. The
meta-model helps integrate vulnerabilities into the cpheal foundation of a target
framework, and the extended framework can be used for nraglahd analyzing secu-
rity requirements. To make the discussion more concre¢eptbposed meta-model is
adopted in three target conceptual frameworks, and thefiteard limitations of such
adoptions are discussed.

The paper is organized as follows. Section 2 discusses theeptual foundation
for security analysis with a particular focus on vulneritiei. Section 3 discusses and
compares existing security frameworks centered on vulildras. Section 4 introduces
a vulnerability modeling ontology. Section 5 discusses kimevmodeling ontology can
be realized in different target frameworks. Section 6 gixesmples of integrating the
ontology into three security requirements engineeringhé&aorks. Finally, Section 7
draws conclusions and discusses future work.



2 The Conceptual Foundation for Vulnerability Analysis

This section reviews the security literature with the aindefining a conceptual foun-
dation for security requirements engineering centeredutmevabilities. We discuss the
basic security conceptual constructs together with théyaisdacilities they offer.

A basic concept that comes into play when eliciting secwéiyuirements is the
concept ofasset In security engineering, an asset‘@ything that has value to the
organization”[13]. Assets can be people, information, software, andwsare [7].

Assets and services can be the targedttdckers(or malicious actoj, and conse-
quently, need to be protected. Attackers can be internattermal entities of the system.
They performmalicious actionsvhich attempt to break the security of a system or a
component of a system. Aaitackis a set of intentional unwarranted (malicious) ac-
tions designed to compromise confidentiality, integritsgitability or any other desired
feature of an IT system [30]. By analyzing the possible ways/hich a system can
be attacked, analysts can study attackers’ behavior, &sithe cost of attacks, and
determine their impact on system security.

Malicious actors often exploitulnerabilitieswithin the system to attack it. A vul-
nerability is a weakness or a backdoor which allows an attatk compromise its
correct behavior [28]. In the physical world, vulneralidi are usually tangible and
measurable. A crack in the wall is a concrete example of physieakness. In the
context of computer security, vulnerabilities are lesgjiile and visualizable. Vulnera-
bilities arebroughtto the system by adopting a software product or executingvcsee
By identifying the source of the vulnerability (e.g., sofig product, service, or data),
analysts can identify what are the vulnerable componenttseo$ystem, propagate the
vulnerabilities in the model of the system, evaluate thesfiesnand risks of (vulnerable)
entities, and decide on cost-effective countermeasumsaiagly.

Risk has been proposed as a measure to evaluate the impact otek aitt the
system. Risk involves the probabilitiielihood) of a successful attack and geverity
on the system [12]. Risk assessment is a type of analysisamgarform using security
conceptual models. Therefore, risk is not a primitive cgi@ad we do not include it
into the meta-model for security requirements framewo8ex(ion 4).

Analyzing attacks and vulnerabilities allows analysts malerstand how attackers
can compromise the system. However, to assess the risk oftaok,aanalysts also
need to consider the motivatiomadlicious goalyof attackers. Understanding why the
attackers may attack the system helps identify the targiteohttack and estimate the
efforts (e.g., time, cost, resources, etc.) that attackerwiilling to spend to compromise
the system. Schneier [29] argues that understanding whtharattackers along with
their motivations, goals, and targets, aids designersopiitt proper countermeasures
to mitigate threats.

When the risk of an attack is higher than the risk tolerancoaie stakeholder, an-
alysts need to take the adequate measure to mitigate sksHis A countermeasure
is a protection mechanism employed to secure the systemaQintermeasures can
be actions, processes, devices, solutions, or systents asufirewalls, authentication
protocols, digital signature, etc. Knowledge about aaskbehavior and vulnerabil-
ities helps analysts in the identification of appropriatardermeasures to protect the
system. Countermeasures intend to prevent attacks orrablitiey exploitations from



compromising the system. For instance, they are used td paloerabilities or pre-
vent their exploitation. Modeling and analyzing the coumteasures is important for
evaluating their efficacy and consequently the ultimatesgcof the system.

Several conceptual modeling frameworks for security asisliake advantage of
temporally-orderednodels for analyzing attacks [21, 25]. Incorporating theaapt of
time into the attack modeling helps understand the sequehaetions and vulnera-
bility exploitations which lead to a successful attack. Tasulting model is useful for
analyzing attacks as well as designing and evaluating eoungiasures that prevents the
attacks at the right step. On the other hand, temporallgredimodels of the system
and stakeholders’ interactions increase the complexitgqflirements models which
may not be suitable for the early stages of the development.

3 Vulnerability Modeling and Analysis Approaches

This section surveys and compares different approachg@®ged in the literature for
modeling, organizing, and analyzing vulnerabilities. iioaliscuss the types of rea-
soning that the existing conceptual frameworks support.

3.1 Vulnerability Catalogs

The most primitive way for modeling and organizing vulneliibs is grouping de-
tected and reported flaws and weaknesses into catalogsuitiicatalogs are not con-
ceptual models, they are not entirely structure-less ovsriveb-based software vulner-
ability knowledge bases provide searchable lists of valbidities. Catalogs of vulner-
abilities contain different types of information with déffent information granularity
which are useful for specific stages of the development apédstyf analysis. These
web portals aim to increase the level of awareness abou¢kalife products and sever-
ity of vulnerabilities. For example, the National Vulneilalp Database [27], SANS
top-20 annual security risks [27], and Common Weakness Enation (CWE) [6] pro-
vide updated lists of vulnerabilities and weaknesses. Cdtiains vendor-, platform-
and product-specific vulnerabilities. SANS list and CWEatag include more abstract
weaknesses, errors, and vulnerabilities. Some entridesetlists are technology and
platform independent, while some of the vulnerabilities @escribed for specific prod-
uct, platform, and programming language.

3.2 Vulnerability Analysisfor Computer Network Security

Modeling and analyzing vulnerabilities within computetwerks is common, because
vulnerabilities in such systems can be easily associatg@ysical nodes of the net-
work. Several attack modeling and analysis approached 230] take advantage of
Attack Graphs and Bayesian Networks for vulnerabilitieseasment at the network
level. Phillips et al. [25] introduce Attack Graphs to armdyulnerabilities in computer
networks. Attack graphs provide a method for modeling &teand relating them to
the machines in a network and to attackers. Liu and Man [18]Bey/esian Networks
to model all potential atomic attack steps in a network. @atelationships between



vulnerabilities encoded in an attack graph are used to ntbdebverall security of a
network in [10].

3.3 Modeding Vulnerabilities for Security Requirements Engineering

In secure software engineering frameworks, vulneraéditisually refer to the gen-
eral openness to attacks and risks. For example, Liu et&] pfbpose a vulnerability
analysis method for eliciting security requirements, veharinerabilities are the weak
dependencies that may jeopardize the goals of dependes atthe network of social
and organizational dependencies.

Only a few software engineering approaches consider ainglyziinerabilities, as
weaknesses of the system, during the elicitation of sgcreguirements. Matulevicius
et al. [20] treat vulnerabilities as beliefs in the knowledpse of attackers which may
contribute to the success of an attack. In [22], the i* frarodws extended to represent
vulnerabilities and their relation with threats and otHengents of the i* models.

The CORAS project [7] proposes a modeling framework for nidideed risk as-
sessment in the form of a UML profile. The profile defines UMLrastdypes and rules
to express assets, risks that target the assets, vulrigeabiaccidental and deliber-
ate threats, and the security solutions. CORAS providesafaraexpressing how a
vulnerability leads to another vulnerability and how a \erbility or combination of
vulnerabilities lead to a threat. CORAS also provides thamsdo relate treatments to
threats and vulnerabilities.

Rostad [26] suggests extending the misuse case notationdading vulnerabil-
ities into requirements models. Vulnerabilities are defins a weakness that may be
exploited by misuse cases. Vulnerabilities are expressedtgpe of use case, with an
exploit relationship from the misuse case to the vulnerability améhalude relation
with the use case that introduces the vulnerability.

3.4 Comparison of the Conceptual Modeling Frameworks

Table 1 compares capabilities of the reviewed conceptuatsires based on the con-
ceptual foundation discussed in Section 2. The conceptodeiing frameworks that
focus on security requirements engineering, model vulriitias in various ways. Among
them, CORAS [7] does not investigate which design choiceguirements, or pro-
cesses have brought the vulnerabilities to the system fengkimantics of relationships
among vulnerabilities, and between vulnerabilities anddts are not defined. Similar
to CORAS, the resulting models in [20, 22] do not specify hoywvhat actions and ac-
tors the vulnerability is brought to the system. These n®delnot capture the impact
of countermeasures on the vulnerabilities and attack22i fhreats are not related
to the attacker that poses them, and the semantics of thereketween threats and
vulnerabilities is not well defined.

In summary, the missing point in the surveyed approachegksdf modeling con-
structs that express how vulnerabilities enter into théesgsand how they spread out
within the system. The link between attacks and vulnettésliare implicitly (and ex-
plicitly) modeled in all of the surveyed approaches. Howgamong the modeling nota-
tions that provide explicit constructs for modeling vulaleitity, only a few frameworks



Table 1. Comparison of modeling notations. N indicates that the ephor relation is not con-
sidered, and Y indicates the relation is considered exlici the notation. P means the relation
is implicitly considered or its semantics is not well defined

Risk-Based Security extensioh
Web-based vulnel Secure  Tropo| Security Frame| Extensionsto migon i* framework|
abilities knowledgq Network securitf CORAS Frame|by Matuleviciugwork by Mayer| use case diagra| by Elahi et al. [8
Method sources analysis methodg work [3] et al. [20] et al. [22] [26] 9
Network config{ CORAS UML-
Structured angluration  modelg profile  base Misuse case mog-
Conceptual Foundation searchable catalogs{ AG, BN models Secure Tropos |i* framework  |els i* framework
Vulnerability graphical represen- 7 C i
tation e i None None 6 i @ .
Relation of vulnerabilities tf
vulnerable elements N Y N N N P Y
Relation of vulnerabilities tf
other vulnerabilities Y Y P N N N N
Propagation of vulnerabilities {o
other system N Y N N N N Y
Effects of vulnerabilities Y Y Y Y P N Y
Severity of vulnerabilities Y Y N N N N Y
Relation of vulnerabilities an|
attacks (exploitation) P Y P P Y Y Y
Countermeasures’ impacts pn
vulnerabilities N P P N N Y Y
Steps of vulnerability exploitd-
tion (sequence) N Y N N N N N

such as CORAS [7], i* security extensions [9, 8], and exi@msibf misuse case models
[26] relate the countermeasures to vulnerabilities. Tihessgics of the countermeasure
impactin[7, 26]is not well defined, and the model cannot kezlds evaluate the impact
of countermeasures on the overall system security. Althaugdeling and analyzing
the order of actions to accomplish an attack may affect thmtssmeasure selection
and development, the existing frameworks for security irequents engineering do not
consider the concept of sequence (temporal order) in thetasmodel.

4 A Modeling Ontology for Vulnerabilities

This section presents a vulnerabilities modeling ontoladgiych aims to incorporate

vulnerabilities into requirements models for expressiog lulnerabilities are brought

to the system and propagated, how the vulnerabilities geto@ggd by attackers and

affect different actors, and how countermeasures mititfege/ulnerabilities. The on-

tology is described by an abstract meta-model, which deéindselates the conceptual
constructs gathered in Section 2.

Fig. 1 depicts the proposed vulnerability-centric metadeioThe conceptual mod-
eling framework that one may integrate with ontology eletadsa called thetarget
framework. The target framework can be business processlimgdrameworks, UML
static and dynamic diagrams, agent- and goal-oriented limgdeameworks, etc.

Vulnerability Definition in the OntologyA concrete elemeris a tangible entity. De-
pending on the target framework, the concrete element camlaetivity, task, func-
tion, class, use case, etc. Concrete elements may introdlreerabilities into the sys-
tem, which are then calledulnerable elements$n the meta-model the link between a
vulnerability and a concrete element is captured bytttieg relation. Exploitation of
vulnerabilities can haveffectson other elements These elements are callected
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Fig. 1. The vulnerability-centric modeling ontology for securidgncepts

elementsTheeffectrelation is presented as a class and is characterized byttiere
severitythat specifies the criticality of vulnerabilities effects.

Attack and Attacker Definition in the Ontologin attackinvolves the execution of (a
sequencef) malicious actionghat one or more actors perform to satisfy sommali-
cious goal Linking attackers to malicious actions allows modelin@geits that require
the collaboration of different attackers.malicious actiorcanexploita number of vul-
nerabilities, which has (negative) effects on #itected elemest This negative effect
is captured as a relation which links vulnerabilities to #ffected elements. This rela-
tion is modeled as a class in the meta-model, which enabfasmgthe severity of the
effect as an attribute of the class.

Countermeasure Definition in the Ontolog#. concrete element may havesacurity
impacton attacks. Such an element can be interpreted as a secouwityectmeasure.
Thesecurity impacts a relationships which is expressed as a class in the metkelm
Security countermeasures can be usegdtchvulnerabilities,alleviatethe effect of
vulnerabilities preventthe malicious actions that exploit vulnerabilities or caayent
(or remove) the concrete elements that bring the vulnétiakil By patching a vul-
nerability, the countermeasure fixes the weakness in thiersysExamples of such a
countermeasure is a software update that the vendors pro&%idountermeasure that
alleviates vulnerability effects, does not address thecsooif the problem, but it intends
to reduce the effects of the vulnerability exploitationr Eample, a backup system al-
leviates the impact of security failures that cause data I@suntermeasures can also
prevent an attacker to perform some actions. For examplaptrentication solution



Table 2. The mapping of the elements in the vulnerability modelingotogy to elements of
different modeling elements. The x in the cells indicate tha target framework does not provide
any embedded element for the element of ontology and a nevelingcconstruct is required.

Requirements  mo
Static models (UMI{Dynamic models (UMlfels (UML use cas/Goal modes (i* agent- and
Class diagram) Sequence diagram) |diagram) goal-oriented model)
Vulnerability x (New Element) x (New Element) x (New Element) x (New Element)
Classes, Packages, Qptessages, Guards,
Concrete Element |erations, Attributes Combined Fragments |Use cases Tasks, Resources
Attacker X Roles Actors (misuser) Actors
Concrete elements fpr
Malicious Action  |x modeling behavior Misuse Cases Tasks
Malicious Goals X X X Goals
Adding new Stereg-
Effect X X types Contribution Links
Classes, Packages, Qptessages, Guards,
Affected Element |erations, Attributes Combined Fragments |Use Cases Goals, Tasks, Resources
Adding new StereqUsing and extending Cop-
Security Impact X X types tribution Links

prevents unauthorized access to assets. Countermeasy@evant performing vul-
nerable actions or using vulnerable assets, which resulesmoving the vulnerable ele-
ments that have brought vulnerabilities to the system. kample, disabling JavaScript
option in the browser prevents the browser to run a malware.

5 The Adoption of the Modeling Ontology

In the previous section, we defined the modeling ontology tlaa be used to inte-

grate vulnerabilities into existing conceptual modelingnieworks. This section dis-
cusses the adoption and realization of the proposed mapatitology in various types

of conceptual modeling frameworks. Table 2 provides a mappetween the model-
ing constructs in four example conceptual modeling framrew@and the elements of
the vulnerability-centric modeling ontology. The mappitigstrates which modeling

constructs in the frameworks can be used (or inverted) fpressing the ontology’s

elements, and which elements of the ontology need to bepocated in the target con-
ceptual framework by adding a new construct. In this tablM]\¢lass and sequences
diagrams are examples of static and dynamic modeling appesarespectively. Use
case and i* models are examples of requirements models.drhparison can be gen-
eralized to other similar conceptual frameworks (e.g.dtoperties for sequence dia-
grams can be generalized to other dynamic modeling appesach

Realization of Vulnerabilities in the Target FrameworKo incorporatevulnerabili-
tiesinto a target framework, a new modeling construct (with ggieal representation)
need to be added to the target framework. Vulnerabilitiesiie be (graphically) linked
to the vulnerable element, which expresseditieg relationship. The vulnerability ef-
fect and its severity need to be defined in each specific conakpodeling framework
according to the semantics of relationships in that conmdfitamework. For example,
in the UML use case diagram, one may define a new stereotygeetifs the effect



of vulnerabilities exploitation (and its severity), andaigoal-oriented modeling frame-
work like i*, contribution links can be used to representéfffect of vulnerabilities and
their severity. Existing relationship in static and dynammodeling approaches do not
provide the required semantics to model the vulnerabiffgots.

Modeling vulnerabilities (and related concepts) in diéfier conceptual modeling
frameworks facilitate different types of analysis and oeaisg. Adding vulnerabilities
to static models such as deployment diagrams allows oneojmagate vulnerabilities
from the elements that bring the vulnerabilities to othestsgn components, by analyz-
ing the function that vulnerable components play in theesysBy integrating vulner-
abilities into dynamic models, one can detect the sequeihadmerability propagation
in a period of time. Integration of vulnerabilities into recements and goal models help
detect the functionalities that introduce risks to theeys(by bringing vulnerabilities).
In addition, vulnerabilities can be propagated into theweek of functions, goals, and
actors. Examples of vulnerabilities propagation can badan [9].

Realization of Attacks and Attackers in the Target Framéw®he definition of attacks
is fundamentally a matter of perspective: the nature andaéos ofmalicious actions
are similar to the nature of conceptual elements that mba@ehormal behavior of the
system. Therefore, distinguishing the malicious and nafigious behavior does not
affect the analysis one can perform on the models. Howewedy&and Opdahl [16]
show that graphical models become much clearer if the disbim between malicious
and non-malicious elements is made explicit and the malgciactions are visually
distinguished from the legitimate ones. They show that the af inverted elements
strongly draws the attention to dependability aspecty earfor those who discuss the
models. Therefore, to modsialicious actionsn the target frameworks, the (inverted)
concrete elements that model normal actions and interectigthin the system is se-
mantically sufficient. For example, in a sequence diagram sequences of messages
to mount an attack can be modeled using the existing sequeodeling constructs.

Several conceptual modeling frameworks provide the regifsundations for mod-
eling sequence of actions in a temporally-ordered fashég.,(sequence diagrams,
state charts, activity diagrams). On the other hand, theefiraglapproaches that pro-
vide a static view to the system, such as UML class, deployypackage or component
diagrams, and data models, do not support modeling actimhslgnamic behavior of
the system. Such frameworks are not expressive enough fdeling malicious ac-
tions. Some conceptual frameworks provide means to mo@etystem and actors’
actions in a static way (e.g., use case diagrams and i* agedtgoal-oriented models).
Such modeling approaches provide a static view of the noalgcactions and vulner-
ability exploitations, and cannot model the temporallgered sequence of actions or
messages, vulnerability exploitations, and pre-conditithat lead to an attack.

Attackerscan be modeled using the (inverted) actor element in theté@mework.
For example, an attacker can be a role with a lifeline in UMgusnce diagrams or an
actor that triggers misuse cases in use case diagrams. ldgweine conceptual model-
ing frameworks, such as UML class or deployment diagramsod@iovide constructs
for expressing actors, which limits the security analyls& they can perform.

Several conceptual modeling frameworks focus on “what” ‘dra” in the sys-
tem. Such frameworks, such as UML static and dynamic diagrdmnot allow mod-



eling the intentions and motivations of the interactingtigarin the system. Goal-
oriented conceptual modeling frameworks such as i*, Troppad KAOS provide re-
quired means to model goals; therefore, the attackerstinak goals can be modeled
by using (inverted) conceptual constructs that these fwaories provide for modeling
goals of interacting parties.

Realization of Countermeasures in the Target Framewdvk.do not distinguish secu-
rity elements from non-security elements in the meta-mduilause the nature of ele-
ments which specify the system behavior is not differentiftbe elements that model
the security mechanisms of the system, and the distincti@s dot affect the security
requirements analysis. Similar to the vulnerabilitieeefs, the semantics of counter-
measures’ impact need to be defined in each specific con¢epbaizling framework
according to the semantics of relationships in the targebh&work.

6 Examplesof Adopting the Proposed Ontology

In this section, the proposed ontology is adopted in threeeptual foundations to il-
lustrate the realization of the ontology and its benefiteSEhexamples aim to illustrate
how the elements of the meta-model are realized in diffecenteptual frameworks
for (security) requirements and risk analysis. We integthé concept of vulnerability
into misuse case models, as an example of a static requitsmedeling approach. We
revise CORAS, as an example of risk analysis frameworksiwisiable to express vul-
nerabilities. In this example, we analyze how the adoptidh® ontology can enhance
its reasoning and analysis power. Finally, we show how vialbiéities and related secu-
rity concepts can be added to the i* framework, as an exanfgleal-oriented require-
ments modeling frameworks. All the enhancements are iiitestl with the meta-model
and concrete examples based on a browser and web applisaéinario.

6.1 Integrating Vulnerability Modeling in (Mis)Use Case Diagrams

Misuse case analysis is known as a useful technique fotieticand modeling secu-
rity requirements and threats [31]. In misuse case mod#klcks and attackers are
expressed using inverted use cases and actors, where roésesethreaten other use
cases and security use cases mitigate the attacks. How&gase case models do not
capture the vulnerabilities that attackers may exploittimpromise the system. In ad-
dition, models are not expressive enough to fully captueeitipact of security uses
case on other (mis)use cases. For instance, one can onlyl padgermeasures that
prevent misuse cases, whereas countermeasures for gatcimerabilities and allevi-
ating their exploitation impact cannot be represented.

Fig. 2 shows the revised meta-model of misuse case modelddptiag the pro-
posed modeling ontology to fill the discussed gaps. In theamwidel, the element
and relationships added from the ontology are represemstéigalighted classes and
dashed relationships, respectively. The concrete elenierthe use case models is the
“use case” element which mdying vulnerabilities to the system. An attack (misuse
case) exploits a vulnerability, and the effect of the exglion is athreatenrelation to
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Fig. 3. Integrating vulnerabilities into the misuse case diagraemample of a web application
and brower scenario

<<mitigate>>

<<prevent>>

Attacker

)

Actor

other use cases. New relationships suchxmoitsandeffectsof security use cases are
modeled by new stereotypes. Fig. 3 depicts the adoptionroésaf the ontology ele-
ments into the misuse case diagrams. The left hand side Gftire shows misuse case
models [31] for a web application scenario where a crossssitipting attack occurs,
and the right hand side of the model shows our proposal forefivegl vulnerabilities
and linking them to (mis)use cases.

6.2 Revising Vulnerability Modeling in the CORAS Approach

CORAS [7] provides modeling constructs to express threatsgrabilities, threat sce-
narios, unwanted incidents, risks, assets, and treatroenédsos. CORAS models show
the causal relationships from the vulnerabilities to thesznarios; however, CORAS
models do not show what actions or scenario in the systerodate vulnerabilities.
The exploit relationship is not explicitly expressed, ahd models do not express the
effects of vulnerabilities’ exploitation explicitly. Betes, treatment scenarios are only
connected to vulnerabilities and the semantics of thidicglahip is not well defined.
Fig. 4 shows the revised meta-model of CORAS by adoption®ptioposed vul-
nerability modeling ontology. In this meta-model, the edens and relationships that
are adopted from the ontology are represented as hightigiésses and dashed rela-
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Fig. 5. Revising vulnerability modeling in the CORAS risk modeliagproach, example of a web
application and brower scenario.

tionships, respectively. The right hand side of Fig. 5 gi@eexample of adopting the
proposed ontology in the graphical CORAS modeling langdiaige browser and web
application case study, which is modeled using CORAS rmiatt the left hand side of
the Fig. 5. The logical or physical region boxes are used asrete elements; for exam-
ple, thebrowserbrings the vulnerability ofnalicious script and user inputhreatening
actors and threat scenaridréss-site scriptingare directly connected, and the rela-
tionship between threat scenario and vulnerabilitiesvenged. The exploitation effects
and countermeasures impacts are modeled using the eX&IRAS relationships with
additional tags. Treatmentgdlidate users’ inpuanddisable JavaScriptpatch the vul-
nerabilities, prevent threat scenarios or alleviate tfecebf vulnerabilities.

6.3 Integrating Vulnerabilitiesinto thei* Framework

The ability of the i* framework [33] to model agents, goalsdatheir dependencies
makes it suitable for understanding security issues tligg among multiple malicious
or non-malicious social agents with competing goals. Thtugrovides the basic el-
ements for incorporating vulnerabilities into securitgu&ements models and repre-
senting their propagation within the system.

Fig. 6 presents a fragment of the i* meta-model integrateti Wie vulnerability
ontology and extended with malicious elements. The coa@leiments in the i* frame-
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work that may bring vulnerabilities are tasks and resourtles effect of vulnerabilities
and its severity in the i* framework are defined as Hut},(Break (——), and Unknown
(?) contribution links. Malicious tasks, goals, softgoalsdattackers are specializa-
tion of i* tasks, goals, softgoals, actors. Some tasks asmlmrees can work as security
countermeasures.

Fig. 7 shows how vulnerabilities and related security coress are graphically in-
tegrated into i* models in the browser and web applicatioanegle. To graphically
represent vulnerabilitiedMalicious scrip), the i* notation is enriched with a “black
circle”. The proposed notation graphically distinguishealicious and non-malicious
elements using a black shadow in the background of malictereents as proposed in
[18, 8]. The exploitation of a vulnerability by an attackerépresented by a link labeled
exploitfrom the malicious task to the vulnerability. The explditatof (a combination
of) vulnerabilities has effects on goals, tasks, and avdiiig of resources. Countermea-
sures are modeled using ordinary task elements, and thgadi® as contribution links
with alleviate prevent or patchtags. Detailed models and the goal model evaluation
reasoning on the browser and web application case studyectouhd in [9].

6.4 Lessonslearned

The adoption of the proposed vulnerability modeling orgglin different conceptual
foundations helps understanding the limitations of thecepitual foundations and facil-
itates their enhancement. The enhanced misuse case momletteadditional informa-
tion about vulnerabilities that enables a finer-grainediggcanalysis for deciding on
proper security use cases. The revised CORAS models akpégpress which threat
scenario exploits the vulnerabilities and what are thec&sfef each exploitation, while
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the original CORAS models only express the impacts of thelevkoenario. The ad-
ditional tags for expressing the exploitation effects andrntermeasures impacts make
the semantics of CORAS relationships explicit. Analyzihg effects of vulnerabili-
ties in the i* models allows one to assess the risks of attaarkalyze the efficacy of
countermeasures, and decide on patching or disregardingutherabilities by taking
advantage of goal model evaluation techniques [4]. In paldar, analysts can verify
whether stakeholders’ goals are satisfied with the risksubferabilities and attacks,
and assess the efficacy of security countermeasures agadatstisks. In addition, the
resulting security goal models and goal model evaluationpravide a basis for trade-
off analysis among security and other quality requiremggits

However, conceptual foundations may not be suitable oresgive enough to model
all the ontology elements. Each conceptual foundation kag broposed for a specific
purpose and is suitable for a certain type of modeling antlaisaFor instance, mis-
use cases and CORAS do not provide constructs to repredegatiens of assets and
dependencies between actors. Therefore, they cannot rmodelnalyze the propaga-
tion of vulnerabilities to system components. In additionisuse cases and CORAS
models cannot express why a misuser attacks the systenmdritiéi misuser’s actions
to his/her goals. Another limitation of i*, misuse case, &WORAS models is lack of
constructs to model temporally-ordered actions and valniéties exploitations that
lead to an attack. Enhancing these conceptual foundaticexddress above limitations
require a deep restructuring of their conceptual foundatichich imposes a trade-off
between complexity of models and their reasoning powerréiibes, analysts need to
identify the objectives of their analysis and select thgeaframework accordingly. For
instance, it may be more appropriate to extend a dynamic limgdepproach such as
sequence diagrams rather than adding temporal constouctistise case diagrams.

7 Conclusions and Future Work

This paper has proposed a modeling ontology for integratirigerabilities into con-

ceptual modeling frameworks. In the process of the ontottayelopment, we reviewed
the security engineering and security requirements eegimgliterature to identify the
set of core concepts needed for security requirementsagicoi. The ontology is de-
fined as an abstract meta-model which relates the elememtsyofonceptual frame-



work to vulnerabilities and related security concepts. e discussed how the ontol-
ogy can be adopted and realized in different conceptual fimgagameworks through
some examples. These examples show that different frarkeweaxe different concep-
tual structure and capabilities; therefore, by adoptirggdhtology elements into each
conceptual framework, different types of analysis can beedwmased on the resulting
models. We found that since some conceptual modeling frameado not provide
the required structures, they are not able to express ctmsaph as malicious goal,
vulnerable element of the system, temporal order, etc.

We adopted the ontology in the misuse case diagrams, i* mpdetl CORAS risk
models. In addition to those examples, in future work, treppsed ontology needs to
be adopted into a wider variety of modeling frameworks tovjate stronger empirical
evidences for usefulness, expressiveness, and compietress of the ontology. In
order to evaluate the proposed ontology, we are performmmgjrécal studies including
case studies with human subjects that use the extendedptaatenodeling frame-
works. The aim of such case studies is to discover the sgealéted concepts or types
of analysis that the elements of the ontology cannot exnessman subjects have dif-
ficulties to express. We aim to interview the subjects antitaetly analyze the models
to draw conclusions about the expressiveness of the prdposeeptual elements.

An issue not explored in this paper is the scalability conséihat come with graph-
ical visualization of complex models. The resulting modeiended with security con-
cepts, may become complex and hard to understand. In ordenage the complexity,
defining views of the system and filtering some views would &segsary.
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