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Abstract

Queueing network has widely applied to signify and investigate the resource sharing the system such as computer system,
communication network. In many applications servers, like Web servers file servers, database servers, a huge amount of
transaction has to be handled properly in a specified time limit. Each transaction typically consists of several sub-transactions
that have to be processed in a fixed sequential order. One of the most important quality of service parameters for these
applications is expected response time, which is the total time it takes a users request to be processed. In multi class
queueing network, where a job moves from a queue to another queue with some probability after getting a service . The
portrayal of the queue stability is obtained based on the following parameters: general arrival, service time distributions,
multiple classes with specific arrival rate. A multiple class of customer could be open or closed where each class has its own
set of queueing parameters. In distributed multi-server network in which the customer transitions have exemplified by more
than one closed Markov chain. The main objective is to maximize the total source utility by posing the optimization network
control which shown that the rate control problem has been solved completely . Graphical representation shows that the
new method improves the performance measure in terms of reduction computational effort.

Keywords—Markov chain ,Quality of Service, Multiserver Queueing Network, Scheduling, Transition

l. INTRODUCTION

Recently communication infrastructure plays vital
role in applications that share parts of the infrastructure.
Consider a multiserver queueing network with M servers
and N classes of customers. Time is slotted to continue a
fixed entity length to serve jobs. Consider the system has
an infinite buffer in which assuming that the jobs are
assumed to arrive for the duration of slot and depart at
the end of the slot. In the class of queuing systems the
problem of optimal control is maximize the optimization
criterion has to be chosen in order to prevent degradation
of services in computer communication networks. The
optimization criterion depends on two factors that
maximizes the average network time delay constraint. In
many applications servers, like Web servers file servers,
database servers, a huge amount of transaction has to
be handled properly in a specified time limit. Each
transaction typically consists of several sub-transactions
have to be processed in a fixed sequential order. For
the distributed computer network model, an algorithm is
designed in which the customer transitions have
characterized by more than one closed Markov chain. A

solution of product form algorithm is derived in the case
of multiple closed sub chains and computational
algorithm is presented for general class of queueing
networks. The result is generalized to a queueing
network in which the customer routing transitions are
characterized by a Markov chain decomposable into
multiple sub chains. Several aggregate states and their
marginal distributions are discussed in conclusion.

II. LITERATURE SURVEY

M. Andrews (2004).et.al., had developed the
concept of the Scheduling in a Queueing system with
asynchronously varying service rates.
S.Andradottir,et.al.,(2003) has explained efficiency of
time segmentation parallel simulation of finite markovian
queueing networks. R.Artalejoet.al.,(2012) has envisaged
Markovian  retrial  queues  with  two  way
communicationsystem. S.Balsamo (2001), et.al., had
explained the analysis of queueuing networks with
blocking. Parallel scheduling of multiclass M/M/m
queues: approximate and heavy-traffic optimization of
achievable  performance by Glazebrook
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et.al.,(2001).P.Cremonesi et.al.,(2002) had enlightened
the approximate solution of closed multiclass queuing
networks. M.Harchol-Baltere et.al.,(2005) has evidently
envisaged the  Multi-server queueing systems with
multiple priority classes.W.K. Ehrlich.et.al.,(2001), had
clearly explained the performance of web servers in a
distributed computing environment.
J.R.Ramos,et.al.,(2003)has approached an improved
computational algorithm for Round Robin Service. The
concept of node decomposition based approaches for
multi-class closed queuing networks has envisioned by
K.Satyamet.al.,(2005). M,Reiser et.al.,(1980) had
analyzed multichain  closed queueing networks.
R.Srinivaset.,al(2007) had analyzed a multi-server
queueing model with markovian arrivals and multiple
thresholds., S.Stidham (2002) has clearly explained the
methodology to design and control of queueing system.
L.Tadj et.al.,(2005)had explained Optimal design and
control of queues.

[1l. STOCHASTIC SCHEDULING CONTROL ON MULTI SERVER
QUEUEING NETWORK

The behavior of multi server queueing network
has been classify into three major pasture:

(1) Network Control,
(2) Control over networks, and
(3) Multistage scheme.

Networks Control has provides a certain level of
performance to a network data stream, although attains
proficient and fair utilization of network resources.

Control over networks deals with the design of
feedback policy to modify the control systems in which
control data is swap over through unreliable
communication links.

Multistage scheme explains the network structural
design  and communications  between  network
components which describes  the behavior of the
individual components agents of the networked system.
Queueing network model is used to study the behavior of
large system of different components and it is very
complex for input and output from a component. Only
limited case of queuing network models yielding a
analytic solutions.

Application of Markovian queuing network models with
product form solution gives exactly solution. The
stochastic nature of the input and output system
represents the arrival and departures of packets in
computer communication networks. The product form
solution provides approximation to the actual behaviour
of packet switching network. Each user has to choose a
flow control strategy and the optimal choice for
decentralized flow control depends on the strategies of
the other users. Consider a queueing network that
composed of three nodes, each modeled as a multiclass
queueing network. Arriving jobs 414 at the first node in

the servers of the node with the rate £ipq,441 ,and 145.

After completion of service at the first node jobs are
forwarde to the second node with probability p and leave

the node with probability 1-p. The incoming jobs are
server in the second node with rates /o1 and gy, with

i =211 - (o1 +t11+1412)

Steady State Distribution:

The first step is to partition the most arriving job into
several sub-states and aggregate the surrounding state
into one. The partitioning strategy imposes a structure on
the feasible state and is therefore very important for the
rate of convergence of the algorithm. If the partitioning is
such that most of the good solutions tend to be clustered
together in the same sub states, it is likely that the
algorithm quickly concentrates the search in these
subsets of the feasible state. More efficient partitions
could be constructed if the performance function is
considered. This type of partitioning techniques is called
data base group partitioning. Then the approach of
moment  fragmentation technique is appropriate to a
class of queueing networks with thrashing and
communication blocking stations.Let [I; denote the

number of servers and C; denotes the buffer capacity at
j. According to poisson process jobs arrival rate is
A ,i=1,2,....1n to the station i and the service time is
exponentially distributed with 4 ,i=1,2,...nLet A
denotes the probability that a job endeavor to join the

queue at station j, immediately after a service completion
at station i, for j = 1,... n, and let A 4 denotes the

probability that a job will leave the system after being
served at station i. When a job enter the system , which
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founds that the buffer station is full leaves the system
immediately, unless it is arriving from another station in
the network, in which case it endure another service and
then rerouted.

Let @(t) ={¥4(0). %5 (1)¥5(1)... %, (1)} denote the

state of the system at time t,  where
#i(t) ,j =1,2,...ndenotes the number of jobs in station

j at time t.Next determining the station at which the
event is to be executed andwhether the event is an
arrival or a service completion. An arrival is a feasible
event at station j in a routing if the buffer is not full. If a
job is feasible for a routing, then execute the event and
update

the state of the system accordingly. If a job isnot feasible
for a routing, simply ignore that event and the state of the
system in that sample path will remain unchanged. This
procedure for parallel simulation of multiple routings of
discrete event systems using a general cycle of latent
measures is fundamentally based on  standardized of
the Markov chain .

Round Robin:

In the round robin scheduling, processes are
dispatched in a FIFO manner but are given a limited
amount of CPU time called a time-slice or a quantum.
Round Robin fashion runs the algorithm based on the
length of the quantum that will drastically decrease the
waiting time compared with the other scheduling
algorithm.

FCFS and SJF are examples for non-primitive
algorithms.  Scheduling primitive algorithms like MLFQ
and RR, which provides response time and fair
dispatching of CPU time. Round Robin function
technique will provide a proper response time and no
starvation with low overhead. Feedback scheduling
algorithm has not possibility for starvation since this
algorithm gives better results of I/O bound processes and
there is no importance for throughput and response time.

IV OPTIMIZATION OF QUANTUM QUEUE REPEATED
NETWORK

Repeated Network is the best model that reserves
the optimization that recognize the trend information of
time series data. The network leaves a trace of its

15

behaviour and keeps a memory of its previous states.
The inputs of repeated networks are the quantum of
queues and the average response time. Average
response time enters as an input in neural network, then
the network obtains the relation between the quantum
change of a specified queue with the average response
time and the quantum of other queues. According to the
quantum change in a specified queue, it is possible to
optimize the average response time. The network find
the relation between increase or decrease of quantum of
a queue with the average response time and tries to
reduce the average response time. Then the input of
neural network updates the quantum changes of the
queues and specifies a new quantum for queues.

By entering the new quantum of queue to the
intelligent multi class feedback queue function and pre-
assumed processes are fed to this function, which leads
to obtain the average response time. The optimized
quantum for lower queues is found in the previous stage
and these quantum amounts are not optimized further
and the network may fail to achieve the desired result.
This can be prevented by replacing the new quantum
with previous ones and the new amount of specified
queue with the former amounts.

The quantum of queues are returned to the input in
a recursive way, it means that only the new quantum of
specified queue is returned to the input and the other
queues receive the former amounts as inputs. The new
average response time is obtained by replacing the new
quantum of a specified queue in intelligent multi class
feedback queue function. When a change is applied in
the quantum of a specified queue, the number of queues
can be changed. It is possible that reducing the quantum
caused more processes are moved to the lower queues
or a new queue is added to the number of required
queues . On the other hand increasing the quantum of a
queue may cause no process is moved to the lower
queues and as a result the lower queues are eliminated.
Applying the changes in the specified queue, by
decreasing the quantum it causes more processes are
moved to the lower queues or a new queue is added to
the required number of queues. By increasing the
quantum of a queue may cause no process is moved to
the lower queues which are eliminated. The effect of
these changes into the network by eliminating or adding
a queue would be recognized by the new quantum for a
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specified queue. The multi class feedback queue outputs
are used to calculate the average response time.

V. STOCHASTIC ASSIGNATION NETWORK

A set of interconnected queue that describes a
multi-class queueing network, where a job moves from a
queue to another queue with some probability after
getting a service. A multiple class of customer could be
open or closed where each class has its own set of
queueing parameters. A closed queuing network model is
suitable for large number of job arrivals. These
parameters are obtained by analyzing each station in
isolation under the assumption that the arrival process of
each class is a state-dependent Markovian process.
These jobs are served at different sub queues with
different service time distributions. The entire sub queues
have been served completely, then only the customer
leave the system. Queueing network with finite capacity
queues to represent the system with finite capacity
resources and population constraints.
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VI. DESIGN AND ANALYSIS

Consider a queueing network system consisting of K
service centers as 1< i < K. There exist R different
classes of customers and their transition are presiding
over from one state to another by a first-order Markov
chain M. B, .., represent the probability that a customer

of class r which completes service at centre i will go to

r(i'r

service centre i' and changes to class r' in M. Then the
Markov chain M is decomposable into L sub chains
M1,M2,...,ML which are all irreducible. Assume that
without loss of generality R = L = 1. The sub chains

M,’s are either open are closed. The sub chains are

driven by L independent Poisson arrival streams with rate
A (n), where n, is the total number of customers in sub

chain M, at a given system. Representation of general

service time distribution in the method of stages is, only
one stage can accommodate a job at a given time .In
FCFS discipline, a customer waiting at the head of the
line is not allowed to enter the first stage until the job
currently in service completes its last stage and departs
from this centre. That is the entrance stage is blocked as
longs as a job exists in the some stage. The steady state
distribution provides a solution in a product form when it
is not blocking. In the situation of blocking, the solution is
complicated for the queueing system. Hence the service
centre is assumed to be a queue dependent exponential
server in FCFS discipline.

In Processor sharing (PS) queue discipline , the
problem of blocking in the exponential server could not
exist. In a multi server queue, there are many servers
available than jobs and no waiting line is formed, thus
blocking is nonexistent. In an infinite server queue,
where the service rate is lowered according to the
number of jobs in the centre at a given time.In FCFS,
when a new job enters, the first stage of the server is
provided to it. If a new job is entered prior this has been
served by its own server. If a job is stayed at any stage
restart the service among those remaining in the system.
When a new job entered the service centre without
blocking, this leads to provide a product form solution. In
Processor Sharing(PS) and Last Come First
Serve(LCFS),the service stages are specified in the
system.

VII. NUMERICAL CALCULATIONS

Throughput
Throughput for each class at each station,

' Aggregate| Class0 | Classl | Class2 | Class3 | Classd | ClassS
Aggregatel 0146730 0005048 0009332 0034115 0026252 0020600 0.041391
Classl | 0145739 0006048 0009332 0034115 0026252 0029600  0.041391
Class11| 0146739 0006048 0009332 0034115 0026252 0020600 0.041301
Class 2 0146730 0006042 0009332 0034115 0026252 0020600 0.041391
Class21 | 0146733 0006048 0009332 0034115 0026252 0029600 0041391
_ Class 3 0146739 0006048 0009332 0034115 0026252 0020600  0.041391
Class3 1| 046730 0006048 0009332 003115 0026252 0020600 0041301
Classd 0146730 0006048 0009332 0034115 0026252 0020600 0041301
Clasz32| 0146730 0006045 0009332 003115 0026252 0020600 0041301
Delay 0 0146739 0006048 0009332 0034115 0026252 Q020600 0041301
Class5 | 046730 0006048 0009332 0034115 0026252 002600 0041391
Class 51 | 0146730 0006048 00039332 0034115 0026252 0029600 0.041391
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Number of Customers
Average number of customers for each chosen class at each chosen station.
Number of Customers — -
Average number of customers for each class at each station. rten S
* | Aggregte| Classd | Classt | Clsd | Clas?2 | Clased | Class | eentiens
Aqqregatel 54000000 2000000 10000000 15000000 5000000, 10000000 12000000 ClssNme S
_ Classl | 0508934 (0011280 0002423 032157 0108101 0154789 0000776 Connt/Mes Re £ 01 o
Class11 | 2079728 0049533 0005138 00852 000176 0063025 1934902 %ot
Class? | 057316 001130 000061 083289 01801 0317 0000528 e 5
Ciass21| 050348 000N 00765 0101072 000607 0000782 0311508 Xmin g
Clase3 | 7917240 0000530 477682 0160429 0004036 3024089 0.007113 o Z0860
Class30| 3577932 0145820 0355906 00083 3044073 0021356 0002433 _ — Zusst
C Classd | 8736273 0005419 39282% 001242 0BT 3SIST95 00257 fmin IETE R |
Class32 | 10774813 132461 0630935 0668911 0136846 0006368 7951791 i BTE ‘
Delay0 | 3477350 0050377 0015157 0005349 0657561 1ODL3N 1747085 S
Class§ | 3728603 0202450 0025478 1718888 0002505 150834 0018447
| Class51| 12052162 0003762 0224037 1179357 0017713 0007714 0004572 Simelation resuts table
Mean value (j) J ONQ;ZB ;JQ;; :9;66
Residence Times R (o | oo | oa

Total time spent by each custorner class at each station,

* |Aggregote| Cisd | Clasd | Cas2 | Chsd | Chsb | ChsS |
Agqreqate] 361909715 3 £14831 107L.5360.. 430503097 100458175 331532505 209180
CCassl | ASI6Z LSS 025957 OAXR! ALITB 2SN ODIBTS ,
CChssill MU0 GI7X 0130 0IBAT 00RM8  210X3 6J467 - _
Chss2 | 370001 15765 OO 537777 4B TEESSEL OALTSG
Chss2l| 2408 OO04% 425676 200010 180030 OXMG 153UG | Swonbame
Clamd | SIOOSIEL  OORTGO3 SISHSHT  AT0N52  0ISG037 10216345 SIS | chsneme

Clss3l| 2036200 210070 BIBEH 02455 SIS0 0T2UT OO0 | commemmatoons
Clasd | 59536037 0496022 4MSNE% 03672 32329295 LIRS 0622061

Class32| 73428300 271980974 72964845 1980T7M 5212607  0.232033 1921139
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5 Show confidence interval range

13356

Samples: 13301

min: =l
Delay0 | 2697480 830818 1SMIT 0764 2S04TSE 33878ES 42209083 | ~ i
Class5 | 25409122 64386677 270210 SO335618 0095431 SIOGTGS oAusens | X
Class51| B2133169 062075 24102823 45700665 06730 0260605 00464 | Yo 0
¥ max | mewas ‘
an 35 4.0 45 a0 55 6.0
M
Simulation results table
Utilization . i, . _
Utilization of a customer class at the selected station. Mnanvalue(s)J s ‘ R |

Max (5] (Conf Int).
Min (s} (Conf Int)’

*  Aggregatel Classd | Clmssl | Cls2 | Chssd | Classd | ClassS |
Class] | 0375873 0007068 0001506 0201157 0O0GB0S1 0097606 0000485 _
| Classil| 095030 0014468 0001688 0008071 0000708 0020661 OBOMD Mmoo forcach chosen case ot exch chasenstation.

Class2 | 0360430 000778 000166 OM17717 OOBIST OMSHTTT 0000339 — ot
Class2l| 03%152 0MMX 006X 0067872 003157 00005% O0X6I% | e e
Class3 | 0S46420 000059 058450 0017070 0000449 0343185 0000236 i’:ﬁ::” . O I ——
Class31| 095700 00309 007676 0001822 083802 D0MISL 000052 S
Clssh | OB46974 00005 OAITSG2 000167 OB 043520 0002647 | Cnniesres
Class32| 0G0M 015M 00622 00679 00USE 000 0741 | ST
| DelayD | 3477350 000377 OQISIST 000S849 OGNSl 100I3H  1T0Es | T
ClassS | O0S%75 009528 00513 036425 000057 0350705 000380 | X el
Class51| 099958 0000282 (0017343 097931 0001359 0000384 0000349 | Y™~ EEETE ]
Ymes 30 348 4.0 4?5 .0 a5 6.0
M
Simulation results table
VIIl. GRAPHICAL REPRESENTATION —l
Mean value (s) 1.205 1.213 1.201
Mb@Coks 1 1m | 11
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Queue Time

Average queue time for each chosen class at each chosen station.
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Class Mame:

Samples:

Stationi Name:

Description

Conflnt/Max Rel£rr (0-1);

| 10000%

Serverl

Al classes

09/003

[l Show confidence interval range.

100 105 140 145 130 125 130 135 140 145 140

Ralio between assumed sewice time at CPU and the initial one (%] xo*

Simulation results table

wss6% | mauw | ueew | 2% | wmw | m3n | e | wsaw | 100%

1133162
1163574
1102750

292550 | 1978531 | 2043852 | 1583846 1062081 | 2663065
55004 | 073951 | 032659 | 1561617 | 1083857 | 2728868
230096 | 1863111 | 265504 1506076 104034 259763

The valuesin red could not be computed with the requested precision

2038357 1851379
098741 1883735
1977973 1819023

IX. CONCLUSION

This paper shows that the interactive behaviors in
multiserver queueing network which has been modeling
by a stochastic technique. The stochastic isolation
decomposition technique is to maximizing the scalability
and minimizing the complexity in large networks. In
distributed multi-server network in which the customer
transitions have exemplified by more than one closed
Markov chain. Generating function has implemented to
derive closed form of solutions and product form solution
with the parameters such as stability, normalizations
constant and marginal distributions.
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