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Abstract

Multi-user multiple-input multiple-output (MIMO) techhmgy makes it possible for wireless nodes
to successfully receive multiple packets from simultarsetvansmitters in wireless networks. As it can
provide more transmission opportunities without causiolfjisions, the network throughput performance
can be dramatically improved. In this paper, we propose gncisonous medium access control (MAC)
protocol, which enables senders to independently stait ttEsmissions if the access point (AP) can
receive more simultaneous packets up to its multi-packetpton capability. This asynchronous protocol
makes the multi-user MIMO channel more efficiently used,eeglly in wireless networks where
transmission durations are dynamically varying due toedéht packet sizes and transmission rates.
Through our performance analysis and extensive simulstime show that the proposed asynchronous
MAC protocol achieves significantly higher uplink throughperformance in multi-user MIMO wireless

networks.

Index Terms

Asynchronous MAC protocol, multi-user MIMO WLANS, throught analysis, multi-packet recep-

tion capability.

I. INTRODUCTION

In conventional wireless local area networks (WLANS), reodan receive only one packet at a
time, while two or more concurrent transmissions causeaaket reception to fail. This is called
packet collision. However, as the technology level of MIM@damulti-user detection (MUD)

increases, it has become possible for wireless nodes tessfadly receive multiple packets from
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simultaneous transmitters [1]-[4]. The mixed signal froomwtaneous transmissions, which
was previously treated as a packet collision event on cdioread wireless networks, can be
properly separated and decoded, and is preferred becagiskanhces the achievable throughput
performance. The maximum number of packet transmissicasctéin be successfully decoded
is defined as multi-packet reception (MPR) capability (deddoy M) and is determined by the
capture threshold ratio [10], [15] or the number of antend&y, [13].

However, most traditional MACs have been designed withowt eonsideration for MPR
capability and do not function well in multi-user MIMO bas@flLANs. For example, an AP with
MPR capacity can receive multiple packets simultaneoumsly,if the CSMA/CA based IEEE
802.11 distributed coordination function (DCF) protocslapplied, the AP attempts to make
only one successful transmission for each transmissioortypity. As a result, the multi-packet
reception capability of the multi-user MIMO WLANS is not fylutilized and the throughput
performance of multi-user MIMO WLANSs would not be improvedadl. Therefore, new types
of MACs, which take MPR capabilities into consideration dnighly desired for multi-user
MIMO WLANSs. Recently, several MACs have been proposed in-[62]. Most of them are
basically synchronous channel access protocols, in whach eode with packets to transmit is
not allowed to start a new packet transmission until all & &m-going transmissions complete.
However, these kinds of synchronous protocols for transioriscoordination may significantly
hamper the channel efficiency of the multi-user MIMO WLANS emhtransmission durations
are dynamically varying due to different transmission saed packet sizes.

In this paper, we propose an asynchronous MAC protocol tlmtasenders to asynchronously
start their transmissions without waiting for the compatof all the on-going transmissions in
multi-user MIMO WLANSs. Under this asynchronous channelesscprotocol, whenever a node
notices there exists a vacant space that accommodates imarkaseous packet receptions,
it can start a new transmission although on-going transamssstill exist. In this manner, the
channel efficiency of multi-user MIMO WLANs can be dramaligamproved. We provide a
Markov chain model for throughput performance of our pragbasynchronous MAC proto-
col. Simulation results demonstrate how the proposed @amcess mechanism can improve
aggregate uplink throughput performance in WLANs with rauter MIMO technology.

The remainder of this paper is organized as follows. In $adti, we provide a summary of

related work in literature. Section Il includes our systeradel and motivation. We then propose
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the asynchronous medium access protocol for maximizinghkighroughput performance of
multi-user MIMO based wireless networks. In Section IV, wraduce the description of our
analytical throughput model for the proposed channel acpestocol based on a Markov chain
analysis. This is then followed by a performance evaluaito8ection V. Finally, we conclude

this paper in Section VI.

Il. RELATED WORK

Several MAC protocols for the network system with MPR calpigbhave been proposed in
[5]-[12]. Zhenget al. [5] introduced the concept of MPR-capable wireless netwoakd derived
a throughput performance of network under the assumptatrthie all packets are synchronously
transmitted. In [6], Chemt al. proposed the MRMA scheme for wireless multimedia networks
based on the use of MPR channels. The MRMA scheme is a reisen@sed channel access
protocol in which reservation and information slots areedted in different ways depending
on the traffic type of wireless multimedia networks. Liu anish [[7] proposed the distributed
splitting-tree-based channel access protocol that caloiexpe MPR capability of the channel.
They also provided a closed-form of the throughput expoesfir MPR capable networks. In [8],
Jinet al. numerically showed that the multi-user MIMO system redubescollision probability,
providing a shorter delay and high throughput performahteaddition, they also showed the
performance comparison of between single-user MIMO systachmulti-user MIMO system.

Jin et al. [9] presented the throughput imbalance problem betweemlu@nd downlink
traffic in multi-user MIMO based WLANSs, and derived the arilgl model for throughput
performance. They proposed the contention window adjustseheme, which attempts to solve
the unfairness throughput problem. Ceéikal. [10] also considered the throughput unfairness
problem due to the different transmission rates, eventuzdusing a decrease in throughput
in networks with MPR capability. To overcome this unfairmgsoblem, Celiket al. proposed
alternative back-off mechanisms, which provide more trassion attempts for distant nodes in
MPR systems. Recently, in order to prevent the under-atllwireless channel of MPR systems,
Zhang [11] proposed the multi-round contention random s&oeechanism, in which the stations
have more chances to contend for the channel until therésesudficient winning stations.

To the best of our knowledge, Babich and Comisso [12] firsppsed an asynchronous channel

access approach for IEEE 802.11 networks with multi-packeption capability where all nodes
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can simultaneously receive multiple packets. In [12], eaatte is allowed to decrease its backoff
counter not only when the channel is sensed idle but also Wieenumber of active transmitters
is less than a predefined threshold value under the assuntpat all the nodes can obtain the
number of active transmitters over the channel. Therefiwwve,or more contending nodes can
access the wireless channel at the same time whenever thkeofbazounter reaches zero in
an asynchronous manner. Unlike the approach in [12], weidensn uplink communication
case where AP can simultaneously receive multiple packeexploiting multi-packet reception
capability and stations contend for transmission oppdaitswith each other in a random access
manner without multi-packet reception capability. Ourgwesed channel access protocol allows
each node to independently start a new transmission in §rchsgonous manner whenever the

AP informs that there exists a vacant space for multi-packetption.

IIl. PROPOSEDASYNCHRONOUSMAC PROTOCOL
A. System model and assumptions

We consider an uplink case for one-hop networks, where ones Adeated at the center of the
network and the other transmitters are located around thd=aiPsimplicity, it is assumed that
each node has backlogged packets under saturation canditid the packet size is geometrically
distributed. We also consider that the AP hesmultiple antennas while each transmitter has
one antenna for the data transmissions. In this system, tkedrsignal (denoted by) from N

multiple transmitters can be expressed as
y=Hs+w, 1)

wheres = [si, s, ---, sy]" andy = [y1, v2, ---, ya]' denote the transmitted and received
signal vector, respectively. Als®] is the channel matrix and is the channel noise. Here, the

channel matrixH can be written as

hiv hig - hin
h h T

H— 2.,1 2.,2 2.,N 7 )
hai hae -+ huw

where h,,, , denotes the channel coefficient between the pain-tii user andn-th receiving

antenna.
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In this paper, we consider a multiuser orthogonal frequetigigion multiplexing (OFDM)-
based WLAN system as a practical MPR-capable system. Hezeassume that each frame
includes an orthogonal training sequence in the preambtedar to make it possible for APs
to estimate the channel coefficients as like IEEE 802.11ndsta. Once an AP obtains the
channel coefficients from the training sequences, it capgrip decode the mixed signal from
simultaneous transmitters and then simultaneously senlBphe users at a time. We also make

the following assumptions in this paper:

(A1) AP with MPR-M capability: The AP can successfully receive multiple packets up to the
packet reception capability (denoted bf) at the same time. Becausé is determined
by the number of antennas, antenna correlation, and wielesnnel fading statug/
needs to be dynamically decided for each signal receptionsimplicity, we make an
assumption that the channel state does not change withitramsmission interval such
that the AP can compute the number of vacant channel spacestinyating) with
a sufficient margin whenever one of ongoing transmissiomspdetes. Note that the
estimation accuracy aob/ is an important factor because it determines the number of
concurrently transmitting nodes that affects the througigerfomrnace. For example,
if M is overestimated, the nodes would aggressively transroktgta to fully utilize the
MPR-M channel but may experience a number transmission failurause it happens
that the number of simultaneous transmissions is instaotasly larger thanV/. In
contrast, if M is under-estimated, the channel would not be fully utilized

(A2) Separate feedback channel: A separate feedback channel is available to enable the AP
to immediately send ACK packets to the intended transmitteerefore, when one of
the ongoing multiple data transmissions ends, the AP caneiately transmit ACK
packets [10], [14], [16]. Note that the feedback channekists a small portion of the
radio frequency because control packets are transmittdd avemall size and a low
rate [22].

Under the above assumptions, we propose the asynchronansaihaccess protocol that can

fully exploit the multi-packet reception capability of nitiser MIMO based uplink WLANS.
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B. Overview

Consider a network that operates using a synchronous MA@g@ubfor coordinating trans-
missions. Under this synchronous channel access, onced setles starts its transmissions,
all the other nodes are prohibited from sending data framéball the on-going transmissions
finish. However, as the durations of on-going transmissaesdifferent due to different packet
sizes and transmission rates, the next transmission igisagrily delayed by the longest duration
of on-going transmissions. Suppose that one of on-goimgingssions has a long duration, while
the other on-going transmissions have much shorter dasatia this case, the other nodes with
packets pending for transmission must wait for the commtetf the transmission with the
longest transmission duration for the next stage of datesstnéssion, and the channel utilization
performance significantly degrades.

Figure 1(a) shows the operation of the synchronous chamaoelsa protocol in the wireless
network where there are three transmitters and one AP in éihwank. The packet reception
capability (M) is set to two for multiple packet reception. Suppose that &rd Tx3 choose
the same back-off number and are transmitting Request td §&RS) packets at the same
time. As depicted in Figure 1(a), the transmission duratbrmx1 is much shorter than that
of Tx3. Consequently, Tx1 and Tx2 should wait for the trarssitin completion of Tx3 even
though there exists available space for more packet resceecausel/ is two. As long as
the transmission of Tx3 finishes, every node performs itkdmdicmechanism for the next data
transmissions under the synchronous channel access @iolbis example clearly demonstrates
the potential inefficiency of the synchronous channel acgestocol in the multi-user MIMO
network with different transmission durations.

To overcome this problem of inefficient MPR capability in mtiiser MIMO wireless net-
works, we propose an asynchronous protocol that allows saedendependently start their
transmissions without waiting for the completion of onfggpitransmissions when there exists a
vacant space for multi-packet reception.

Whenever the channel becomes idle, every node performskadffamechanism and transmits
RTS packet to the AP. After AP receives an RTS packet from anendtiple nodes, the AP
identifies the number of vacant spaces for multiple packetpton. Note that if the number

of simultaneous RTS packets is less thah the multiple RTS packet reception is successful.
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Otherwise, RTS packets collide at the AP. Once the RTS tressson succeeds, the AP broadcasts
a Clear to Send (CTS) packet with the vacant space informa@m receiving the CTS packet,
the node that has sent the RTS packet starts the data tramamidt the same time, the other
nodes that have not sent the RTS packet may decide to trangtiii transmission probability
(denoted byr). (How to determine the transmission probabilitywill be discussed in more
detail in the Section IV-B.) By enabling the nodes that havesent the RTS packets to transmit
data packets, multiple transmissions are simultaneouslyimmediately performed.

After the on-going transmission with the shortest duratfonishes, the AP immediately
transmits an acknowledgement (ACK) packet with the vacaeice information. Under the
assumption of (A2), the AP can immediately send an ACK paekele receiving packets.
Using this vacant space information, the nodes decide wheth not to transmit while on-
going transmissions still exist. In other words, the nodesuil receive or overhear the CTS
or ACK packet to initiate the transmission in the proposedtgrol. Suppose that only one
transmission is in progress over the wireless channel. Wghasize here that after the end
of single transmission, the channel becomes idle so thataales again perform the back-off
mechanism.

Figure 1(b) shows the operation of the proposed asynchsonbannel access protocol. On
receiving RTS at the AP, the AP gives the senders the vacacespformation by broadcasting
the corresponding CTS packet. Becaudeis two, another transmission is possible without
causing collisions. The number of vacant channel spacedfigokin the CTS packet is one
in this example. As soon as the nodes obtain this vacant dptarenation from the feedback
frames they can transmit data packets immediately with agiiity of 7. In Figure 1(b), Tx1
is the first transmitter that has sent the RTS packet, and edteiving the CTS packet, Tx3
decides to transmit packets so that Tx1 and Tx3 are transmitfata packets simultaneously.
Once Tx1 completes its transmission first (because of theteshtransmission duration), the
AP immediately sends the ACK frame with the vacant spacerimétion. Tx1 and Tx2 can
overhear this ACK frame and decide again whether or not tustrat data frames while Tx3 is
still transmitting its first frame.

As shown in the above example, after the AP informs that tlesists the vacant channel
space by using the CTS and ACK frames, a candidate node camtopjstically initiate a data

transmission if it has a pending packet in its transmissioeug. In contrast, if a packet arrives
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at the candidate node after the vacant channel space itformaas received, the node defers

the transmission of the nearly received packet and waitshi®mext transmission opportunity.

C. Detailed procedure

The detailed procedure of the proposed asynchronous MA@gwbis as follows:

(P1) When nodes sense that the channel is idle, each nodeeimdiently performs a back-off
mechanism as per the IEEE 802.11 DCF protocol. The node hétlsinallest back-off
number transmits an RTS frame to the AP first.

(P2) After the AP successfully receives the RTS frame, theiddntifies the number of
vacant channel spaces, and then broadcasts a CTS framdiigcthe vacant channel
space information.

(P3) On receiving the CTS frame, the node that has sent thefRh& begins to send a
data frame. At the same time, the other nodes that are nobsagdgdo be transmitters
becomecandidate transmitters. These candidate transmitters computbased on the
channel space information and the number of competing nédts computingr, the
candidate transmitters decide whether to transmit packighsthe probability ofr.

(P4) As soon as the AP finishes receiving one of the on-goinfjiptes transmissions, it
immediately sends the ACK frame including newly updatedamhcchannel space
information.

(P5) The nodes that receive or overhear the ACK packet degidgther to transmit data
frames based on a newly computeavithout waiting for the completion of the current

on-going transmissions.

As soon as the candidate nodes obtain the vacant channed sfacmation from the AP,
the nodes may immediately transmit packets even thouglke tirer still on-going transmissions.
Therefore, the proposed asynchronous channel accesc@rai@matically enhances the up-
link network capacity of multi-user MIMO based WLANSs. Theoposed protocol outperforms
synchronous channel access protocols, especially whetrahsmission durations of on-going
transmissions are significantly different. Suppose a netwunere the packet sizes are the same
because they are bounded by the maximum transmission uAiUfMEven in this case, the

transmission durations could be different, because thpgrmtk on the transmission rates as well
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as the packet sizes. In this case, our proposed asynchrpnatosol improves the overall uplink
network throughput by reducing the waiting time for the ngghsmissions.

Under the proposed protocol, the RTS, CTS, and DATA framestransmitted over the data
channel while the ACK frames are transmitted over the feekllchannel. When a node senses
that the data channel is idle, it independently performskiaek-off mechanism and attempts
to transmit data frames. The node that has finished its tri@sgmn on the data channel should
return to the feedback channel to receive the correspondiClg§ frame. If it fails to receive
the ACK frame, it needs to retransmit the frame on the datarela In contrast, if the data
channel is busy, the candidate nodes do not perform the tfeckechanism, and thus switch
to the feedback channel to obtain the vacant channel spémeniation. If the vacant channel
space information is received, they go back to the data aiamd opportunistically initiate their
transmissions in the asynchronous manner. If the infoonat not received within an average
transmission duration interval, the candidate nodes bwiicthe data channel and perform the

back-off mechanism.

IV. ANALYTICAL THROUGHPUTMODEL

In this section, in order to validate the proposed asynausrMAC protocol, we derive an
analytical model for the system throughput and numericedlifdate the analytical results by
comparing them with the simulation results. In this anabitimodel, the candidate nodes are
assumed to have pending packets so that they can immedsadetytheir transmissions as soon
as they receive the CTS and ACK frames. We also assume thatathemission durations of
all on-going transmissions are different such that eaclerimgshes its transmission at different
times. This assumption is based on the fact that every nodiepandently generates its data

packet, and the packet size is geometrically distributed.

A. Markov chain analysis

Our analysis is based on the Markov chain model for multrudeMO based WLANS.
Figure 2 illustrates the Markov chain model for the channatus of the network wheré/ is
the maximum number of multiple packets that can be simuttasly received. Note that when

more thanM packets are simultaneously transmitted packet collisicrurs; consequently, no
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packet can be decoded. Therefore, the multi-user MIMO e&®lchannel only sustains multiple
packets up taV/ as shown in Figure 2.

In this model, S; represents the state whefemultiple on-going data packets are being
transmitted at the same time. Specifically, the state resnainS; until the other candidate
nodes decide whether or not to transmit. Note that the catelidtodes make a decision whether
or not to transmit whenever the candidate nodes receive @i¢ #ame including the vacant
channel space. Consequently, one of the following threatevaecurs at the instant that one node
finishes its transmission: no transmission, success, altidi@s. We emphasize here that after
collisions occur among multiple transmissions, all theke#s including on-going transmissions
and attempted transmissions are lost. Therefore, the ls¢ézi@mesS, in the case of collisions.

In Figure 1(b), after exchanging RTS-CTS frames, two nodedl (and Tx3) successfully
initiate to transmit their packets such that the state maweS, in the Markov chain model.
Among two simultaneous transmissions, the transmissionxafcompletes earlier than Tx3 as
shown in Figure 1(b). After completing to receive the padket Tx1, the ACK packet for
Tx1 is being transmitted. Until this time, the state continsly remains inS,. At the instant
that the other nodes receive this ACK packet, one of the tfoewing events occurs: no
transmission, a successful initiation, and a failed ititia In Figure 1(b), Tx2 successfully
initiates its transmission so that the state moveS;tagain. At this time, if there is no incoming
packet,S; moves toS;. In the case of a failed initiationy, becomessS.

Transitions from Sy: First, we consider the case thamultiple transmissions are successfully
initiated from Sy, expressed a$’(5;|Sy). To achieve the successful data transmissions, two
consecutive successes for RTS and DATA transmissions grered in the proposed channel
access protocol. Note that in the proposed protocol evamgth®TS transmission is successful,
the success for the following DATA transmission is not guéead. This is due to the fact
that after receiving a CTS packet other nodes also have acehtantransmit and cause packet
collisions. Therefore the probability that multiple DATA transmissions succeed frosy is

represented by
P(S;]Sy) = P{RTS successDATA success Sy}
j , _
= 2 (A=) A -7,

where N is the number of nodes in the netwoikjs the number of RTS transmissions, and

3)
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is the channel access probability &t.

Under the proposed asynchronous channel access protacdifferentiate the channel access
probability (r;) for senders according t6; in order to reduce packet collisions. Note that it has
been shown in previous studies [17], [18], the channel acpesbability of , is given as a
function of the contention window size (CW) of IEEE 802.11 B@rotocol, i.e.2/(CW + 1)
when CW= CW,,, in an average sense. In contrast,for £ > 1 is the determined by the
number of on-going transmissions, the number of vacant re#laspaces, and the number of
competing nodes at the instant. We emphasize here that mhigtigal throughput model is
based on these channel access probabilities.

In the case that no node transmits or collisions happef,athen the state become$
again, expressed aB(Sy|Sy). In the asynchronous scheme, although RTS-CTS transmgssio
are successful, data transmissions may not be successfalide a large number of candidate
nodes can transmit packets after receiving CTS. Therefeeeclassify the collision fromS,

into two cases:

« RTS collision (P(CollR™|S,)) - During RTS transmission phase, collisions occur.
« DATA collision (P(CollPA™|S,)) - After successful RTS and CTS exchanges, multiple data

frames are corrupted.

Considering the above casd3(S,|Sy) can be expressed as

P(So|So) = P(Idle|Sy) + P(CollRTSSy) 4+ P(CollPA™ | Sp) @
=1- Zjv; P(Sj‘So%
where Colf™ and ColPA™ denote the collisions during RTS and DATA transmissionspee-
tively.

Transitions from S;: Recall thatS; indicates the state where only one transmission is
being transmittedS; lasts until this transmission completes. After completadnthis single
transmission, the channel becomes idle so that every naie pgrforms the back-off mechanism
detailed in the IEEE 802.11 DCF mode. In other words, afterehd of the single transmission
over the channel, the back-off mechanism always startsagaerefore, the transition frorfi;

always goes te, as depicted in Figure 2 and expressed as

P(So|S;) = 1. (5)
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Transitions from S; with 7 > 1: We also obtain the transition probability froff) for i > 1.
At the instant thatS; finishes its state, if there is no incoming node to transrnhé,dtate goes to
S;_1. Note that because the on-going transmissions have diffensmission durations and thus
they end at different instants, the stategoes toS;_; in the case of no incoming transmissions.
At the same instant, the transmission success or collisgaurs in the asynchronous manner.
For example, if the appropriate number of candidate nodas gteir transmissions, then the
next transmissions are successful. To the contrary, a lauggber of candidate nodes leads to
packet reception failure, regarded as collisions.
Each probability of the above cases (no transmission, ssc@nd collision) in the asyn-
chronous channel access is expressed as
P(S;_1]S;) = (1 — 7;)N i+t
P(S;1S5) = ()77 =N € i, M) (6)
P(SolS;) =1 - 3, P(S]55).
Suppose that the AP can receive multiple packets up/tsimultaneously, the transition

probability between each state can be representeti/ Hyy-M matrix P, that is,

P(So[So)  P(Si[S0) -+ P(Sum|So)
P P(5?|51) P(5?|51) P(Sz'v1|51) @
P(So|Sa) P(Si|Su) -+ P(SuilSu)

Since we assume that the transition probability is statipatthe equilibrium state, and thus,
S =PS, (8)

whereS is the probability vector for each channel state, which isiejent to [P(S,), P(51),
N IE

Moreover, from the property of the Markov chain model, thaltprobability of each channel
status is equal to 1, given szvio P(S;) = 1. From (8) and the law of total probabilit§, is

numerically obtained.

B. Determining per-state channel access probability ()

In order to fully exploit the packet reception capabilitytbé multi-user MIMO based wireless

channel, it is necessary to differentiate the channel acpesbability ¢) for candidate nodes
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according to the current channel statyg)( which is referred to thger-state channel access
probability (denoted byr;).

For example, when there are number of on-going transmissions among nodes at an
instant, in this time we need to enabl&/{k) nodes to transmit packets in order to fully utilize
the packet reception capability/. If more than ([/-k) candidate nodes are trying to access
the channel simultaneously, then all packets collide. bbsious that the optimal level of the
per-state channel access probability) @t S, totally depends on the packet reception capability
M, the number of noded/, and the number of on-going transmissidns

In order to determine;,, we first consider the probability that there exishultiple simultane-
ous transmissions among/{k) candidate nodes at statg. This probability follows a binomial

distribution and is given by

N — _ _
P[X =] :( )7,1(1—¢k)N—k—2, i=0,1,---,N — k. (9)
1
where X is a binomial random variable indicating the number of traisng nodes among
(/V-k) candidate nodes when the nodes decide whether or not tenradata frames withy.
Since X is a binomial random variable, the expected value of the reunah transmitting
nodesX is as follows:

E[X] = (N - k)7, (10)

With a higher value ofr,, the average number of candidate transmitters decidintatesinit
is very large in the asynchronous channel access protodot may experience a number
of transmission failures because it happens that the numifbsimultaneous transmissions is
instantaneously larger than/(— k). To the contrary, the channel of the multi-user MIMO based
wireless networks would not be utilized with a low valuemf

In this paper, we can appropriately choasgeto fully utilize the channel efficiency of multi-
user MIMO based WLANSs such that the expected valueXoshould be equal to the number
of the channel vacant space for multiple packet receptidmchvis equivalent toM-£ i.e.,

E[X] = M — k. Then, the channel access probability is expressed asllo

M—k)/(N—k), k<M,
) =R/ =R )
0, otherwise.
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Note that once the AP receives multiple packets, the AP isatiately aware of the number
of vacant channel spaces/tk), wherek is the number of on-going transmissions at that instant.
Therefore, the value of the vacant channel space is eastbingd at the AP. Also, the total
number of competing nodesV] in the network can be obtained by the estimation methods, fo
example, the estimation method using the Kalman filter i §t%he Bayesian estimation method
in [20]. In the proposed protocol, we can estimateoy a similar estimation method as done in

[21], which counts the number of the consecutive idle slat determines the estimated number

Elidle]
Elidle]+1

successive idle slots. Consequently, the optimal levelesfgpate channel access probability is

of competing nodes byV = log(

)/log(1 — 7), where Eidle] is the average number of

readily available. With the appropriate setting of the srarssion opportunity probability{), we
can fully utilize the efficiency of the multi-user MIMO wire$s channel wher&/ simultaneous
transmissions are possible without causing packet cotissi
Note that the estimation accuracy 6f is an important factor that affects the throughput

performance, becausé determines the number of concurrently transmitting noBesexample,

if N is overestimateds, is set to a lower value, and the channel would not be fullyagd. To
the contrary, if N is under-estimated, the candidate nodes would aggregsnagismit packets
with a higher value ofr,,, but may experience a number of transmission failures. éfbes, N

should be carefully estimated.

C. Throughput derivation

To evaluate throughput performance, we first derive theamenumber of packets success-
fully decoded. In the proposed protocol, even though migltjackets are successfully being
transmitted at the same time, it does not guarantee thdtealbihi-going packets are successfully
decoded at the AP. This is due to the fact that before the cetioplof all the on-going packet
reception, candidate nodes can start transmissionstiregui packet collisions.

Taking these possible collisions into consideration, wevdehe average number of success-
fully decoded packetsH|Packety as given in (12).

Let v denote the average length of a slot time. Based on all thesitiams in the system
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packet at.Sy

— L
E[Packets = P(Sy){P(S1|S0) / = Successful transmission for the packet frénto S; =/
1st packet atS> 2nd packet atS»
——
+ P(52/50) +P(52[50)(1 — P(S0S2))

1st packet atSs 2nd packet atS3 3rd packet atSs
—_—~—
+ P(S3|S0) +P(55]50)(1 — P(S0]53)) + P(S3]50)(1 — P(So[S3))(1 — P(So[S2)) +- -}
+ P(82){P(S2]S) + P(S5]S2) + P(S3]S2)(1 — P(S0|Ss)) + -+ }
L
+ P(Sa)P(Sn|Swr)
= P(So){P(S1]S0) + 312, [P(Si|S0) + 351 {P(S:150) [Thzo (1 — P(SolSi—x))}]}

+ M PISH{P(SIS) + 301 [P(SiIS) + S {P(SilS) TTZe (1 — P(SolSi—r)) }}
+ P(Sa)P(Sm|Swr)-

(12)

model, we compute, which is given by

v = P(Sp){P(Idle|So) Tige + P(ColIRTS|S,) TRTS
+ P(CollPA™ | S )TPA™ S~ P(Si[S0) T3} (13)
+ S [P(SH{P(Sol S) T + 5L, P(S1S) T},

where Tige is the duration of one idle tim€l, is the required time for the successful data
transmission from the idle state, a@f™> and 7°A™ denote the wasted time for the collisions
during RTS and DATA transmissions, respectivély. is the required time for asynchronous
transmission success, afdd is the wasted time for the packet collision in the asynchuosno

manner.

Each transmission duration mentioned above is defined as

(
Tige =0,

RTS  _
1; = Trrs + Tpirs,

TPA™ = Trrs+ Ters + Toata + 3 - Tsirs + Toirs,

(14)
T, = Trrs + Tcts + Tpata + 3 - Tsips + Tack,
T = Toata + TpiFs,
Ty = Toara + Tsirs+ Tack,

\

where o is the duration of one slot time, arithara is the transmission time for the average

payload sizd. The other values such 8%rs, Tcts, Tsirs, andTpes are the corresponding time
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durations specified in the IEEE 802.11 standard.

Finally, the system throughpuf is derived as the ratio of the average amount of payload
successfully decoded during a slot time to the average tiaration of a slot time. Here the
average number of the packets successfully decoded islyedutained in (12) such that the
average payload successfully decoded is giverzfyackets -/, wherel is the average payload

size. HenceS becomesS = E[Packets-l / v.

V. NUMERICAL RESULTS

To evaluate the performance of our proposed asynchronoasneh access protocol and
compare it with that of the IEEE 802.11 DCF protocol and onistayg MAC protocol (Zheng'’s
method [5]), we carry out various simulations using MATLAB. the simulations, we assume
that every node independently generates its data packeéttr@npacket size is geometrically
distributed in order to represent a network where each nodghés its transmission at different
times. The parameter values used in the simulations are givéable I.

We first evaluate how the number of competing notieand the packet reception capability
affect throughput performance of multi-user MIMO based VNSAIn a single rate scenario. We
then show the throughput performance with the per stateng@ccess probability in comparison
with that of fixed channel access probability. Next, we pdevihroughput performance with
respect to the average packet sizd-inally, we evaluate our propose protocol in a multi-rate

scenario.

A. Throughput performance w.r.t. the number of users N in a single rate scenario

Figure 3 shows the analytical and simulation results ofughput performance for the pro-
posed asynchronous MAC protocol with respect to the numbessers (V). We vary N from
0 to 80 users, whileV/ is fixed to 3 and 4, respectively. The transmission rate fer data
transmission is set to 54 Mb/s. Under both synchronous ayrichsonous methods, throughput
performance increases a$ is increased from 3 to 4. The reason is that collisions ranalypen
for a larger value ofM. This implies thatM is a key parameter that determines throughput
performance of multi-user MIMO based WLANS.

We observe that our proposed asynchronous MAC protocolifeigntly outperforms the

synchronous protocol. The aggregate uplink throughpumproved by 22-129% as shown
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in Figure 3. This is due to the fact that every pending node tbhawait for other nodes’
data completion under the synchronous MAC protocol. Caalgy in the proposed protocol
after one of the on-going transmitting nodes finishes itssmaission, the other candidate nodes
may attempt to transmit data frames without waiting for tleenpletion of all the on-going
transmissions resulting in a throughput improvement. Iditezh, the analytical results of the

proposed scheme are very close to the simulation resultalifoases ofA//=3 and 4.

B. Throughput performance w.r.t. the packet reception capability M

In this set of simulation experiments, we show how the packetption capability affects the
aggregate throughput performance in WLANs with multi-us#MO technology, whereN is
fixed to 10.

In Figure 4, under the IEEE 802.11 DCF mode the aggregatekugiiroughput is not improved
even though)M/ increases from 3 to 7. The reason is that the channel is undieed in the
synchronous channel access mode because every node mudbmtie completion of the
on-going transmissions. However, under the proposed asynous protocol the throughput
gradually increases as we increase the packet receptiabitigp from 3 to 7. This implies
that this asynchronous MAC protocol makes the multi-useM®&Ichannel more efficient by
enabling more candidate nodes to attempt transmissiohe P can receive more simultaneous
packets. In all the cases depicted in Figure 4, the througbiptained by our proposed scheme

is much higher than that of the synchronous MAC protocols.

C. Throughput effect of the per-state channel access probability

We also carry out the simulations in order to verify the dffecusing the per-state channel
access probabilityrt,). In this simulation,\/ and N are set to 4 and 10, respectively.

When the fixed channel access probability is used withousidening the per-channel state
at every instant that one of the on-going transmitters fessits transmission, the throughput
obtained is lower than that of using the per-state channedsacprobability. For example, as
depicted in Figure 5 a lower value of the fixed channel accesisability causes the multi-user
MIMO based wireless channel to be under utilized, and as @trédse throughput obtained is
also low. To the contrary, when the fixed channel access pilitlyas set to a higher value such

as 0.5, the throughput also decreases due to a large numbelisions.
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However, the proposed protocol with use of per-state cHamtmess probability achieves a
higher throughput as shown in Figure 5. The reason is thainthmber of candidate nodes
to transmit data can be appropriately adjusted by consigdtie vacant channel space in the

asynchronous manner.

D. Throughput performance w.r.t. the average packet size |

To investigate how the average packet size affects the metétwoughput, we carry out
simulations by varying the average packet size from 0 to Q2fi6s in the network. Figure 6
depicts the throughput result with respect to the averagkgbasize whenV and M are set to
10 and 4, respectively. From Figure 6, we see that througbedbrmance gradually improves
as the average packet size increases in both synchronowsgnchronous protocol. This result
implies that the packet size is one of the most important rpatars significantly affecting
network throughput.

In the proposed protocol, every candidate node has a chartcansmit a packet even though
the channel is being used; however, there is still availgbi@nnel space for multiple packet
reception, so that the sender does not need to wait for theletion of other transmissions.
Therefore, the channel efficiency of multi-user MIMO basedl AMs is noticeably improved
by allowing nodes to transmit packets although on-goingdmaissions exist. In all cases as
depicted in Figure 6, the uplink throughput obtained by theppsed channel access scheme is

higher than that of two synchronous schemes.

E. Throughput performance in a multi-rate scenario

We now evaluate the performance of our proposed protocohiuléi-rate scenario where four
different transmission rates are used for data transmmssi®, 18, 36, and 54 Mb/s. Figure 7
shows the simulation results of throughput performancetiier proposed asynchronous MAC
protocol with respect tav. We vary N from 0 to 64 users, whild/ is fixed to 3. As shown in
Figure 7, our proposed MAC protocol outperforms the otherchkyonous MAC protocols. The
reason is that when the transmission durations are quierelift due to the different packet sizes
and transmission rates, the synchronous MAC protocols naag long waiting periods before
initiating the data transmissions if there exist on-goirgnsmissions with long transmission

durations. To the contrary, our proposed asynchronou@obtllows the nodes to start their

April 5, 2012 DRAFT



19

transmissions without waiting for the completion of the gwing transmissions, finally resulting
in the uplink throughput improvement.

In the previous simulations, we assumed that there existglditional channel bandwidth of
the feedback channel. However, the channel bandwidth fiar tdansmission could be reduced if
the channel bandwidth is split in the data and feedback adanim this simulation, we consider
the effect of the reduced data channel when the bandwidtthead for the feedback channel is
not negligible. As shown in Figure 7, the aggregate througlq the case of the reduced data
channel bandwidth is slightly lower than that obtained witienchannel bandwidth is fully used
for data transmissions. Even in this case, the throughptibnmeance of our proposed protocol

is still significantly higher than that of the synchronoustpcols.

VI. CONCLUSION

We studied the issues of improving the uplink aggregateutnput of multi-user MIMO
based WLAN systems where the transmission durations aranaigally varying. In particular,
we focused on the inefficient channel use of the synchronloaisreel access protocol where every
sender has to wait for other nodes to complete data tranemssdn a real network system,
each transmission duration is different due to differentkpé sizes and different transmission
rates; thus, the channel is not fully utilized under the syanous medium access protocol.

To prevent this inefficient channel use problem, we propbseasynchronous channel access
protocol in which every node decides whether or not to tranpackets if the AP with multi-
packet reception capability can receive more simultané@usmissions. Through performance
analysis and various simulations, we show that our proposadnel access scheme outperforms
the synchronous channel access scheme in terms of the atgmggink throughput. We also
show that our analytical model for our proposed channelssceseheme accurately predicts the

throughput results.
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Fig. 1. Operation example of traditional synchronous armappsed asynchronous MAC protocols.

Fig. 2. A finite state of Markov chain model for the channetsdeof M multi-user MIMO systems.
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TABLE |

SYSTEM PARAMETERS USED IN ANALYSIS AND SIMULATIONS

Parameter Value
Tprrs 34 usec
Tsirs 16 usec
Tsiot 9 usec
PHY overhead 20 usec
RTS frame 20 bytes + PHY overhead
CTS frame 14 bytes + PHY overhead
ACK frame 14 bytes + PHY overhead
Average payloadl} 10000 bits
Data transmission rate 54 Mbl/s
Basic transmission ratg 6 Mb/s
CWin 15
CWaw 1023




