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Abstract

Multi-user multiple-input multiple-output (MIMO) technology makes it possible for wireless nodes

to successfully receive multiple packets from simultaneous transmitters in wireless networks. As it can

provide more transmission opportunities without causing collisions, the network throughput performance

can be dramatically improved. In this paper, we propose an asynchronous medium access control (MAC)

protocol, which enables senders to independently start their transmissions if the access point (AP) can

receive more simultaneous packets up to its multi-packet reception capability. This asynchronous protocol

makes the multi-user MIMO channel more efficiently used, especially in wireless networks where

transmission durations are dynamically varying due to different packet sizes and transmission rates.

Through our performance analysis and extensive simulations, we show that the proposed asynchronous

MAC protocol achieves significantly higher uplink throughput performance in multi-user MIMO wireless

networks.

Index Terms

Asynchronous MAC protocol, multi-user MIMO WLANs, throughput analysis, multi-packet recep-

tion capability.

I. INTRODUCTION

In conventional wireless local area networks (WLANs), nodes can receive only one packet at a

time, while two or more concurrent transmissions cause all packet reception to fail. This is called

packet collision. However, as the technology level of MIMO and multi-user detection (MUD)

increases, it has become possible for wireless nodes to successfully receive multiple packets from
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simultaneous transmitters [1]–[4]. The mixed signal from simultaneous transmissions, which

was previously treated as a packet collision event on conventional wireless networks, can be

properly separated and decoded, and is preferred because itenhances the achievable throughput

performance. The maximum number of packet transmissions that can be successfully decoded

is defined as multi-packet reception (MPR) capability (denoted byM) and is determined by the

capture threshold ratio [10], [15] or the number of antennas[12], [13].

However, most traditional MACs have been designed without any consideration for MPR

capability and do not function well in multi-user MIMO basedWLANs. For example, an AP with

MPR capacity can receive multiple packets simultaneously,but if the CSMA/CA based IEEE

802.11 distributed coordination function (DCF) protocol is applied, the AP attempts to make

only one successful transmission for each transmission opportunity. As a result, the multi-packet

reception capability of the multi-user MIMO WLANs is not fully utilized and the throughput

performance of multi-user MIMO WLANs would not be improved at all. Therefore, new types

of MACs, which take MPR capabilities into consideration arehighly desired for multi-user

MIMO WLANs. Recently, several MACs have been proposed in [5]–[12]. Most of them are

basically synchronous channel access protocols, in which each node with packets to transmit is

not allowed to start a new packet transmission until all of the on-going transmissions complete.

However, these kinds of synchronous protocols for transmission coordination may significantly

hamper the channel efficiency of the multi-user MIMO WLANs when transmission durations

are dynamically varying due to different transmission rates and packet sizes.

In this paper, we propose an asynchronous MAC protocol that allows senders to asynchronously

start their transmissions without waiting for the completion of all the on-going transmissions in

multi-user MIMO WLANs. Under this asynchronous channel access protocol, whenever a node

notices there exists a vacant space that accommodates more simultaneous packet receptions,

it can start a new transmission although on-going transmissions still exist. In this manner, the

channel efficiency of multi-user MIMO WLANs can be dramatically improved. We provide a

Markov chain model for throughput performance of our proposed asynchronous MAC proto-

col. Simulation results demonstrate how the proposed channel access mechanism can improve

aggregate uplink throughput performance in WLANs with multi-user MIMO technology.

The remainder of this paper is organized as follows. In Section II, we provide a summary of

related work in literature. Section III includes our systemmodel and motivation. We then propose

April 5, 2012 DRAFT



3

the asynchronous medium access protocol for maximizing uplink throughput performance of

multi-user MIMO based wireless networks. In Section IV, we introduce the description of our

analytical throughput model for the proposed channel access protocol based on a Markov chain

analysis. This is then followed by a performance evaluationin Section V. Finally, we conclude

this paper in Section VI.

II. RELATED WORK

Several MAC protocols for the network system with MPR capability have been proposed in

[5]–[12]. Zhenget al. [5] introduced the concept of MPR-capable wireless networks, and derived

a throughput performance of network under the assumption that the all packets are synchronously

transmitted. In [6], Chenet al. proposed the MRMA scheme for wireless multimedia networks

based on the use of MPR channels. The MRMA scheme is a reservation based channel access

protocol in which reservation and information slots are allocated in different ways depending

on the traffic type of wireless multimedia networks. Liu and Lin [7] proposed the distributed

splitting-tree-based channel access protocol that can exploit the MPR capability of the channel.

They also provided a closed-form of the throughput expression for MPR capable networks. In [8],

Jin et al. numerically showed that the multi-user MIMO system reducesthe collision probability,

providing a shorter delay and high throughput performance.In addition, they also showed the

performance comparison of between single-user MIMO systemand multi-user MIMO system.

Jin et al. [9] presented the throughput imbalance problem between uplink and downlink

traffic in multi-user MIMO based WLANs, and derived the analytical model for throughput

performance. They proposed the contention window adjustment scheme, which attempts to solve

the unfairness throughput problem. Celiket al. [10] also considered the throughput unfairness

problem due to the different transmission rates, eventually causing a decrease in throughput

in networks with MPR capability. To overcome this unfairness problem, Celiket al. proposed

alternative back-off mechanisms, which provide more transmission attempts for distant nodes in

MPR systems. Recently, in order to prevent the under-utilized wireless channel of MPR systems,

Zhang [11] proposed the multi-round contention random access mechanism, in which the stations

have more chances to contend for the channel until there exists sufficient winning stations.

To the best of our knowledge, Babich and Comisso [12] first proposed an asynchronous channel

access approach for IEEE 802.11 networks with multi-packetreception capability where all nodes

April 5, 2012 DRAFT



4

can simultaneously receive multiple packets. In [12], eachnode is allowed to decrease its backoff

counter not only when the channel is sensed idle but also whenthe number of active transmitters

is less than a predefined threshold value under the assumption that all the nodes can obtain the

number of active transmitters over the channel. Therefore,two or more contending nodes can

access the wireless channel at the same time whenever the back-off counter reaches zero in

an asynchronous manner. Unlike the approach in [12], we consider an uplink communication

case where AP can simultaneously receive multiple packets by exploiting multi-packet reception

capability and stations contend for transmission opportunities with each other in a random access

manner without multi-packet reception capability. Our proposed channel access protocol allows

each node to independently start a new transmission in the asynchronous manner whenever the

AP informs that there exists a vacant space for multi-packetreception.

III. PROPOSEDASYNCHRONOUSMAC PROTOCOL

A. System model and assumptions

We consider an uplink case for one-hop networks, where one APis located at the center of the

network and the other transmitters are located around the AP. For simplicity, it is assumed that

each node has backlogged packets under saturation condition, and the packet size is geometrically

distributed. We also consider that the AP hasM multiple antennas while each transmitter has

one antenna for the data transmissions. In this system, the mixed signal (denoted byy) from N

multiple transmitters can be expressed as

y = Hs+w, (1)

where s = [s1, s2, · · · , sN ]T and y = [y1, y2, · · · , yM ]T denote the transmitted and received

signal vector, respectively. Also,H is the channel matrix andw is the channel noise. Here, the

channel matrixH can be written as

H =




h1,1 h1,2 · · · h1,N

h2,1 h2,2 · · · h2,N

...
...

. . .
...

hM,1 hM,2 · · · hM,N




, (2)

wherehm,n denotes the channel coefficient between the pair ofn-th user andm-th receiving

antenna.
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In this paper, we consider a multiuser orthogonal frequency-division multiplexing (OFDM)-

based WLAN system as a practical MPR-capable system. Here, we assume that each frame

includes an orthogonal training sequence in the preamble inorder to make it possible for APs

to estimate the channel coefficients as like IEEE 802.11n standard. Once an AP obtains the

channel coefficients from the training sequences, it can properly decode the mixed signal from

simultaneous transmitters and then simultaneously serve multiple users at a time. We also make

the following assumptions in this paper:

(A1) AP with MPR-M capability: The AP can successfully receive multiple packets up to the

packet reception capability (denoted byM) at the same time. BecauseM is determined

by the number of antennas, antenna correlation, and wireless channel fading status,M

needs to be dynamically decided for each signal reception. For simplicity, we make an

assumption that the channel state does not change within onetransmission interval such

that the AP can compute the number of vacant channel spaces byestimatingM with

a sufficient margin whenever one of ongoing transmissions completes. Note that the

estimation accuracy ofM is an important factor because it determines the number of

concurrently transmitting nodes that affects the throughput perfomrnace. For example,

if M is overestimated, the nodes would aggressively transmit packets to fully utilize the

MPR-M channel but may experience a number transmission failure because it happens

that the number of simultaneous transmissions is instantaneously larger thanM . In

contrast, ifM is under-estimated, the channel would not be fully utilized.

(A2) Separate feedback channel: A separate feedback channel is available to enable the AP

to immediately send ACK packets to the intended transmitter. Therefore, when one of

the ongoing multiple data transmissions ends, the AP can immediately transmit ACK

packets [10], [14], [16]. Note that the feedback channel is set to a small portion of the

radio frequency because control packets are transmitted with a small size and a low

rate [22].

Under the above assumptions, we propose the asynchronous channel access protocol that can

fully exploit the multi-packet reception capability of multi-user MIMO based uplink WLANs.
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B. Overview

Consider a network that operates using a synchronous MAC protocol for coordinating trans-

missions. Under this synchronous channel access, once a setof nodes starts its transmissions,

all the other nodes are prohibited from sending data frames until all the on-going transmissions

finish. However, as the durations of on-going transmissionsare different due to different packet

sizes and transmission rates, the next transmission is significantly delayed by the longest duration

of on-going transmissions. Suppose that one of on-going transmissions has a long duration, while

the other on-going transmissions have much shorter durations. In this case, the other nodes with

packets pending for transmission must wait for the completion of the transmission with the

longest transmission duration for the next stage of data transmission, and the channel utilization

performance significantly degrades.

Figure 1(a) shows the operation of the synchronous channel access protocol in the wireless

network where there are three transmitters and one AP in the network. The packet reception

capability (M) is set to two for multiple packet reception. Suppose that Tx1 and Tx3 choose

the same back-off number and are transmitting Request to Send (RTS) packets at the same

time. As depicted in Figure 1(a), the transmission durationof Tx1 is much shorter than that

of Tx3. Consequently, Tx1 and Tx2 should wait for the transmission completion of Tx3 even

though there exists available space for more packet reception becauseM is two. As long as

the transmission of Tx3 finishes, every node performs its back-off mechanism for the next data

transmissions under the synchronous channel access protocol. This example clearly demonstrates

the potential inefficiency of the synchronous channel access protocol in the multi-user MIMO

network with different transmission durations.

To overcome this problem of inefficient MPR capability in multi-user MIMO wireless net-

works, we propose an asynchronous protocol that allows nodes to independently start their

transmissions without waiting for the completion of on-going transmissions when there exists a

vacant space for multi-packet reception.

Whenever the channel becomes idle, every node performs a back-off mechanism and transmits

RTS packet to the AP. After AP receives an RTS packet from one or multiple nodes, the AP

identifies the number of vacant spaces for multiple packet reception. Note that if the number

of simultaneous RTS packets is less thanM , the multiple RTS packet reception is successful.

April 5, 2012 DRAFT



7

Otherwise, RTS packets collide at the AP. Once the RTS transmission succeeds, the AP broadcasts

a Clear to Send (CTS) packet with the vacant space information. On receiving the CTS packet,

the node that has sent the RTS packet starts the data transmission. At the same time, the other

nodes that have not sent the RTS packet may decide to transmitwith a transmission probability

(denoted byτ ). (How to determine the transmission probabilityτ will be discussed in more

detail in the Section IV-B.) By enabling the nodes that have not sent the RTS packets to transmit

data packets, multiple transmissions are simultaneously and immediately performed.

After the on-going transmission with the shortest durationfinishes, the AP immediately

transmits an acknowledgement (ACK) packet with the vacant space information. Under the

assumption of (A2), the AP can immediately send an ACK packetwhile receiving packets.

Using this vacant space information, the nodes decide whether or not to transmit while on-

going transmissions still exist. In other words, the nodes should receive or overhear the CTS

or ACK packet to initiate the transmission in the proposed protocol. Suppose that only one

transmission is in progress over the wireless channel. We emphasize here that after the end

of single transmission, the channel becomes idle so that allnodes again perform the back-off

mechanism.

Figure 1(b) shows the operation of the proposed asynchronous channel access protocol. On

receiving RTS at the AP, the AP gives the senders the vacant space information by broadcasting

the corresponding CTS packet. BecauseM is two, another transmission is possible without

causing collisions. The number of vacant channel spaces specified in the CTS packet is one

in this example. As soon as the nodes obtain this vacant spaceinformation from the feedback

frames they can transmit data packets immediately with a probability of τ . In Figure 1(b), Tx1

is the first transmitter that has sent the RTS packet, and after receiving the CTS packet, Tx3

decides to transmit packets so that Tx1 and Tx3 are transmitting data packets simultaneously.

Once Tx1 completes its transmission first (because of the shorter transmission duration), the

AP immediately sends the ACK frame with the vacant space information. Tx1 and Tx2 can

overhear this ACK frame and decide again whether or not to transmit data frames while Tx3 is

still transmitting its first frame.

As shown in the above example, after the AP informs that thereexists the vacant channel

space by using the CTS and ACK frames, a candidate node can opportunistically initiate a data

transmission if it has a pending packet in its transmission queue. In contrast, if a packet arrives
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at the candidate node after the vacant channel space information was received, the node defers

the transmission of the nearly received packet and waits forthe next transmission opportunity.

C. Detailed procedure

The detailed procedure of the proposed asynchronous MAC protocol is as follows:

(P1) When nodes sense that the channel is idle, each node independently performs a back-off

mechanism as per the IEEE 802.11 DCF protocol. The node with the smallest back-off

number transmits an RTS frame to the AP first.

(P2) After the AP successfully receives the RTS frame, the APidentifies the number of

vacant channel spaces, and then broadcasts a CTS frame including the vacant channel

space information.

(P3) On receiving the CTS frame, the node that has sent the RTSframe begins to send a

data frame. At the same time, the other nodes that are not supposed to be transmitters

becomecandidate transmitters. These candidate transmitters computeτ based on the

channel space information and the number of competing nodes. After computingτ , the

candidate transmitters decide whether to transmit packetswith the probability ofτ .

(P4) As soon as the AP finishes receiving one of the on-going multiple transmissions, it

immediately sends the ACK frame including newly updated vacant channel space

information.

(P5) The nodes that receive or overhear the ACK packet decidewhether to transmit data

frames based on a newly computedτ without waiting for the completion of the current

on-going transmissions.

As soon as the candidate nodes obtain the vacant channel space information from the AP,

the nodes may immediately transmit packets even though there are still on-going transmissions.

Therefore, the proposed asynchronous channel access protocol dramatically enhances the up-

link network capacity of multi-user MIMO based WLANs. The proposed protocol outperforms

synchronous channel access protocols, especially when thetransmission durations of on-going

transmissions are significantly different. Suppose a network where the packet sizes are the same

because they are bounded by the maximum transmission unit (MTU). Even in this case, the

transmission durations could be different, because they depend on the transmission rates as well
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as the packet sizes. In this case, our proposed asynchronousprotocol improves the overall uplink

network throughput by reducing the waiting time for the nexttransmissions.

Under the proposed protocol, the RTS, CTS, and DATA frames are transmitted over the data

channel while the ACK frames are transmitted over the feedback channel. When a node senses

that the data channel is idle, it independently performs theback-off mechanism and attempts

to transmit data frames. The node that has finished its transmission on the data channel should

return to the feedback channel to receive the correspondingACK frame. If it fails to receive

the ACK frame, it needs to retransmit the frame on the data channel. In contrast, if the data

channel is busy, the candidate nodes do not perform the back-off mechanism, and thus switch

to the feedback channel to obtain the vacant channel space information. If the vacant channel

space information is received, they go back to the data channel and opportunistically initiate their

transmissions in the asynchronous manner. If the information is not received within an average

transmission duration interval, the candidate nodes switch to the data channel and perform the

back-off mechanism.

IV. A NALYTICAL THROUGHPUT MODEL

In this section, in order to validate the proposed asynchronous MAC protocol, we derive an

analytical model for the system throughput and numericallyvalidate the analytical results by

comparing them with the simulation results. In this analytical model, the candidate nodes are

assumed to have pending packets so that they can immediatelystart their transmissions as soon

as they receive the CTS and ACK frames. We also assume that thetransmission durations of

all on-going transmissions are different such that each node finishes its transmission at different

times. This assumption is based on the fact that every node independently generates its data

packet, and the packet size is geometrically distributed.

A. Markov chain analysis

Our analysis is based on the Markov chain model for multi-user MIMO based WLANs.

Figure 2 illustrates the Markov chain model for the channel status of the network whereM is

the maximum number of multiple packets that can be simultaneously received. Note that when

more thanM packets are simultaneously transmitted packet collision occurs; consequently, no
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packet can be decoded. Therefore, the multi-user MIMO wireless channel only sustains multiple

packets up toM as shown in Figure 2.

In this model,Si represents the state wherei multiple on-going data packets are being

transmitted at the same time. Specifically, the state remains in Si until the other candidate

nodes decide whether or not to transmit. Note that the candidate nodes make a decision whether

or not to transmit whenever the candidate nodes receive the ACK frame including the vacant

channel space. Consequently, one of the following three events occurs at the instant that one node

finishes its transmission: no transmission, success, and collisions. We emphasize here that after

collisions occur among multiple transmissions, all the packets including on-going transmissions

and attempted transmissions are lost. Therefore, the statebecomesS0 in the case of collisions.

In Figure 1(b), after exchanging RTS-CTS frames, two nodes (Tx1 and Tx3) successfully

initiate to transmit their packets such that the state movesto S2 in the Markov chain model.

Among two simultaneous transmissions, the transmission ofTx1 completes earlier than Tx3 as

shown in Figure 1(b). After completing to receive the packetfrom Tx1, the ACK packet for

Tx1 is being transmitted. Until this time, the state continuously remains inS2. At the instant

that the other nodes receive this ACK packet, one of the threefollowing events occurs: no

transmission, a successful initiation, and a failed initiation. In Figure 1(b), Tx2 successfully

initiates its transmission so that the state moves toS2 again. At this time, if there is no incoming

packet,S2 moves toS1. In the case of a failed initiation,S2 becomesS0.

Transitions from S0: First, we consider the case thatj multiple transmissions are successfully

initiated from S0, expressed asP (Sj|S0). To achieve the successful data transmissions, two

consecutive successes for RTS and DATA transmissions are required in the proposed channel

access protocol. Note that in the proposed protocol even though RTS transmission is successful,

the success for the following DATA transmission is not guaranteed. This is due to the fact

that after receiving a CTS packet other nodes also have a chance to transmit and cause packet

collisions. Therefore the probability thatj multiple DATA transmissions succeed fromS0 is

represented by

P (Sj|S0) = P{RTS success, DATA success| S0}

=
j∑

k=1

(
N

k

)
τk0 (1− τ0)

N−k
(
N−k

j−k

)
τ j−k

k (1− τk)
N−j ,

(3)

whereN is the number of nodes in the network,k is the number of RTS transmissions, andτk
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is the channel access probability atSk.

Under the proposed asynchronous channel access protocol, we differentiate the channel access

probability (τi) for senders according toSi in order to reduce packet collisions. Note that it has

been shown in previous studies [17], [18], the channel access probability of τ0 is given as a

function of the contention window size (CW) of IEEE 802.11 DCF protocol, i.e.,2/(CW+ 1)

when CW= CWmin in an average sense. In contrast,τk for k > 1 is the determined by the

number of on-going transmissions, the number of vacant channel spaces, and the number of

competing nodes at the instant. We emphasize here that this analytical throughput model is

based on these channel access probabilities.

In the case that no node transmits or collisions happen atS0, then the state becomesS0

again, expressed asP (S0|S0). In the asynchronous scheme, although RTS-CTS transmissions

are successful, data transmissions may not be successful because a large number of candidate

nodes can transmit packets after receiving CTS. Therefore,we classify the collision fromS0

into two cases:

• RTS collision (P (CollRTS|S0)) - During RTS transmission phase, collisions occur.

• DATA collision (P (CollDATA |S0)) - After successful RTS and CTS exchanges, multiple data

frames are corrupted.

Considering the above cases,P (S0|S0) can be expressed as

P (S0|S0) = P (Idle|S0) + P (CollRTS|S0) + P (CollDATA |S0)

= 1−
∑M

j=1 P (Sj|S0),
(4)

where CollRTS and CollDATA denote the collisions during RTS and DATA transmissions, respec-

tively.

Transitions from S1: Recall thatS1 indicates the state where only one transmission is

being transmitted.S1 lasts until this transmission completes. After completionof this single

transmission, the channel becomes idle so that every node again performs the back-off mechanism

detailed in the IEEE 802.11 DCF mode. In other words, after the end of the single transmission

over the channel, the back-off mechanism always starts again. Therefore, the transition fromS1

always goes toS0 as depicted in Figure 2 and expressed as

P (S0|S1) = 1. (5)
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Transitions from Si with i > 1: We also obtain the transition probability fromSi for i > 1.

At the instant thatSi finishes its state, if there is no incoming node to transmit, the state goes to

Si−1. Note that because the on-going transmissions have different transmission durations and thus

they end at different instants, the stateSi goes toSi−1 in the case of no incoming transmissions.

At the same instant, the transmission success or collision occurs in the asynchronous manner.

For example, if the appropriate number of candidate nodes start their transmissions, then the

next transmissions are successful. To the contrary, a largenumber of candidate nodes leads to

packet reception failure, regarded as collisions.

Each probability of the above cases (no transmission, success, and collision) in the asyn-

chronous channel access is expressed as




P (Si−1|Si) = (1− τi)
N−i+1

P (Sj|Si) =
(
N−i+1
j−i+1

)
τ j−i+1
i (1− τi)

N−j j ∈ [i,M ]

P (S0|Si) = 1−
∑M

j=1 P (Sj|Si).

(6)

Suppose that the AP can receive multiple packets up toM simultaneously, the transition

probability between each state can be represented byM-by-M matrix P, that is,

P =




P (S0|S0) P (S1|S0) · · · P (SM |S0)

P (S0|S1) P (S1|S1) · · · P (SM |S1)
...

...
. ..

...

P (S0|SM) P (S1|SM) · · · P (SM |SM)




. (7)

Since we assume that the transition probability is stationary at the equilibrium state, and thus,

S = PS, (8)

whereS is the probability vector for each channel state, which is equivalent to [P (S0), P (S1),

· · · , P (SM)]T.

Moreover, from the property of the Markov chain model, the total probability of each channel

status is equal to 1, given by
∑M

i=0 P (Si) = 1. From (8) and the law of total probability,S is

numerically obtained.

B. Determining per-state channel access probability (τk)

In order to fully exploit the packet reception capability ofthe multi-user MIMO based wireless

channel, it is necessary to differentiate the channel access probability (τ ) for candidate nodes
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according to the current channel status (Sk), which is referred to theper-state channel access

probability (denoted byτk).

For example, when there arek number of on-going transmissions amongN nodes at an

instant, in this time we need to enable (M-k) nodes to transmit packets in order to fully utilize

the packet reception capabilityM . If more than (M-k) candidate nodes are trying to access

the channel simultaneously, then all packets collide. It isobvious that the optimal level of the

per-state channel access probability (τk) at Sk totally depends on the packet reception capability

M , the number of nodesN , and the number of on-going transmissionsk.

In order to determineτk, we first consider the probability that there existi multiple simultane-

ous transmissions among (N-k) candidate nodes at stateSk. This probability follows a binomial

distribution and is given by

P [X = i] =

(
N − k

i

)
τ ik(1− τk)

N−k−i, i = 0, 1, · · · , N − k. (9)

whereX is a binomial random variable indicating the number of transmitting nodes among

(N-k) candidate nodes when the nodes decide whether or not to transmit data frames withτk.

SinceX is a binomial random variable, the expected value of the number of transmitting

nodesX is as follows:

E[X ] = (N − k)τk. (10)

With a higher value ofτk, the average number of candidate transmitters deciding to transmit

is very large in the asynchronous channel access protocol. This may experience a number

of transmission failures because it happens that the numberof simultaneous transmissions is

instantaneously larger than (M −k). To the contrary, the channel of the multi-user MIMO based

wireless networks would not be utilized with a low value ofτk.

In this paper, we can appropriately chooseτk to fully utilize the channel efficiency of multi-

user MIMO based WLANs such that the expected value ofX should be equal to the number

of the channel vacant space for multiple packet reception, which is equivalent toM-k i.e.,

E[X ] = M − k. Then, the channel access probability is expressed as follows:

τk =





(M − k)/(N − k), k < M ;

0, otherwise.
(11)
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Note that once the AP receives multiple packets, the AP is immediately aware of the number

of vacant channel spaces (M-k), wherek is the number of on-going transmissions at that instant.

Therefore, the value of the vacant channel space is easily obtained at the AP. Also, the total

number of competing nodes (N) in the network can be obtained by the estimation methods, for

example, the estimation method using the Kalman filter in [19] or the Bayesian estimation method

in [20]. In the proposed protocol, we can estimateN by a similar estimation method as done in

[21], which counts the number of the consecutive idle slots and determines the estimated number

of competing nodes bỹN = log( E[idle]
E[idle]+1

)/log(1− τ), whereE[idle] is the average number of

successive idle slots. Consequently, the optimal level of per-state channel access probability is

readily available. With the appropriate setting of the transmission opportunity probability (τk), we

can fully utilize the efficiency of the multi-user MIMO wireless channel whereM simultaneous

transmissions are possible without causing packet collisions.

Note that the estimation accuracy ofN is an important factor that affects the throughput

performance, becauseN determines the number of concurrently transmitting nodes.For example,

if N is overestimated,τk is set to a lower value, and the channel would not be fully utilized. To

the contrary, ifN is under-estimated, the candidate nodes would aggressively transmit packets

with a higher value ofτk, but may experience a number of transmission failures. Therefore,N

should be carefully estimated.

C. Throughput derivation

To evaluate throughput performance, we first derive the average number of packets success-

fully decoded. In the proposed protocol, even though multiple packets are successfully being

transmitted at the same time, it does not guarantee that all the on-going packets are successfully

decoded at the AP. This is due to the fact that before the completion of all the on-going packet

reception, candidate nodes can start transmissions, resulting in packet collisions.

Taking these possible collisions into consideration, we derive the average number of success-

fully decoded packets (E[Packets]) as given in (12).

Let v denote the average length of a slot time. Based on all the transitions in the system
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E[Packets] = P (S0){

packet atS1︷ ︸︸ ︷
P (S1|S0) / ∗ Successful transmission for the packet fromS0 to S1 ∗ /

+

1st packet atS2︷ ︸︸ ︷
P (S2|S0) +

2nd packet atS2︷ ︸︸ ︷
P (S2|S0)(1− P (S0|S2))

+

1st packet atS3︷ ︸︸ ︷
P (S3|S0) +

2nd packet atS3︷ ︸︸ ︷
P (S3|S0)(1− P (S0|S3))+

3rd packet atS3︷ ︸︸ ︷
P (S3|S0)(1 − P (S0|S3))(1 − P (S0|S2)) + · · · }

+ P (S2){P (S2|S2) + P (S3|S2) + P (S3|S2)(1− P (S0|S3)) + · · · }

+ · · ·

+ P (SM )P (SM |SM )

= P (S0){P (S1|S0) +
∑M

i=2
[P (Si|S0) +

∑i−1

j=1
{P (Si|S0)

∏j−1

k=0
(1− P (S0|Si−k))}]}

+
∑M−1

l=2
P (Sl){P (Sl|Sl) +

∑M

i=l+1
[P (Si|Sl) +

∑i−l

j=1
{P (Si|Sl)

∏j−1

k=0
(1 − P (S0|Si−k))}]}

+ P (SM )P (SM |SM ).
(12)

model, we computev, which is given by

v = P (S0){P (Idle|S0)Tidle + P (CollRTS|S0)T
RTS
c

+ P (CollDATA |S0)T
DATA
c +

∑M

i=1 P (Si|S0)Ts}

+
∑M

i=2[P (Si){P (S0|Si)Tc′ +
∑M

j=i P (Sj|Si)Ts′}],

(13)

where Tidle is the duration of one idle time,Ts is the required time for the successful data

transmission from the idle state, andTRTS
c andTDATA

c denote the wasted time for the collisions

during RTS and DATA transmissions, respectively.Ts′ is the required time for asynchronous

transmission success, andTc′ is the wasted time for the packet collision in the asynchronous

manner.

Each transmission duration mentioned above is defined as




Tidle = σ,

TRTS
c = TRTS+ TDIFS,

TDATA
c = TRTS+ TCTS+ TDATA + 3 · TSIFS+ TDIFS,

Ts = TRTS+ TCTS+ TDATA + 3 · TSIFS+ TACK ,

Tc′ = TDATA + TDIFS,

Ts′ = TDATA + TSIFS+ TACK ,

(14)

whereσ is the duration of one slot time, andTDATA is the transmission time for the average

payload sizel. The other values such asTRTS, TCTS, TSIFS, andTDIFS are the corresponding time
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durations specified in the IEEE 802.11 standard.

Finally, the system throughputS is derived as the ratio of the average amount of payload

successfully decoded during a slot time to the average time duration of a slot time. Here the

average number of the packets successfully decoded is readily obtained in (12) such that the

average payload successfully decoded is given byE[Packets] ·l, wherel is the average payload

size. Hence,S becomesS = E[Packets] ·l / v.

V. NUMERICAL RESULTS

To evaluate the performance of our proposed asynchronous channel access protocol and

compare it with that of the IEEE 802.11 DCF protocol and one existing MAC protocol (Zheng’s

method [5]), we carry out various simulations using MATLAB.In the simulations, we assume

that every node independently generates its data packet, and the packet size is geometrically

distributed in order to represent a network where each node finishes its transmission at different

times. The parameter values used in the simulations are given in Table I.

We first evaluate how the number of competing nodesN and the packet reception capabilityM

affect throughput performance of multi-user MIMO based WLANs in a single rate scenario. We

then show the throughput performance with the per state channel access probability in comparison

with that of fixed channel access probability. Next, we provide throughput performance with

respect to the average packet sizel. Finally, we evaluate our propose protocol in a multi-rate

scenario.

A. Throughput performance w.r.t. the number of users N in a single rate scenario

Figure 3 shows the analytical and simulation results of throughput performance for the pro-

posed asynchronous MAC protocol with respect to the number of users (N). We varyN from

0 to 80 users, whileM is fixed to 3 and 4, respectively. The transmission rate for the data

transmission is set to 54 Mb/s. Under both synchronous and asynchronous methods, throughput

performance increases asM is increased from 3 to 4. The reason is that collisions rarelyhappen

for a larger value ofM . This implies thatM is a key parameter that determines throughput

performance of multi-user MIMO based WLANs.

We observe that our proposed asynchronous MAC protocol significantly outperforms the

synchronous protocol. The aggregate uplink throughput is improved by 22–129% as shown
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in Figure 3. This is due to the fact that every pending node hasto wait for other nodes’

data completion under the synchronous MAC protocol. Conversely, in the proposed protocol

after one of the on-going transmitting nodes finishes its transmission, the other candidate nodes

may attempt to transmit data frames without waiting for the completion of all the on-going

transmissions resulting in a throughput improvement. In addition, the analytical results of the

proposed scheme are very close to the simulation results forall cases ofM=3 and 4.

B. Throughput performance w.r.t. the packet reception capability M

In this set of simulation experiments, we show how the packetreception capability affects the

aggregate throughput performance in WLANs with multi-userMIMO technology, whereN is

fixed to 10.

In Figure 4, under the IEEE 802.11 DCF mode the aggregate uplink throughput is not improved

even thoughM increases from 3 to 7. The reason is that the channel is under utilized in the

synchronous channel access mode because every node must wait for the completion of the

on-going transmissions. However, under the proposed asynchronous protocol the throughput

gradually increases as we increase the packet reception capability from 3 to 7. This implies

that this asynchronous MAC protocol makes the multi-user MIMO channel more efficient by

enabling more candidate nodes to attempt transmissions if the AP can receive more simultaneous

packets. In all the cases depicted in Figure 4, the throughput obtained by our proposed scheme

is much higher than that of the synchronous MAC protocols.

C. Throughput effect of the per-state channel access probability

We also carry out the simulations in order to verify the effect of using the per-state channel

access probability (τk). In this simulation,M andN are set to 4 and 10, respectively.

When the fixed channel access probability is used without considering the per-channel state

at every instant that one of the on-going transmitters finishes its transmission, the throughput

obtained is lower than that of using the per-state channel access probability. For example, as

depicted in Figure 5 a lower value of the fixed channel access probability causes the multi-user

MIMO based wireless channel to be under utilized, and as a result the throughput obtained is

also low. To the contrary, when the fixed channel access probability is set to a higher value such

as 0.5, the throughput also decreases due to a large number ofcollisions.

April 5, 2012 DRAFT



18

However, the proposed protocol with use of per-state channel access probability achieves a

higher throughput as shown in Figure 5. The reason is that thenumber of candidate nodes

to transmit data can be appropriately adjusted by considering the vacant channel space in the

asynchronous manner.

D. Throughput performance w.r.t. the average packet size l

To investigate how the average packet size affects the network throughput, we carry out

simulations by varying the average packet size from 0 to 12000 bits in the network. Figure 6

depicts the throughput result with respect to the average packet size whenN andM are set to

10 and 4, respectively. From Figure 6, we see that throughputperformance gradually improves

as the average packet size increases in both synchronous andasynchronous protocol. This result

implies that the packet size is one of the most important parameters significantly affecting

network throughput.

In the proposed protocol, every candidate node has a chance to transmit a packet even though

the channel is being used; however, there is still availablechannel space for multiple packet

reception, so that the sender does not need to wait for the completion of other transmissions.

Therefore, the channel efficiency of multi-user MIMO based WLANs is noticeably improved

by allowing nodes to transmit packets although on-going transmissions exist. In all cases as

depicted in Figure 6, the uplink throughput obtained by the proposed channel access scheme is

higher than that of two synchronous schemes.

E. Throughput performance in a multi-rate scenario

We now evaluate the performance of our proposed protocol in amulti-rate scenario where four

different transmission rates are used for data transmissions: 6, 18, 36, and 54 Mb/s. Figure 7

shows the simulation results of throughput performance forthe proposed asynchronous MAC

protocol with respect toN . We varyN from 0 to 64 users, whileM is fixed to 3. As shown in

Figure 7, our proposed MAC protocol outperforms the other synchronous MAC protocols. The

reason is that when the transmission durations are quite different due to the different packet sizes

and transmission rates, the synchronous MAC protocols may have long waiting periods before

initiating the data transmissions if there exist on-going transmissions with long transmission

durations. To the contrary, our proposed asynchronous protocol allows the nodes to start their
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transmissions without waiting for the completion of the on-going transmissions, finally resulting

in the uplink throughput improvement.

In the previous simulations, we assumed that there exists anadditional channel bandwidth of

the feedback channel. However, the channel bandwidth for data transmission could be reduced if

the channel bandwidth is split in the data and feedback channels. In this simulation, we consider

the effect of the reduced data channel when the bandwidth overhead for the feedback channel is

not negligible. As shown in Figure 7, the aggregate throughput for the case of the reduced data

channel bandwidth is slightly lower than that obtained whenthe channel bandwidth is fully used

for data transmissions. Even in this case, the throughput performance of our proposed protocol

is still significantly higher than that of the synchronous protocols.

VI. CONCLUSION

We studied the issues of improving the uplink aggregate throughput of multi-user MIMO

based WLAN systems where the transmission durations are dynamically varying. In particular,

we focused on the inefficient channel use of the synchronous channel access protocol where every

sender has to wait for other nodes to complete data transmissions. In a real network system,

each transmission duration is different due to different packet sizes and different transmission

rates; thus, the channel is not fully utilized under the synchronous medium access protocol.

To prevent this inefficient channel use problem, we propose the asynchronous channel access

protocol in which every node decides whether or not to transmit packets if the AP with multi-

packet reception capability can receive more simultaneoustransmissions. Through performance

analysis and various simulations, we show that our proposedchannel access scheme outperforms

the synchronous channel access scheme in terms of the aggregate uplink throughput. We also

show that our analytical model for our proposed channel access scheme accurately predicts the

throughput results.
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Fig. 1. Operation example of traditional synchronous and proposed asynchronous MAC protocols.
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Fig. 3. Throughput performance of asynchronous and synchronous MAC protocols w.r.t. the number of competing nodesN .

April 5, 2012 DRAFT



24

 0

 20

 40

 60

 80

 100

 120

 3  4  5  6  7

T
h

ro
u

g
h

p
u

t 
(M

b
/s

)

Packet reception capability

Async.: Analysis
Async.: Simulation
Zheng’s method [5]

IEEE 802.11 DCF

Fig. 4. Throughput performance of asynchronous and synchronous MAC protocols w.r.t. the packet reception capabilityM .

 0

 10

 20

 30

 40

 50

 60

 0  0.1  0.2  0.3  0.4  0.5

T
h

ro
u

g
h

p
u

t 
(M

b
/s

)

Channel access probability (τ)

Per-state probability
Fixed probability

Fig. 5. Throughput performance comparison between using per-state channel access probability and fixed channel access

probability.

April 5, 2012 DRAFT



25

 0

 10

 20

 30

 40

 50

 60

 0  2000  4000  6000  8000  10000  12000

T
h

ro
u

g
h

p
u

t 
(M

b
/s

)

Average packet size (bits)

Async.: Analysis
Async.: Simulation
Zheng’s method [5]

IEEE 802.11 DCF

Fig. 6. Throughput performance of asynchronous and synchronous MAC protocols w.r.t. the packet sizel.

 0

 5

 10

 15

 20

 0  8  16  24  32  40  48  56  64

T
h

ro
u

g
h

p
u

t 
(M

b
/s

)

Number of users (Ν)

Async.
Async. (reduced channel bandwidth)

Zheng’s method [5]
IEEE 802.11 DCF

Fig. 7. Throughput performance of asynchronous and synchronous MAC protocols w.r.t. the number of competing nodesN

in a multi-rate scenario.

April 5, 2012 DRAFT



26

TABLE I

SYSTEM PARAMETERS USED IN ANALYSIS AND SIMULATIONS.

Parameter Value

TDIFS 34 µsec

TSIFS 16 µsec

TSlot 9 µsec

PHY overhead 20 µsec

RTS frame 20 bytes + PHY overhead

CTS frame 14 bytes + PHY overhead

ACK frame 14 bytes + PHY overhead

Average payload (l) 10000 bits

Data transmission rate 54 Mb/s

Basic transmission rate 6 Mb/s

CWmin 15

CWmax 1023
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