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Abstract—Since wireless network virtualization enables ab-
straction and sharing of infrastructure and radio spectrum
resources, the overall expenses of wireless network deployment
and operation can be reduced significantly. Moreover, wireless
network virtualization can provide easier migration to newer
products or technologies by isolating part of the network.
Despite the potential vision of wireless network virtualization,
several significant research challenges remain to be addressed
before widespread deployment of wireless network virtualiza-
tion, including isolation, control signaling, resource discovery
and allocation, mobility management, network management and
operation, and security as well as non-technical issues such as
governance regulations, etc. In this paper, we provide a brief
survey on some of the works that have already been done
to achieve wireless network virtualization, and discuss some
research issues and challenges. We identify several important
aspects of wireless network virtualization: overview, motivations,
framework, performance metrics, enabling technologies, and
challenges. Finally, we explore some broader perspectives in
realizing wireless network virtualization.

Index Terms—Wireless network virtualization, abstraction and
sharing, isolation, cognitive radio and networks, cloud computing.

I. INTRODUCTION

In the information and communications technology (ICT)
sector, virtualization has become a popular concept in dif-
ferent areas, e.g., virtual memory [1], virtual machines [2],
virtual storage access network [3] and virtual data centers [4].
Virtualization involves abstraction and sharing of resources
among different parties. With virtualization, the overall cost of
equipment and management can be significantly reduced due
to the increased hardware utilization, decoupled functionalities
from infrastructure, easier migration to newer services and
products, and flexible management [1]–[4].

In wired networks, virtualization has occurred for decades,
e.g., virtual private networks (VPNs) over wide area networks
(WANs) and virtual local area networks (VLANs) in enterprise
networks [5], [6]. Recently, network virtualization has been ac-
tively used in Internet research testbeds, such as G-Lab [7] and
4WARD [8], and applied in the cloud computing environment
[9]. It aims to overcome the resistance of the current Internet to
fundamental architecture changes. Network virtualization has
been considered as one of the most promising technologies
for the future Internet [10].

With the tremendous growth in wireless traffic and services,
it is natural to extend virtualization to wireless networks.
With wireless network virtualization, network infrastructure

can be decoupled from the services that it provides, where
differentiated services can coexist on the same infrastructure,
maximizing its utilization [11]. Consequently, multiple wire-
less virtual networks operated by different service providers
(SPs) can dynamically share the physical substrate wireless
networks operated by mobile network operators (MNOs).
Since wireless network virtualization enables the sharing of in-
frastructure and radio spectrum resources, the capital expenses
(CapEx) and operation expenses (OpEx) of wireless (radio)
access networks (RANs), as well as core networks (CNs),
can be reduced significantly. Moreover, mobile virtual network
operators (MVNOs) who may provide some specific telecom
services (e.g., VoIP, video call, over-the-top services) can help
MNOs attract more users, while MNOs can produce more
revenue by leasing the isolated virtualized networks to them
and evaluating some new services [12]. Meanwhile, wireless
network virtualization provides easier migration to newer
products or technologies while supporting legacy products
by isolating part of the network [12], [13]. In addition, the
emerging heterogeneous wireless networks need a convergent
and powerful network management mechanism, which can be
provided by wireless network virtualization [14].

Despite the potential vision of wireless network virtual-
ization, several significant research challenges remain to be
addressed before widespread deployment of wireless network
virtualization, including isolation, control signaling, resource
discovery and allocation, mobility management, network man-
agement and operation, and security as well as non-technical
issues such as governance regulations, etc. Particularly, unlike
wired networks, where bandwidth resource abstraction and
isolation can be done on a hardware (e.g., port and link)
basis, radio resource abstraction and isolation is not straight-
forward, due to the inherent broadcast nature of wireless
communications and stochastic fluctuation of wireless channel
quality. Another significant challenge of wireless network
virtualization is resource allocation, which decides how to
embed a virtual wireless network on physical networks. In
addition, a large number of intelligent devices/nodes with self
adaptation/context awareness capabilities induce non-trivial
security challenges to wireless network virtualization. These
challenges need to be tackled broadly by comprehensive
research effort.

In this paper, we provide a brief survey on some of
the works that have already been done to achieve wireless
network virtualization, and discuss some research issues and
challenges. A taxonomy graph of our approach towards the
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Fig. 1. Road map of wireless network virtualization.

design of wireless network virtualization is given in Fig. 1.
As shown in the figure, we identify seven important aspects
of wireless network virtualization where we would like to fo-
cus: overview, motivations, framework, performance metrics,
enabling technologies, challenges, and broader perspectives.

In the following sections, we elaborate on each such aspect
and discuss the related issues. Section II presents a brief
history of wired network virtualization. Then some projects
on network virtualization are introduced. Software defined
networking and OpenFlow are also presented. In Section
III, we will present the business models and the involved
parties. The motivations and requirements of wireless network
virtualization are also discussed. A framework is summarized
in Section IV with four main components: radio spectrum
resource, wireless network infrastructure, wireless virtual re-
source, and wireless virtualization control. Section V presents
some performance metrics that are necessary to evaluate the
performance and quality of a virtualized wireless networks.
Some enabling technologies for wireless network virtualization
are discussed in Section VI according to different radio access
technologies. Section VII presents research issues and chal-
lenges. Some broader perspectives are also presented. Finally,
we conclude this study in Section VIII.

II. OVERVIEW OF NETWORK VIRTUALIZATION

In this section, we first present a brief history of wired
network virtualization. Then, some projects on network vir-
tualization are presented. Software defined networking (SDN)
and OpenFlow are also introduced in this section.

A. Brief History of Wired Network Virtualization

Virtualization has occurred in wired networks for decades.
Some examples of wired network virtualization include vir-
tual local area networks (VLANs), virtual private networks
(VPNs), active and programmable networks, and overlay net-
works, which are described in the following.

1) VLAN: A VLAN refers to a domain where a group
of hosts with a common interest are allowed to be logically
brought together under a single broadcast domain regardless
of their physical connectivity [15].

2) VPN: In a VPN, a private network, whose hosts are
distributed in multiple sites, connects through private and
secured tunnels (links) over public communication networks
(e.g., the Internet or PSDN) [16]–[18]. Depended on different
layers, VPNs can be classified into four classes: Layer 1
VPNs [19], Layer 2 VPNs [20], Layer 3 VPNs [21] and
higher layer VPNs [22]. It should be noted that Layer 1 VPNs
have no guarantee between data plane connectivity and control
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plane connectivity, which means that each service network has
independent address space and L1 resource view, separating
policies and completing isolation from other VPNs. This is the
main difference between Layer 1 VPNs and Layer 2/3 VPNs.

3) Active and programmable networks: In response to
user demands, the need of creating, deploying, and manag-
ing novel services on the fly drives the research of active
and programmable networks. The fundamental discussion of
programmable networks is that separating communications
hardware from control software and allowing multiple parties
to run possibly totally different protocols on the same network
elements without any conflict. The open signaling approach
and the active networks approach are the two kinds of imple-
mentations of active and programmable networks [23].

4) Overlay network: A virtual network that creates a virtual
topology based on the physical topology of another network
can be considered as an overlay network where nodes are
connected through virtual links, which correspond to paths in
the underlying network. Overlays are typically implemented
in the application layer [6].

In the above four examples of wired network virtualization,
the scope of virtualization is limited to one or two layers.
However, to exploit the full benefits of virtualization, the
network needs to be fully virtualized, and services are clearly
separated from their underlying infrastructure.

B. Projects on Network Virtualization

Recently, several research projects have been started around
the world in the area of network virtualization, including X-
Bone [24] and Tempes [25] focusing on networking technol-
ogy; UCLP [26], VNET [27], AGAVE [28] and VIOLIN [29]
focusing on layers of virtualization; VNRMS [30], NetScript
[31], Genesis [32] and FEDERICA [33] focusing on archi-
tectural domain and management; and PlanetLab [34], GENI
[35], VINI [36], CABO [37], 4WARD [8] and NouVeau [38]
focusing on the granularity of virtualization; and VITRO [39]
focusing on virtualization of wireless sensor networks. Due
to the space limitation, we only give a brief introduction to
CABO, GENI, 4WARD and PlanetLab, which are important
projects on network virtualization.

1) CABO: In CABO, the concept of separation between
infrastructure providers (InPs) and SPs is promoted and im-
proved by an integrated project to support full virtualization
that allows SPs to provide end-to-end services over multiple
InPs’ infrastructure. CABO is also the first full virtualization
project in which virtual routers can move (are mapped) from
one physical node to another. It also provides guarantees
and customization to service providers to support end-to-end
services to the end users.

2) 4WARD: In 4WARD, more detailed business models
are introduced in addition to InPs and SPs, including vir-
tual network providers (VNPs) and virtual network operators
(VNOs). This business model gives more opportunities to
the market. The project also includes substantial work on
resource allocation and resource discovery of network virtu-
alization. Moreover, 4WARD also supports virtualization of
heterogeneous networking technologies. Another significant

contribution is that 4WARD implements network virtualization
not only in experimental networks and testbeds but also in
realistic networks.

3) PlanetLab: PlanetLab proposes a concept of slice-
ability, in which each application acquires and runs in a
slice of the overlay. Slice-ability is a crucial ability and
design principle in network virtualization, which dominates the
realization of both wired and wireless network virtualization.

4) GENI: GENI introduces network virtualization to the
wireless area. In GENI, virtualization techniques and slicing
techniques are proposed by utilizing TDMA, FDMA and
SDMA. Moreover, GENI gives researchers the opportunity to
create customized virtual networks unfettered by assumptions
or requirements of the existing Internet.

5) VITRO: VITRO proposes an integrated architecture of
enabling virtualization in wireless sensor networks while pro-
viding advanced services. The approach in VITRO realizes
the decoupling of the applications running on physical nodes
from the physical sensor deployment. This concept of virtual
sensor networking allows the dynamic cooperation among
sensor nodes, helping the proliferation of new services and
applications beyond the scope of the original deployment.

C. Software Defined Networking and OpenFlow

SDN is an emerging network architecture where network
control is decoupled from forwarding and is directly pro-
grammable [40]. It is considered as one of the most promising
technologies to realize virtual networks, especially in network
control. SDN focuses on four key features [41]:

• Separation of the control plane from the data plane.
• A centralized controller and view of the network.
• Open interfaces between the devices in the control plane

(controllers) and those in the data plane.
• Programmability of the network by external applications.

By separating a network’s control logic from the underlying
physical routers and switches that forward traffic, network
operators can write high-level control programs that specify
the behavior of an entire network. This is different from
conventional networks, where network operators must codify
functionalities in terms of low-level device configurations.
SDN allows network administrators to have programmable
central control of network traffic via a controller without
requiring physical access to the network’s switches. A configu-
ration of SDN can create a logical network control plane where
hardware is physically decoupled from the data forwarding
plane hardware, i.e., a network switch can forward packets
and a separate server can run the network control plane. The
decoupling allows for the control plane to be implemented
using a different distribution model than the data plane.
Control plane development and runtime environment tasks can
then be run on a different platform (other than the low-powered
management CPUs found on hardware switches and routers).

OpenFlow is a standard communications interface defined
between the control and forwarding layers of an SDN archi-
tecture [42]. The standard is managed by Open Networking
Foundation (ONF). OpenFlow allows direct access to and
manipulation of the forwarding plane of network devices, such
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as switches and routers. With OpenFlow, the path of network
packets through the network of switches can be determined by
software running on multiple routers. A number of network
switch and router vendors have announced intent to support
OpenFlow standard.

III. MOTIVATIONS, BUSINESS MODELS & REQUIREMENTS

OF WIRELESS NETWORK VIRTUALIZATION

In this section, we will discuss the motivations of wireless
network virtualization. Business models with different roles in
the wireless network market and the functions of these roles
will be presented. Moreover, we will discuss the requirements
that need to be met to implement wireless network virtualiza-
tion.

A. What is Wireless Network Virtualization?

Wireless network virtualization can have a very broad scope
ranging from spectrum sharing, infrastructure virtualization, to
air interface virtualization. Similar to wired network virtual-
ization, in which physical infrastructure owned by one or more
providers can be shared among multiple service providers,
wireless network virtualization needs the physical wireless
infrastructure and radio resources to be abstracted and isolated
to a number of virtual resources, which then can be offered
to different service providers. In other words, virtualization,
regardless of wired or wireless networks, can be considered
as a process splitting the entire network system [13]. However,
the distinctive properties of the wireless environment, in terms
of time-various channels, attenuation, mobility, broadcast, etc.,
make the problem more complicated. Furthermore, wireless
network virtualization depends on specific access technologies,
and wireless network contains much more access technologies
compared to wired network virtualization and each access
technology has its particular characteristics, which makes
convergence, sharing and abstraction difficult to achieve.
Therefore, it may be inaccurate to consider wireless network
virtualization as a subset of network virtualization [11].

In this paper, we consider wireless network virtualization as
the technologies in which physical wireless network infrastruc-
ture resources and physical radio resources can be abstracted
and sliced into virtual wireless network resources holding
certain corresponding functionalities, and shared by multiple
parties through isolating each other. In other words, virtualiz-
ing wireless network is to realize the process of abstracting,
slicing, isolating and sharing the wireless networks. Since
wireless network resources are sliced into multiple slices, the
terms of virtual slice and virtual network have the similar
meanings of virtual wireless network resources. We may use
them alternatively in this paper

B. What are the Business Models of Wireless Network Virtu-
alization?

In wireless network virtualization, physical resources are
owned by some parties, and virtual resources are utilized by
some other parties. The question is who these parties are.
Business models can describe the constitution of the roles in

the wireless network market and the main functions of these
roles. As shown in Fig. 2(a), generally, after wireless network
virtualization, there are two logical roles, MNO and SP [12],
[37], [43]. All of the infrastructures and radio resources of
physical substrate wireless networks, including the licensed
spectrum, radio access networks (RANs), backhaul, transmis-
sion networks (TNs), and core networks (CNs), are owned and
operated by MNOs. MNOs execute the virtualization of the
physical substrate networks into some virtual wireless network
resources. For brevity, we use virtual resources to indicate
the virtual wireless network resources. SPs lease these virtual
resources, operate and program them so that to offer end-to-
end services to end users. In some papers (e.g., [5]), the MNO
becomes InP, which is only responsible for owing and leasing
wireless network resources to SPs. SPs will create and deploy
the virtual resource by themselves based on the leased and
allocated resource to satisfy the requirements of end-to-end
services.

The roles in in the above business models can be further
decoupled into more specialized roles, including InP, mobile
virtual network provider (MVNP), mobile virtual network
operator (MVNO) and SP [44]–[46], as shown in Fig. 2(b).
The functions of them are describing as follows.

a) InP: owns the infrastructure and wireless network
resources. In some cases, the spectrum resources may or may
not be owned by InP.

b) MVNP: leases the network resources and creates
virtual resources. Some MVNPs may have some licensed spec-
trum such that they do not need request spectrum resources
from InP. In some papers (e.g., [47]), MVNP is called mobile
virtual network enabler (MVNE).

c) MVNO: operates and assigns the virtual resources to
SPs. Meanwhile, in some approaches, MVNOs consists of
the roles of both MVNOs and MVNPs. Actually, this model
is fit for the emerging concept of so called XaaS [48] in
cloud computing. What provided in InPs is infrastructure-as-
a-service (IaaS) while what provided in MVNOs is network-
as-a-service (NaaS).

d) SP: concentrates on providing services to its sub-
scribers based on the virtual resources provided by MVNOs.

In other words, virtual resources are requested by SPs,
managed by MVNOs, created by MVNPs, and running at InPs
physically. Obviously, this four-level model can create more
opportunities in the market and simplify the functions of each
role intuitively. Nevertheless, more coordination mechanisms
and interfaces should be used, which may increase the com-
plexity and latency significantly.

Here, we give a short discussion on the role of MVNOs.
The definition of MVNOs is different in different countries
and communities [47]. The authors of [13] argue that MVNOs
do not own any spectrum and radio access networks for its
subscribers to access. However, in [47], MVNOs may or may
not own infrastructure, or may only own other parts of wireless
networks (e.g., CNs) except RANs and spectrum licenses. The
authors of [47] consider that MVNOs are the key players
who can break the value chain of telecommunications both
wired and wireless in the future mobile network markets. This
claim is based on the existence of pure InPs, which means
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Fig. 2. Business models of wireless network virtualization. (a) A two-level
model; (b) A four-level model. SP - service providers; MNO - mobile network
operator; MVNO - mobile virtual network operator; MVNP - mobile virtual
network provider; InP - infrastructure provider.

MVNOs (including MVNPs and MVNOs) are the entities
responsible for providing virtual resources to SPs [10], [46].
In the XaaS concept, IaaS can be provided to MVNOs, and
MVNOs can provide NaaS to SPs. However, up to now,
most of the infrastructures and radio resources are owned by
the MNOs who do not want to share too much revenues to
potential MVNPs and MVNOs. Unlike this judgement, some
approaches (e.g., [49]) consider the MVNO as a special SP,
which provides enhanced services to focused customers. In this
situation, both MVNOs and MNOs are in a win-win situation,
since MVNOs help MNOs attract/retain greater number of
customers, and MVNOs may provide services including VoIP,
video telephony, live streaming, etc. [12].

The above business models can also be used for IEEE
802.11-based wireless networks. In commercial cellular net-
works, 802.11-based access technologies can be used as an
efficient supplement to cellular networks for the data traffic in
hot spots. In this case, as part of the whole wireless network,
802.11-based networks can follow the business models dis-
cussed above. In another model with 802.11-based networks,
called “Testbed as a Service” (TaaS) [50], [51], MNO and SPs
may be the equipment providers (administrators) and research
institutions (groups) separately instead of being commercial
entities.

C. Why Need Wireless Network Virtualization?

The motivations for wireless network virtualization range
from academic and industrial research to commercial markets.
In wireless networks, a significant connection between theoret-
ical research and practical implementation is the infrastructure-
based testbed used for identifying and evaluating new tech-
nologies and proposed ideas. Wireless network virtualiza-
tion can support powerful and efficient testbed systems that
can shorten the process of R&D of innovated technologies
in two folds. First, due to the flexibility, programmability
and customization of virtual networks, the proposed new
networking technologies and services can be implemented
in infrastructures for easier and faster evaluation without

considering the complicated interfaces and characteristics of
physical infrastructures. Second, due to the isolation between
virtual networks, multiple experiments can be run and operated
simultaneously, which means, even in the real infrastructure,
experimental functions can be tested and deployed without
disturbing the normal services [14].

In commercial markets, CapEx and OpEx can be lowered
significantly due to the sharing enabled by wireless network
virtualization. The authors of [49] estimate that up to 40%
of $60 billion used for OpEx and CapEx can be saved by
operators worldwide over a five-year period. A very detailed
analysis of OpEx and CapEx in sharing wireless network is
given in [52]. It is estimated that the sharing of sites and
antennas can reduce 20-30% of CapEx, 25-45% of CapEx can
be saved if the whole radio network is shared, and the sharing
of all the assets would decrease CapEx by an additional 10%.
Although OpEx varies largely in different countries, in general,
there is big space to reduce OpEx and CapEx by deploying
network sharing.

Over the past years, MVNOs and over-the-top (OTT) SPs
have become strong players in mobile network markets and
brought their featured services to impact the ecotope of the
traditional market dominated by MNOs. Fortunately, wireless
network virtualization brings a win-win situation for both
MVNOs and MNOs [12]. MVNOs or other types of SPs can
lease virtual networks from MNOs, and MNOs can attract
greater number of customers from MVNOs and SPs. For
MNOs themselves, since the network can be isolated into
several slices, any upgrading and maintenance in one slice
will not affect other running services. For SPs, leasing virtual
networks helps them “get rid of” the control of MNOs, so that
customized and more flexible services can be provided more
easily and the quality of service (QoS) can be enhanced as
well. This also brings impressive revenues to MNOs, because
SPs needs to pay more to the MNOs and reduces the undying
arguments between MNOs and SPs.

D. What are the Requirements of Wireless Network Virtual-
ization?

Wireless network virtualization can be developed based on
a specific business model. There are some requirements that
need to be met to implement wireless network virtualization.
Depending on the scope of virtualization, these requirements
can be classified as basic requirements and additional require-
ments.

1) Basic requirements:
a) Coexistence: In wireless network virtualization, phys-

ical infrastructures should allow that multiple independent
virtual resources coexist on substrate physical networks [46].
Actually, it is clear that the purpose of virtualizing network
is to make multiple systems to run on the same physical
resources.

Moreover, since virtual slices are created according to the
requirements of SPs, they are different among virtual slices.
Virtualization systems have to bear multiple virtual slices
who hold various QoS requirements, topology, services type,
security level, user behaviour, and etc.
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b) Flexibility, manageability and programmability: Free-
dom in different aspects of networking needs to be provided
in wireless network virtualization through the decoupling
customized control protocols from the underlying physical
networks and other coexisting virtual networks. [5]. However,
since different virtualization may have different levels, ranging
from flow level, sub-channel or time-slot level, to antennas
level [12], flexibility depends on the level of virtualization.
Higher level virtualization may reduce the flexibility of virtu-
alization while better multiplexing of resources across slices
(and hence increased utilization with fluctuating traffic) and
simplicity of implementation, but can reduce the efficacy of
isolation and the flexibility of resource customization, whereas
virtualization at a lower level leads to the reverse effects.

Manageability and programmability are other two basic
requirements. Since virtual slices or virtual networks are
assigned to SPs and the management of these virtual wireless
resources are decoupled from substrate networks, wireless
network virtualization needs to provide complete end-to-end
control of the virtual resource to the SPs [5]. SPs are able
to manage configuration, allocation of virtual networks, e.g.,
routing table, virtual resource scheduling, admission, and even
modifying protocols, etc.

To realize manageability, programmability needs to be in-
tegrated in wireless network virtualization to help SPs im-
plement customized diverse services, protocols and networks.
Programmability needs MNOs to provide appropriate inter-
faces, programming language and enabling a secure program-
ming paradigm with considerable level of flexibility [6].

c) Isolation: Isolation ensures that any configuration,
customization, topology change, mis-configuration and de-
parture of any specific virtual networks will be not able to
affect and interfere other coexisting parts. In other words,
isolation means that any change in one virtual slice, such as
the number of end users, mobility of end users, fluctuating of
channel status, etc., should not cause any change in resource
allocation for other slices [12]. Indeed, virtual slices or virtual
networks are transparent to each other, or we can say that
they never know the existence of other virtual slices. It is
similar to the multiplexing among users in modern mobile
networks but not the same. Since many virtual networks
should coexist, isolation is the basic issue in virtualization
that guarantees fault tolerance, security, and privacy [5]. In
addition, in wireless networks, especially cellular networks,
any change in one cell may introduce high interference to
neighbor cells, and the mobility of end users may create
instability of a specific area [53]. Therefore, isolation becomes
more difficult and complicated in wireless networks compared
to the wired counterparts.

2) Additional requirements:

a) Heterogeneity: Since there are many coexisting radio
access technologies, wireless network virtualization should al-
low heterogeneity. And the substrate physical networks should
be composed of not only heterogeneous wireless networks but
also wired networks. Moreover, the authors of [46] point out
that virtual networks on top of them could be heterogeneous
(e.g., by using different protocols).

b) Revisitation and scalability: The infrastructures in
wireless network virtualization should provide the capability
that supports an increasing number of coexisting virtual net-
works or some sliced virtual resources;

c) Stability and convergence: For virtual wireless net-
works, stability decreases the effects of errors and mis-
configurations in the underlying physical network. Also, con-
vergence allows virtual wireless networks to be stable in case
of any instability happening.

d) Mobility: Virtual wireless networks should support
not only traditional mobility but also mobility between
MVNOs or SPs. Mobility management should allowed virtual
mobility that is between WVNs or SPs and geographical
mobility at the same time.

e) Resource utilization: Wireless network virtualization
should guarantee the efficient use of physical radio resources,
computing resources and other resources. The architecture
needs to cope with the tradeoff between complexity and
efficiency in dynamic resource scheduling.

IV. FRAMEWORK OF WIRELESS NETWORK

VIRTUALIZATION

In this section, a framework is summarized for wireless
network virtualization. This framework is based on the ar-
chitectures proposed by existing studies, and reflects the
basic ideas, components and relationship in wireless network
virtualization; but, unfortunately, this framework may not
represent all of the architectures, because each architecture has
special purposes, original intension and ideas. Generally, the
framework of wireless network virtualization can be composed
of four main components: radio spectrum resource, wireless
network infrastructure, wireless virtual resource, and wireless
virtualization controller, as shown in Fig. 3.

A. Radio Spectrum Resource

Radio spectrum resource is one of the most important
resources in wireless communications. Usually, radio spectrum
resource refers to the licensed spectrum or some dedicated free
spectrum (e.g., IEEE 802.11). As cognitive radio [54] emerges,
radio spectrum extends its range from dedicated spectrum to
white spectrum, which means idle spectrum unused by the
owner can be used by others.

We separate radio spectrum as a single component of
wireless network virtualization due to the improvement of cog-
nitive networks [55], deployment of heterogeneous networks
(e.g., femtocells and small cells) [56] and implementation of
network sharing [47]. Cognitive radio technology makes the
usage of spectrum more flexible compared to current relatively
fixed spectrum access, while heterogeneous networks change
the traditional frequency reuse planning in cellular networks.
These two technologies will be discussed in Section VII.
Network sharing introduces cooperation into the relationship
among telecommunication operators. Roughly speaking, net-
work sharing includes spectrum sharing, infrastructure shar-
ing and full network sharing. The later two parts and the
definition of network sharing will be discussed in the next
subsection.
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Spectrum sharing refers to that all or part of the licensed
spectra owned by operators can be utilized by multiple con-
tracted operators (usually the operators who have contributed
to the shared spectra) based on agreements. For example,
operator A and operator B have a contract to share both of
their spectra with each other so that they have more flexible
frequency scheduling and diversity gain that can improve the
efficiency and capacity of networks. Actually, inter-operator
spectrum sharing has been proposed for many years, e.g.,
[57] and [58]. However, due to the reasons of policies and
markets instead of technology, spectrum sharing is not popular
in current cellular networks. Fortunately, wireless network
virtualization is recalling spectrum sharing to promote full
virtualization, which means to consider the total available
radio spectra as a whole resource and to virtualize them as
the abstracted access medium.

B. Wireless Network Infrastructure

Wireless network infrastructure refers to the whole wire-
less physical substrate network, including sites (towers and
antennas), base stations (macrocell, smallcell, relay, RF, base-
band processors, radio resource controllers, etc. in cellu-
lar networks), access points (in wireless local area net-
works (WLANs)), core network elements (gateway, switch-

ers, routers, etc.), transmission networks (backhaul and links
between RANs and CN).

These infrastructure components implemented physically
are the “foundation” of wireless networks and occupy the
majority of the investment of MNOs. In modern wireless
networks, a single whole wireless network (including RAN,
CN and TN) may be possessed by one MNO, or some parties
may own part of the whole wireless network, e.g., some parties
own the CN while some parties only have the TN. However, in
a certain geographical area, the relationship among MNOs or
InPs who operating the same part of the network is in competi-
tion, which means no sharing or limited sharing (e.g., roaming)
exists. Therefore, any virtualization in this paradigm is the so
called limited intra-infrastructure virtualization, which means
virtualization within a single MNO or InP [13].

Obviously, as we discussed above, since MNOs need to
attract more customers and satisfy the various requirements
from SPs, the cooperation and sharing of resources among
MNOs have been becoming a new paradigm when planing and
operating wireless network infrastructure, which leads to the
improvement of network efficiency and utilization. Network
sharing refers to that multiple MNOs who share the capacity
and infrastructure of a physical network with each other. From
the business perspective, network sharing can be considered



8

as an agreement that two or more MNOs pool their physical
network infrastructure and radio resources together and share
with each other. From the technology perspective, network
sharing is from the sharing of towers and other infrastructure
facilities to sharing an entire mobile network [52]. From the
view of the concept of cloud, to realize virtualization in
wireless networks, network sharing can be considered as an
important step to enable IaaS. Meanwhile, network sharing can
reduce the CapEx and OpEx of operators significantly [59]. In
commercial networks, some initial approaches and promotion
of network sharing have been done by several standardization
organizations (e.g., 3GPP [60]), vendors (e.g., NEC [61] and
Nokia Siemens Networks [62]) and operators (e.g., China
Mobile [63]). In the UK, Vodafone and O2 have started their
network sharing by pooling their network infrastructure. This
network sharing partnership enables better coverage for mobile
users and fewer masts to build [64]. One of the network
sharing approaches, spectrum sharing, has been introduced
in the previous subsection. Thus, the other two approaches,
infrastructure sharing and full network sharing, are discussed
as follows.

1) Infrastructure sharing: Unlike spectrum sharing, only
infrastructures are shared in this case. Infrastructure sharing
can be classified into two categories: (a) passive sharing and
(b) active sharing. Passive sharing refers to that operators
share the passive infrastructures, such as building premises,
sites and masts. Currently, passive sharing is operated by some
third parties called “tower companies” that have agreements
with operators to provide passive RAN infrastructures [65].
Active sharing refers to sharing of the network elements of a
whole mobile network, such as (a) RF antennas and eNodeBs
included in RANs, (b) backhaul and backbone transmission
included in transmission networks and (c) routers, switches
and register (e.g., visitor location register (VLR)) included in
the core network.

In [62], an architecture of network sharing called multi-
operator RAN (MORAN) is proposed to allow multiple MNOs
to share the RANs. Meanwhile, 3GPP proposes two scenarios
where infrastructure sharing is used [66]. In scenario 1, the
MNOs connect to the shared RAN directly and serve the
respective end users by using their own dedicated licensed
spectrum. Scenario 2 is based on geographically split, which
means MNOs (usually more than two) will use their respective
radio access networks to cover different parts of a country
but together provide coverage of the entire country. This
scenario can be divided to two cases, which are national
roaming between operators (using both the RAN and CN
owned by other MNOs) already deployed today and shared
radio networks by using their own spectrum (using dedicated
or common CNs), respectively.

Virtualization-based infrastructure sharing can be called
cross-infrastructure virtualization, which means wireless net-
work virtualization is possible both across MNOs (InPs) and
within MNOs (InPs) [13].

2) Full network sharing: Full network sharing is the com-
bination of spectrum sharing and infrastructure sharing, which
means both radio resource and network infrastructure are able
to be shared among multiple MNOs based on agreements.

In 3GPP specification [60], full network sharing supports
two identified architectures, which are multi-operator core
network (MOCN) configuration and gateway core network
(GWCN) configuration. In MOCN, the shared parts are only
the RANs including radio resources themselves. GWCN al-
lows sharing not only the RANs but also MSCs and SGSNs,
which can be considered as the entities in core networks. Three
scenarios are given in [66] where full network sharing is used.
In scenario 1, some operators are allowed to access a RAN,
which covers a specific geographical area hosting by a third-
party (may be another operator except previous operators).
Scenario 2 is called common spectrum network sharing where
one operator shares its licensed spectrum to other operators,
or a group of operators gather their licensed spectrum to a
pool and share the total spectrum together. In this scenario,
all operators in the group may first connect to a controller
called radio network controller then to the shared RAN or may
combine with each other to form a common core network then
connect to the shared RAN. In scenario 3, multiple RANs may
share a common core network, where the elements or nodes
have different functions but belong to different RAN operators.
Several requirements should be satisfied to deploy the above
scenarios in terms of user, network, requirements, security and
charging [66]. In [61], specific to long term evolution (LTE)-
based mobile networks, NEC provides a solution supporting
both of MOCN and GWCN in the 3GPP architectures.

Performance comparisons on inter-operator sharing are stud-
ied in [67] in terms of capacity, spectrum and base stations.
They evaluate and compare the performance of (a) no-sharing
(NS), (b) capacity sharing (CS), which can be considered as a
extension of the roaming-based sharing [66] and (c)spectrum
sharing (SS), which means operator 1 may share its part of
spectrum to heavy loaded operator 2 on traditional infrastruc-
ture. Based on their results, it is shown that CS performs the
best compared to the others.

Therefore, full network sharing gives virtualization more
efficient and flexible physical substrate networks, which leads
to the so called universal virtualization, where virtualization
can be pervasive [13].

C. Wireless Virtual Resource

Wireless virtual resources are created by slicing wireless
network infrastructure and spectrum into multiple virtual
slices. Ideally, a single slice should include all the virtual
entities sliced by each element in the wireless network in-
frastructure. In other words, a completed slice is a universal
wireless virtual network. For example, an SP requesting a
slice from a MNO means that this SP wants to have a virtual
network from CN to air interface and is able to customized
all the virtual elements in this slice. However, in reality, this
ideal slice may not be always necessary. Specifically, some
MVNOs who may have their own CN or be lake of whole
coverage [60] only need RAN slices, while some SPs only
need the slices at a specific area or time. Given a more
abstract scenario, some emerging over-the-top (OTT) SPs pay
more to MNOs only to ensure a guaranteed QoS service to
their end users. The MNOs must allocate a certain number of
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resource slices [12] to these OTT SPs if a contract exists,
and these resource slices can be customized by OTT SPs
according to their own requirements. Thus, based on different
requirements, wireless virtual resource implies various degrees
of virtualization level. Here we present the main four levels
of wireless virtual resources in the following.

1) Spectrum-level slicing: Spectrum-level slicing can be
considered as an extension of dynamic spectrum access and
spectrum sharing. In this paradigm, spectra are sliced through
time multiplexing, space multiplexing or overlaid access,
which are the same as dynamic spectrum access and assigned
to MVNOs or SPs. In addition, in wireless network virtual-
ization, spectrum virtualization is link virtualization where the
emphasis is the data bear in this link instead of physical layer
technology. Roughly, we can say that spectrum-level slicing is
an application of spectrum sharing and dynamic access in the
virtualization environment.

2) Infrastructure-level slicing: In infrastructure-level slic-
ing, the physical network elements, e.g., antennas, BSs, pro-
cessor hardware and routers, are virtualized to support sharing
by multiple operators. When multiple MVNOs who only
own spectrum or multiple MNOs who have limited coverage
want to lease infrastructure and hardware from an InP in a
certain area, the InP has to virtualize this physical resources
into slices of virtual infrastructure and virtual machines. For
example, as shown in Fig. 4, the physical network of InP
covers area 0; MNO1 has the licensed spectrum and network
infrastructure, which covers area 1 and MNO2 has the licensed
spectrum and network infrastructure, which covers area 2,
while MVNO has the licensed spectrum but without any
infrastructure to cover. MNO1, MNO2 and MVNO want to
cover the whole areas including area 0, area 1 and area 2.
Therefore, for area 2, MNO2 virtualizes the infrastructure
and slices them to two slices, assigning each to MNO1 and
MVNO. The same situation is true with area 1, where MNO2
and MVNO wants to cover. In area 0, InP virtualizes the
physical infrastructure and hardware to three virtual parts,
called virtual infrastructure1 (VI1), VI2 and VI3, and lease
them to MNO1, MNO2 and MVNO, respectively. MNO1,
MNO2 and MVNO control VI1, VI2 and VI3 through the
controller who takes the responsibility of resource manage-
ment (e.g. allocation, scheduling and access admission). Some
mechanisms employed this architecture have been approached
in network sharing [52], [60], [61], which have been discussed
in the previous subsection. In some network situation where an
agreement is existing between MNOs, a MNO can share part
of its resource to other MNOs. However, from pure network
virtualization aspect, the basic difference between networks
sharing and infrastructure-level virtualization is that MNOs
and MVNOs can manage the virtualized infrastructure and
virtual machine sufficiently through controller.

3) Network-level slicing: Network-level slicing is the ideal
case as mentioned above. Here we give an example as follows.
A BS (e.g., nodeB in UMTS systems or eNodeB in LTE
systems) is virtualized to multiple virtual BSs, then the radio
resources (e.g., time slots, spectrum and signal processors) are
also sliced and assigned to the virtual BSs. To enable virtual
CNs, the entities in the CN domain (e.g., routers and switches)

MNO1 MNO2

MNO2 MVNO MNO1 MVNO

MNO1
MVNO

MNO2

Virtualized BSs

InP

Area 0

Area 2Area 1

Fig. 4. An example of infrastructure slicing.

LTE  4G  Networks

eNodeB

Home eNodeB

MME

SGW PGW

Virtual 4G      Networks

Virtual eNodeB Virtual SGWs Virtual MMEs Virtual PGW
Virtual Home 

eNodeB

Wireless Virtualization Controller

Fig. 5. An example of network-level slicing [69].

have to be virtualized to virtual machines. Specifically, in 3G
networks, SGSN and GGSN need to be virtualized; in 4G
networks, MME, SGW and PGW need to be virtualized to
their multiple virtual counterparts [68]. In [69], the authors in-
troduce an integrated network-level virtualization architecture
including all three domains specific to LTE networks. [70]
and [71] focus on the RAN domain while [72] focuses on
the CN domain. Fig. 5 gives an example of 4G LTE network
virtualization, which is based on the architecture proposed in
[69].

4) Flow-level slicing: The main idea of flow-level slicing
virtualization is first proposed in FlowVisor [73]. In flow-
level virtualization, the definition of slice can be different, but
usually it should be a set of flows belonging to an entity that
requests virtualized resources from MNOs [12]. Some works
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Fig. 6. An example of network-level slicing [61].

have been done towards this architecture, such as [12], [49],
[74]. In this architecture, the physical resources that belong
to one or more MNOs are virtualized and split into virtual
resource slices. The resource slices can be bandwidth-based,
e.g., data rate, or resource-based, e.g., time slots [12]. A typical
example is an MVNO who does not have physical infrastruc-
tures and spectrum resource (but has its own customers) to
serve video calls to its customers. This MVNO may request
a specific slice based on certain data rate (bandwidth) from
the MNO who actually operates the physical networks. This
scenario is very similar to the example of infrastructure-level
slicing except the spectrum resource and other resources. Fig.
6 gives an example of flow-level network virtualization, which
is based on the architecture proposed in [61].

D. Wireless Virtualization Controller

Wireless virtualization controller is used for realizing cus-
tomability, manageability and programmability of virtual slices
available to SPs. Through wireless virtualization controller,
the control plane is decoupled from data plane and SPs can
customize the virtual resource within their own virtual slices.
As shown in Fig. 7, there are two parts in wireless virtual-
ization controller, substrate controller and virtual controller.
Substrate controller is used for MNOs or InPs to virtualize
and manage the substrate physical network. Virtual controller
is used for MVNOs and SPs to manage the virtual slices
or networks. Specifically, MNOs use wireless virtualization
controller to create virtual slices and embedding the virtual
slices onto wireless physical substrate networks, while SPs
use it to customize their own end-to-end services, such as
scheduling and forwarding. A brief description of network
management in virtual networks can be found in [75]. Since
SDN and OpenFlow have been considered as the most promis-
ing and effective technology in the network management
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Fig. 7. The architecture of wireless virtualization controller.

domain, applying SDN in wireless networks has attracted
some attentions [68], [76]. The functions and components of
wireless virtualization controller is summarized in Fig.7.

V. PERFORMANCE METRICS OF WIRELESS NETWORK

VIRTUALIZATION

Before the discussion of enabling technologies for wire-
less network virtualization, in this section, we present some
performance metrics that are necessary to evaluate the perfor-
mance and quality of a virtualized wireless network. These
performance metrics can be used to compare different archi-
tectures, virtualization mechanisms, resource allocation algo-
rithms, management systems, customization flexibility, energy
saving, interfaces, etc. According the requirements of wireless
network virtualization, we classify the metrics into two cate-
gories: performance metrics of traditional wireless networks
and wireless-virtualization-specific metrics. These metrics are
summarized in Table I.

A. Performance Metrics of Traditional Wireless Networks

In traditional wireless networks, several metrics are used
to evaluate the performance of a network. Obviously, these
metrics can also be used to measure wireless network virtual-
ization.

1) Costs: Costs are the total investment from wireless net-
work operators for the infrastructure constructing and network
operating, including CapEx and OpEx. For wireless networks,
especially for cellular networks, the CapEx consists of the
cost of building up base station equipments, backhaul trans-
mission equipments, radio network controller equipments, core
network equipments and site (equipment) installation. Unlike
CapEx, OpEx includes energy charge, site and backhaul lease,
and operation and maintenance costs [77]. Also, deployment



11

TABLE I
PERFORMANCE METRICS OF WIRELESS NETWORK VIRTUALIZATION.

Types Metrics Units Description

Metrics of
Traditional Wireless

Networks

Costs
Currency units

(e.g., US$)
Including CapEx and OpEx

Revenue
Currency units

(e.g., US$)
Earned revenue

Coverage m3 A certain 3D area covered by wireless services
Capacity (Throughput) bps Peak data rate for a certain area

Deployment Efficiency
m3/$

Mbps/$
Throughput (capacity) / Deployment Costs

Spectrum Efficiency bps/Hz
Throughput (capacity) / bandwidth, in a certain cov-
erage area

Energy Efficiency bps/Joul Throughput (capacity) / energy consumption
QoS various Quality of service experienced by end users

Service Latency & Signaling Delay second Packet delay and signaling delay

Wireless-
Virtualization-Specific

Metrics

Throughput
between virtual entities bps Average data rate achieved between virtual entities

Delay
between virtual entities second

The amount of time needed for a packet to go from
one virtual node in the network to another virtual
node

Path length
between virtual entities number of nodes

The number of hops in the physical link to construct
a virtual direct link

Isolation level unitless The lowest virtualized physical resource level

Utilization and stress unitless
used resources / available resources
available resources / total resources

costs include the cost of using licensed spectrum issued by the
authorities when the MNO or InP is new to the market.

In wireless network virtualization, since additional equip-
ments and maintenance are required, these parts of cost should
be considered as CapEx and OpEx as well. As MVNOs
and SPs are usually not responsible for network deployment,
MNOs or InPs need to bear the majority of the deployment
coasts. However, since MVNOs and SPs are given more flexi-
bility, programmability and manageability in wireless network
virtualization, the OpEx may be beard by both MNOs (InPs)
and MVNOs (SPs).

2) Revenue: In addition to the reduced costs, the increased
revenues compared to traditional networks is another purpose
of wireless network virtualization. Profit, which is the dif-
ference between costs and revenues, can be used to evaluate
wireless network virtualization. Moreover, revenue to cost
ratio (RCR) can be used as another measure as well. The
higher the profit (RCR) value, the more the motivations for
MNOs and SPs to deploy wireless network virtualization
mechanisms.

3) Coverage and capacity (throughput): Coverage refers
to the whole geographical area where the wireless network
services can cover. Capacity refers to the maximal aggregated
peak rate (maximum theoretical throughput) for a certain
area served by a BS (or access point). Throughput usually
refers to the data rate delivered to end users in a certain
time duration and area. Coverage and capacity (throughput)
play the fundamental roles in wireless network design and
optimization. For a certain access network technology (e.g.,
wide code division multiplexing access(WCDMA), LTE or
802.11 family), coverage and throughput are mainly related
to bandwidth, transmit power, network planning, which are
briefly presented as follows.

a) Bandwidth: Bandwidth is the total available radio
spectrum in a certain area for serving end users. It should

be noted that, with the development of cognitive radio and
network sharing, the available radio spectrum may contain
some free spectrum and other MNOs’ licensed spectrum.

b) Transmit power: Transmit power is the power trans-
mitted from BSs to end users as well as from end users to
BSs.

c) Network planning: Network planning refers network
topological design, network synthesis and network realization,
with the aim at ensuring that a new network or service meets
the needs of end users and operators. The deployment of
small cells and relays will lead to higher throughput and
larger coverage. Network sharing among MNOs and small
cells also can bring novel network planning strategies, which
are different from traditional network planning.

4) Deployment efficiency: Deployment efficiency (DE)
metric measures the ratio between system throughput (or
coverage) and deployment costs (including both CapEx and
OpEx) [77]. DE is an important network performance indicator
for wireless operators. Usually, wireless engineers need to
estimate the deployment efficiency during network planning.

5) Spectrum efficiency: Spectrum efficiency (SE) metric
can be defined as the ratio between system throughput (or
coverage) and bandwidth. SE has been widely accepted as
an important criterion for wireless network optimization [77],
especially for cellular networks. To study the SE in a certain
area, one can add the SE achieved by all the cells, including
macro cells and small cells, which use the same spectrum
in this area. In addition, more detailed spectrum efficiency
metrics can be used to evaluate the performance, such as the
cell edge spectrum efficiency and the worst %5 users spectrum
efficiency.

6) Energy efficiency: Energy efficiency (EE) metric can be
defined as the ratio between system throughput (or coverage)
and energy consumption. It should be noted that the energy
consumption is not limited to transmission energy consump-
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tion but should include the whole network energy consumption
while operating the network, including network equipments
energy and accessories (e.g., air conditions, lightning facilities,
etc.) [78].

7) QoS: The metrics mentioned above are related to system
performance and resource efficiency. Different from the above
metrics, QoS is usually related to end users. Generally, a
certain QoS requirement is represented by several variables
that characterize the performance experienced by end users
[79]. For instance, in 3GPP LTE [80], QoS is classified to 9
kinds of so called QoS class identifiers (QCIs) that associate
to resource types (guaranteed bit rate or non-guaranteed bit
rate), priority (9 levels), packet delay budget and packet loss
rate.

8) Signaling latency: Signaling latency refers to the delay
of control signals among entities that hold the functions of
network management. Since wireless network virtualization
enables the programmability for SPs and MVNOs, the number
signaling exchanges will be increased in the network, which
can cause higher delay of signaling.

B. Wireless Virtualization-Specific Metrics

In addition to the performance metrics of traditional wireless
networks, there are some virtualization-specific metrics that
can be used to measure the quality and performance of a
virtualized wireless network.

1) Throughput between virtual entities: Different from tra-
ditional throughput, virtualization-specific throughput is the
average data rate achieved between virtual entities. This
throughput metrics can be used to measure the connection
performance between virtual nodes, SPs to end users, and
MNOs to end users. Using this measure, one can evaluate
resource allocation algorithms and management efficiency in
virtualized wireless networks.

2) Utilization and stress of substrate networks: Since the
substrate physical resources are used to map virtual slices,
virtual nodes and virtual links, utilization is defined as the ratio
between the used substrate resources and the total amount of
resources [10]. For example, to evaluate a substrate physical
eNodeB, utilization can be derived with the used bandwidth,
power, time-slots, signal processing resources divided by avail-
able bandwidth, power, time-slots, signal processing resources,
respectively. In addition, stress evaluates the capability that the
substrate physical resources can bear the maximal virtual enti-
ties. For example, stress measures how much virtual eNodeB
can be mapped by a physical eNodeB. Utilization and stress
can be used to evaluate the resource allocation algorithms and
virtualization mechanisms.

3) Delay and jitter between virtual entities: Delay de-
scribes the amount of time needed for a packet to go from
one node in the network to another node [10]. Here, this
node can be a virtual node, SP and end user, depending on
different architectures. The packet inter arrival times can be
measured by jitter, which is inherent to substrate networks
[10]. Jitter is not specific in virtualized networks, but has
greater effects on the performance of virtualized wireless
networks than traditional networks. Especially in the wireless

environment, due to the unreliable and varied link quality,
delay and jitter become more important. Delay and jitter can be
used to to evaluate virtualization mechanisms and management
efficiency, since different mapping strategies and controller
methods may affect the network greatly.

4) Path length between virtual entities: Since some inter-
connected virtual nodes are connected by virtual links, which
means that the direct physical link may not exist, the path
length metric measures the number of links between two
substrate nodes that are finally mapped one direct virtual link
to connect the virtual nodes. The path length will affect the
delay and jitter due to that longer path length needs more
physical nodes to forward the packets. Therefore, path length
can be used to evaluate the virtualization mechanisms and
resource allocation algorithms.

5) Isolation level: Since wireless network virtualization
may be done at different levels, such as network level, flow
level, sub-channel or time-slot level, or even hardware level
(such as antennas and signal processors) [12], isolation level
can be used to measure the lowest virtualized physical resource
level. For example, in wireless virtualization, if an MNO slices
their resource to time-slot-based slices, the isolation level is
time-slot.

VI. ENABLING TECHNOLOGIES FOR WIRELESS NETWORK

VIRTUALIZATION

In this section, some enabling technologies for wireless
network virtualization are summarized. We first present the
classification methodologies, then these enabling technologies
are presented according to different radio access technologies.

Before presenting the enabling technologies in wireless
network virtualization, we first discuss the differences between
resource partitioning and slicing, as well as resource virtu-
alization and multiple accessing. Resource partitioning is the
process of dividing the physical resources from some particular
aspects and allocating them to different parties. It should be
noted that the objects and results of partitioning are both
physical. Slicing also does dividing and allocating, but may
be on virtual resource or physical resource [13]. There is no
virtualization or sharing in resource slicing and partitioning,
but the ultimate purpose of slicing and partitioning is to
provide resource virtualizing or sharing. According to [13],
virtualization and multiple access both aim to sharing the phys-
ical resources among multiple parties but in different levels.
Multiple access tries to share resources among individual users
while virtualization provides resource sharing among different
network slices or groups of users. Obviously, multiple access
techniques are always the basis since any wireless network
relies on particular multiple access techniques. All the users
must deploy the same access technique in the same network.
By contrast, in virtualization, the protocols, multiple access
techniques, even network topologies running on multiple slices
may totally different. To reduce possible confusion, an instance
of air interface virtualization is described as follows.

Suppose there are two MVNOs requesting virtual networks
from an InP. This InP has two air interfaces corresponding to
two kinds of multiple access technologies, CDMA and LTE.
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Based on the requests from the MVNOs, the InP virtualizes
these two air interfaces into four virtual air interfaces com-
prising two CDMA-based and two LTE-based air interfaces.
Considering the case of LTE, the InP can divide the total
available physical radio resource blocks (PRBs) into two parts
and allocate them to each MVNO separately. For CDMA, the
air interface can be sliced in the domain of time or frequency
for the purpose of isolation, which means that each MVNO is
allocated part of the available spectra or time slots.

A. Classification

Since wireless networks include a variety of different tech-
nologies, it is difficult to present the enabling technologies for
wireless network virtualization by a particular property. There-
fore, we will describe the following categorizing methodolo-
gies and use them as a taxonomy to classify the enabling
technologies for wireless network virtualization.

1) Radio access technologies: Unlike wired networks, the
radio access technologies in wireless networks are different
and often incompatible with each other. Most of current
enabling technologies focus on 802.11-based networks, cel-
lular networks (including LTE systems and WiMax systems),
heterogeneous networks, and others. The term of “others”
used here refers to technologies that do not specify the access
technology used in their approaches.

2) Isolation level: The enabling technologies for wireless
network virtualization can also be classified according to the
isolation level. Isolation level refers to the minimum resource
units, which isolate the SPs from each other. As we mentioned
in the last section, wireless network virtualization may be done
at different levels, such as network level, flow level, sub-
channel or time-slot level, or even hardware level (such as
antennas and signal processors) [12].

3) Control method: Control methods can be used to classify
enabling technologies as well. Centralized control, distributed
control, or hybrid control are the possible control methods to
enable wireless network virtualization. If a single entity in the
MNO receives SPs’ requirements, then creates and operates
wireless network virtualization, this kind of control method is a
centralized approach. By contrast, if each element in a wireless
physical network performs the virtualization independently
in a distributed manner, this kind of control method is a
distributed approach.

4) Purpose: Originally, network virtualization is proposed
for experimental purposes where multiple protocols need to
run simultaneously on the same infrastructure. Network vir-
tualization in the commercial market can be considered as
the extension to the successful experiment. Thus, from the
purpose’s point of view, the enabling technologies can be
classified to experimental and commercial.

In the following, we present the enabling technologies ac-
cording to different radio access technologies. These enabling
technologies are summarized in Table II.

B. IEEE 802.11-based Wireless Network Virtualization

In [81], a WLAN virtualization approach named virtual
WiFi is proposed to extend the virtual network embedding

from wired networks to wireless networks. Kernel-based vir-
tual machine (KVM)) is used in virtual WiFi to virtualize WiFi
devices to multiple virtual machines (VMs) so that VMs can
be operated like a virtual wireless LAN device. Since each
VM has to establish its own wireless connection, MAC layer
is separated from multiple virtual MACs via time domain
multiplexing. However, some VMs may want to migrate to
other physical devices or some physical devices want to
aggregate multiple VAPs for some reasons, e.g., saving power
and spectrum resource. A framework is proposed in [82] to
realize the migration of VMs after embedding virtual nodes
and links. In this approach, the connection between VMs and
end users is maintained by migrating VMs and enabling them
on the other physical access points (PhyAPs). Similar to [81],
the virtual WLAN network in [82] is embedded based on
MAC layer by employing tunneling to pass the frame of L2
in the router. It should be noted that although [82] tries to
aggregate WLAN APs together rather than slicing them, it
utilizes virtualization technologies to manage the aggregated
AP.

Frequency-division multiplexing (FDM) is used in [50],
[83], [84] to enable wireless link virtualization embedding,
which can isolate the virtual transmission medium in the
frequency domain. Both [83] and [84] choose ORBIT testbed
as the platform. In [83], to virtualize the hardware, an OS
running on the hardware has to bear the user mode Linux
(UML) operating system, which plays as the VMs, while [84]
chooses OpenVZ to run multiple operating systems (VMs) on
the physical device. Whatever OS used in physical devices,
the OS has to be able to schedule the resources, e.g., CPU,
memory and etc., for VMs. Extending their works, the authors
of [50] propose a novel testbed VNEWS, which can move the
emerging TaaS to the wireless cloud. Spectrum slicing used
in [50] enables the co-existence of multiple virtual topologies
and an appropriate heuristic determines the mapping between
the requested and substrate resources. Moreover, this approach
adopts and extends a resource specification language (Proto-
GENI V2 format RSpec) for wireless experimentation.

Time-division multiplexing (TDM) is studied in [85], [86]
for wireless link virtualization. By utilizing TDM, the physical
network is partitioned in the time domain across different
virtual networks, such that each experiment [85] or virtual
operator [86] is isolated in the time domain. The authors of
[85] implement their virtualization mechanism on a large-scale
IEEE 802.11 wireless testbed facility, while [86] evaluates the
TDM-based link virtualization from the aspects of delay, jitter
and network utilization. A similar work is proposed in [87]
but focuses on the fairness issue of uplink in WLANs. In [87],
the physical access point is allowed to allocate different UL
air-time quotas for individual virtual access points based on
two proposed algorithms, called linear proportional feedback
control (LPFC) and LPFC+, which control the air-time using
traffic shaper (bandwidth control). Using these two algorithms,
the infrastructure can enforce fairness across slices (referred
to the resources allocated to a group of users belonging to a
single SP.), thus allowing individual SPs to fairly share the
underlying WLAN hardware and the corresponding channel.
However, in [88], the authors argue that bandwidth schedule



14

TABLE II
ENABLING TECHNOLOGIES IN WIRELESS NETWORK VIRTUALIZATION.

Radio Access
Technologies Ref

Networking
and Purposes Isolation Contributions

IEEE 802.11

[81], [82]
WLAN /

Experimental MAC layer / TDM Enabling access point virtualization

[50], [83], [84]
WLAN /
Testbed Spctrum / FDM

Moving the testbed-as-a-service to the wireless en-
vironment and enabling virtualization of network
operating systems

[85]
WLAN /
Testbed Time-slot / TDM

Implementing virtualization mechanisms on a large-
scale 802.11 wireless testbed

[86]–[88]
WLAN /
Testbed Time-slot / TDM Enabling TDM-based link virtualization

[51]
WLAN /
Testbed Spatial / SDM

A comparison between space-division and time-
division is given

[89], [90]
Multihop
Network /

Experimental
Experimental results are given

[91] WMN / Testbed
Time-slot /

asynchronous time sharing
Proposing asynchronous time sharing between sev-
eral slices on a node

[92] WMN / Testbed TDM
Embedding the virtual networks under unreliable
wireless links

[93] WMN / Testbed FDM
Proposing a heuristic algorithm based channel allo-
cation solution

3GPP LTE

[69], [94]–[96]
Cellular /

Commercial PRB Enabling eNodeB virtualization

[97]
Cellular /

Commercial PRB
Introducing the bankruptcy game into the resource
allocation of LTE virtualizaiton

[76]
Cellular /

Commercial Packet
Using FlowVisor to slice eNodeB to certain number
of virtual eNodeBs

[71], [98]
Cellular /

Commercial Packet Enabling SDN in RAN

[70]
Cellular /

Commercial Packet
Abstracting out base stations as a virtual big base
station

IEEE 802.16 (WiMAX)
[99], [100]

Cellular /
Commercial Traffic types Introducing the virtual network traffic shaper

[12], [43], [101]
Cellular /

Commercial Flow
Enabling simultaneous reservations of two classes
slices without modifying the MAC schedulers

[102], [103]
Cellular /

Commercial Sub-carriers
Enabling partially slicing and combination of sub-
carries and power allocation

Heterogeneous
[104]

Cellular /
Commercial Sub-carriers Proposing cognitive virtualization platform

[105]
Cellular /

Commercial Sub-carriers Enabling dynamic resource reallocation

[68]
Cellular /

Commercial Multilevel
Enabling virtualization by using the concept of
OpenFlow

Others

[74], [106] Sub-channel
Proposing a rate region, which is computed as the
set of rate that can be achieved by any spectrum
allocation

[107] Sub-channel
Handling the online requests of wireless virtualiza-
tion

[108] TDM / SDM Enabling maximal resources utilization

[109], [110] WMN Context
Splitting networks into several virtual networks
based on context demands

cannot achieve such high utilization when the static resource
allocation ratio to each slice is preset. Thus, an MAC layer
air-time control mechanism is proposed in [88]. Unlike [85]
and [86], [51] proposes a space-division multiplexing (SDM)
to embed virtual links in a 802.11-based experimental network
called ORBIT. The comparison in this paper reveals that the
isolation is comparable for both TDM and SDM, while SDM
achieves better efficiency than TDM.

Although the above studies promote wireless network vir-
tualization significantly, they may not provide complete solu-
tions for wireless network virtualization due to the lack of fully
virtualized access points (nodes), programmability of MAC
layer and upper Layer, customizable mechanisms on flows
scheduling, routing, resource allocation, etc. Although these

works have been done around IEEE 802.11 family, cellular
networks also can benefit from the achievements of them.
Moreover, the purposes of these experimental networks are
to test and evaluate the innovative protocols and mechanisms,
which may directly applicable to cellular networks.

In [89], [90], the wireless network virtualization embedding
problem has been extended to the case of wireless multi-hop
networks based on IEEE 802.11. In these papers, the authors
propose to use revenue, which is proportional to the requested
resources including CPU resource and bandwidth resource.
The substrate physical network performs the embedding based
on the objective of maximizing the revenue.

In [91]–[93], wireless network virtualization is studied for
wireless mesh networks (WMNs). An experimental testbed,
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Fig. 8. An example of LTE virtualization.

called WISEMESH, is used in [91] with asynchronous time
sharing between several slices on a node. [92] focuses on
multicast service-oriented virtual networks and embeds the
virtual networks in WMSs under the condition that wireless
links are unreliable. A heuristic algorithm is proposed in
[93] based on an enhanced genetic algorithm to obtain an
approximate but effective solution, which allocates channels
to virtual networks.

C. 3GPP LTE-based Wireless Network Virtualization

The concept of virtualization in cellular networks can be
tracked back to [111] where the basic framework of virtual
node and virtual radio has been proposed. In [111], the
decoupling of data plane and control plane is clearly defined
such that different protocols and management strategies are
able to run at different virtual nodes and links. A virtualization
management is used to manage the virtualized nodes and
links by a centric method. However, practical implementations,
especially resource allocation and isolation, are not mentioned
in [111]. Nevertheless, this embryo gives initial ideas of
introducing virtualization into the cellular area.

Currently, most approaches on wireless network virtual-
ization discussed in cellular networks are based on 3GPP
LTE systems. The authors of [69], [94], [112] investigate
virtualizing eNodeB in 3GPP LTE and point out that virtu-
alizing the eNodeB is similar to node virtualization that has
a number of solutions. In this subsection, we take [112] as
an example to illustrate the implementation of air interface
virtualization in LTE-based cellular networks. As shown in

Fig. 8, a hypervisor [113] is physically added to the LTE
eNodeB and logically allocated between physical resource and
virtual eNodeB. The LTE hypervisor takes the responsibility
of virtualizing the eNodeB into a number of virtual eNodeBs,
such as virtual machines (e.g., CPU, memory, I/O devices,
etc.), and spectrum, which can be used by different SPs or
MVNOs. Moreover, the LTE hypervisor is also responsible
for scheduling the air interface (between eNodeBs and user
equipments) resources (e.g., OFDMA sub-carriers). There are
two proposed entities equipped in the hypervisor acting as
the critical roles. The first one is Spectrum Configuration and
Bandwidth Estimation (SCBE) that logically locates on each
virtual eNodeB, and the other one is Spectrum Allocation Unit
(SAU) that logically locates on hypervisor. To estimate the
requirement of spectrum at virtual eNodeB is one of the main
functions performed at SCBE. From each virtual operator at
frequent time intervals, this spectrum bandwidth estimation is
calculated by SCBE based on Exponential Moving Average
and sent back to the SAU of hypervisor used for PRBs
scheduling. Another main function of SCBE is to configure
the spectrum at where each virtual eNodeB operates.

Since the PRB is the smallest unit that the LTE MAC
scheduler can allocate to a user, scheduling PRBs among
virtual eNodeBs means splitting the spectrum among different
virtual eNodeBs. To split the spectrum for multiple virtual
eNodeBs, the hypervisor has to schedule a number of PRBs
based on some criteria (e.g., bandwidth, data rates, power,
interference, pre-defined contracts, channel conditions, traffic
load or a combination of them), virtual operators’ requirements
and isolation requirements. SAU is used to schedule air inter-
face through a contract-based hypervisor algorithm to divide
the spectrum among virtual eNodeBs based on pre-defined
contracts. The following four types of pre-defined contracts
can be considered: 1) Fixed guarantees where fixed spectrum
bandwidth will be allocated; 2) Dynamic guarantees where
PRBs are allocated according to the requirements of virtual
eNodeB and upper bounded by a maximum value; 3) Best
effort with minimum guarantees where a minimum guaranteed
bandwidth will be allocated and additional bandwidth may
be added in a best effort manner; 4) Best effort with no
guarantees where bandwidth is allocated by a pure best effort
manner. The approach presented in [112] is a practical and
integrated mechanism to realize virtualization in LTE-based
RANs. Nevertheless, there are still some aspects that need
to be improved, including control signaling, isolation among
virtual eNodeBs, and upper layers (e.g., routing) virtualization.

A mechanism that is similar to [69] is used in [95]–[97],
with an extension to address multiple specific issues. The
multiplexing gain by eNodeB virtualization is investigated
in [95] from both analytical and simulation perspectives,
and a generalized multi-party model is proposed to enable
centralized spectrum sharing with a mechanism of spectrum
budget estimation for real-time services. In [96], load balanc-
ing techniques are proposed and embedded to the framework
proposed in [69]. Using the dynamic load balance mechanism,
high loaded virtual eNBs can offload the excessive traffic to
a low loaded virtual eNB, which brings a significant gain of
the user performance. Also, this paper makes contributions
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on analyzing different applications, such as VoIP, real-time
video, HTTP and FTP, in LTE virtualization. Unlike others
approaches, [97] introduces a bankruptcy game into the re-
source allocation of LTE virtualization. Assuming that both
“big” (higher traffic load and rate requirements) and “small”
(lower traffic load and rate) MVNOs coexist, the PRBs owned
by the InPs are limited and scarce such that the required PRBs
are less than the available PRBs. Thus, the authors model
the InPs, which own the PRBs, and MVNOs as the bankrupt
company and players in the game, respectively. By solving
the bankrupt game, the InPs guarantee relative fairness among
VMOs when allocating the PRBs.

Since the concept of SDN was proposed, the idea of decou-
pling control plane and data plane has been applied in LTE
virtualization [70]–[72], [98], [114]. Moreover, OpenFlow,
as a technology to realize SDN, is also introduced in LTE
virtualization [68], [76]. It should be noted that SDN or
OpenFlow is not equal to network virtualization. According
to the definition (mentioned in Section II) of SDN, SDN is
a mechanism, which can be applied in network virtualization.
In other words, it is possible to use SDN to realize a network
virtualization but not necessary.

Both [98] and [76] provide architecture level solutions
on LTE virtualization by using FlowVisor [73], while [76]
focuses on the virtualizing of eNodeB, [98] studies packet-
processing of the whole network. In [76], the eNodeB has
been sliced to a number of virtual eNodeBs by FlowVisor
policy, and the same number of controllers are created to
assign to the corresponding SPs or MVNOs. When one SP
sends information to their virtual eNodeB, FlowVisor stops
the traffic and maps it to the allowed resource based on the
policies at eNodeB. Similarly, the FlowVisor only forwards the
traffic originating from eNodeB to the respective controller,
which is operated by the SP whose flowspace matches this
traffic. Thus, the SP does not realize that the eNodeB has
been sliced to multiple virtual eNodeBs. Likewise, [98] also
utilizes the FlowVisor but extends it to CellVisor, which can
support flexible resource slicing for base stations and high
level semantic space definition. Moreover, the mechanism in
[98] gives a more wide range resource to slice in addition to
eNodeB, including bandwidth, topology, traffic, device CPU,
and forwarding tables.

The concept of SDN is applied in cloud-RAN (C-RAN)
[71]. The proposed C-RAN is a software-defined RAN archi-
tecture containing three main parts: wireless spectrum resource
pool (WSRP), cloud computing resource pool (CCRP) and
SDN controller. In this architecture, WSRP, consisting of mul-
tiple physical remote radio units (pRRUs) distributed at various
locations, virtualizes one pRRU into several virtual RRUs
(vRRUs) with different wireless protocols (GSM, UMTS, or
LTE) coexisting in one shared pRRU. CCRP is comprised
of a large amount of physical processor constructing a high
speed cloud computing network and virtualized to virtual
BBUs and virtual BSCs. Obviously, the WSRP and CCRP
create several complete virtual RANs. SDN controller takes
the responsibility of the control plane of this heterogeneous
RANs. [70] proposes a more general software defined radio
access network by considering all the physical base stations
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(not only RRU) in a geographical area as radio elements and
abstracts out them as a virtual base station.

D. IEEE 802.16-based Wireless Network Virtualization

Several virtualization approaches focus on IEEE
802.16e&m. A virtual network traffic shaper is introduced
in [99] for air time fairness, which is also considered in
[87] for the downlink of WiMAX (802.16e) systems. The
authors of [100] propose a virtual base station architecture,
and a virtualization substrate is studied in [101] for WiMAX
networks. A weighted fair sharing algorithm is proposed in
[100] based on an airtime fairness metric to enhance the
fairness for multiple slices (assigned to virtual basestations).

Here we take network virtualization substrate (NVS) [12],
[101] as an example to show WiMax virtualization. NVS
can be considered as a solution to virtualization of not only
WiMax but also other cellular networks. NVS, composed of
two main schedulers (Slice Scheduler and Flow Scheduler),
runs at MAC layer of the network and operates at MAC-
frame granularity. To enable isolation, the provably-optimal
slice scheduler allows simultaneous reservations of two classes
of slices, which are bandwidth-based (which means a certain
data rate) and resource-based (which means a certain amount
of spectrum or time-slots), respectively. For each frame, the
slice scheduler chooses the slice based on the criterion that
the utility of MNO is maximized. The utility is calculated
by utility functions agreed between MNO and SPs such that it
can maximize the base station revenue and meet the individual
slice requirements at the same time.

After slice selection, the flow scheduler will choose a flow
within the chosen slice and to ensure that each slice can
employ custom flow scheduling policies. In other words, by
building a generic flow scheduling framework, NVS allows
each slice to determine the order, in which packets are to
be sent in the downlink direction, and resource slots are
allocated in the uplink direction. There are three modes
in this framework: scheduler selection, model specification,
and virtual time tagging. The customized flow scheduling is
provided by either scheduler selection or model specification.
In virtual time tagging, flow-level feedback is delivered to a
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slice by NVS, which allows each slice to deploy its own flow
scheduler. Each packet arriving into the per-flow queues will
be tagged by NVS through monotonically increasing virtual
time. NVS can select packets based on this virtual time from
the heads of flow queues of the slices.

Although NVS can provide an efficient mechanism for
WiMax virtualization, further research needs to be done for
WiMax virtualization. Firstly, NVS needs significant modifi-
cation on the MAC layer of current WiMax systems. Secondly,
virtualization at network layer is not considered in NVS.
Thirdly, full virtualization (e.g., full flexibility, customization,
and programmability) is still not available in NVS.

The authors of [43] continue the NVS research by propos-
ing a novel system named CellSlice based on NVS. Firstly,
CellSlice overcomes the deployment barrier, which modifies
the MAC schedulers within the base station in NVS by moving
slice scheduling to the gateway. Moreover, because CellSlice
dynamically adapts parameters of flow shaping, it enables the
following benefits: 1) Isolation and the slice requirements can
be satisfied simultaneously; 2) Flows (arriving and departing
dynamically) within a slice can experience a fair allocation of
resource; 3) Maximization of resource can be achieved.

Rather than scheduling slices on a per OFDM frame basis
in [12], [101], the authors of [102] propose to schedule slices
on a per sub-carrier basis, which goes one step further into
an OFDM frame. Furthermore, one interesting feature of this
scheme is that MNO does not slice all of wireless networks
and allocate to MVNOs, but only slices part of them and
rent to MVNOs. Thus, the authors propose a slice assignment
scheme to separate the frame from/to local MNO’s users and
foreign virtual networks (MVNOs)’ users. This paper formu-
lates a typical binary integer programming problem, where
the optimization objective is to assign sub-carriers to meet
the requirements of all flows in the slices while occupying
as few sub-carriers as possible. In addition to the sub-carriers
allocation problem in [102], power allocation is studied in
[103]. To solve this more complicated problem, a multi-step
dynamic optimization approach is proposed to achieve sub-
carrier allocation using binary integer programming and power
allocation using nonlinear programming.

E. Wireless Network Virtualization in Heterogeneous Wireless
Networks

There are several studies on virtualization for heterogeneous
wireless networks, such as [68], [104], [105]. A cognitive
virtualization platform, called AMPHIBIA, is proposed in
[104]. AMPHIBIA supports cooperative resource management
over wired and heterogeneous wireless networks, where end-
to-end slicing over wired and wireless networks is enabled.
Moreover, AMPHIBIA can virtualize a cognitive base station
with full cognitive radio functionalities. [105] proposes an
adaptive virtual network radio resource allocation (VRRA)
mechanism. The VRRA algorithm conducts adaptive radio
resource allocation after an initial allocation and takes the
responsibility of dynamically reallocating resource to satisfy
the minimum capacity requested by heterogeneous virtual base
stations. The VRRA algorithm is based on the requirements of

virtual networks in terms of data rate, delay, and error rates.
Using the concept of OpenFlow, [68] enables the virtualization
in an integrated cellular network, including heterogeneous
access technologies.

F. Others

In this subsection, some approaches that do not specify a
certain radio access technology are introduced. [74], [106],
[115] use game theory to allocate resource for virtual networks
or slices. In [115], a bandwidth (capacity) allocation scheme
based on the non-cooperative game model is established and
an iterative algorithm is proposed to solve the bandwidth
allocation problem by finding the Nash equilibrium. However,
since bandwidth is directly used to represent the radio resource
in [115], the relationship between capacity and radio resource
is not considered in [115]. In [74], [106], the authors virtu-
alize the wireless network and abstract the wireless network
resource as the rate region, which is computed as the set of
rate that can be achieved by any spectrum allocation. Then, a
mechanism is proposed that the network resources are sequen-
tially bidden by the SPs. Since the dynamic environment and
requirements are considered in this mechanism, the sequential
auction is modeled as a stochastic game. By solving the
Nash equilibrium of the stochastic game model, efficient rate
allocation is obtained.

To handle the online requests of wireless virtualization and
embed the virtual networks dynamically, [107] uses an inter-
esting method, called Karnaugh-map like online embedding
algorithm. In [108], a time-space combined resource alloca-
tion algorithm is proposed to ensure isolation and improve
resources utilization for wireless experimental networks. In
this algorithm, maximal resources utilization is achieved by
minimizing the scheduled time-slot. A novel architecture is
proposed in [109], [110] where a network is split into several
personalized accessible adaptable virtual networks for users
based on user context demands (context can be security,
mobility or service requirements). Similar users are grouped
and associated to virtual networks according to their contexts.

VII. CHALLENGES AND BROADER PERSPECTIVES

Despite the potential vision of wireless network virtual-
ization, many significant research challenges remain to be
addressed before widespread deployment of wireless network
virtualization. In this section, we present some of these chal-
lenges. Broader perspectives are presented in this section as
well.

A. Challenges of Wireless Network Virtualization

1) Isolation: Isolation is the basic issue in virtualization
that enables abstraction and sharing of resources among
different parties. Any configuration, customization, topology
change of any virtual networks should not affect and interfere
other coexisting parties. While isolation is relatively easier
in wired networks, isolation in wireless networks is chal-
lenging. Unlike wired networks, where bandwidth resource
abstraction and isolation can be done on a hardware (e.g.,
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port and link) basis, radio resource abstraction and isolation
is not straight-forward, due to the inherent broadcast nature of
wireless communications and stochastic fluctuation of wireless
channel quality. For example, in wireless networks, especially
cellular networks, any change in one cell may introduce high
interference to neighbor cells [53]. Moreover, in wireless
networks with different cell sizes, there are two sources of
inter-cell interference. The first interference source arises when
a macro base station coverage area is overlapping with small
base station coverage areas causing cross-layer interference
[116]. The second interference source emerges when the small
base station’ coverage areas are partially overlapping with
each other causing co-layer interference [116]. Also, isolation
should be realized at different levels, such as at flow level, at
subchannel or time-slot level, or hardware level (antennas and
signal processors) [12]. In addition, the mobility of end users
may create instability of a specific area. Therefore, isolation
become more difficult and complicated in wireless networks
compared to the wired counterparts.

2) Control signaling: Connectivity needs to be established
between SPs and InPs before a virtual network can be created.
With this connectivity, SPs can express their requirements of
resources to serve end users. In addition, since virtualization
can happen among InPs, a standard language to express
explicit sharing information among InPs becomes necessary.
Moreover, the communication between SPs and end-users is
also needed. This introduces a circularity where networks con-
nectivity is a prerequisite to itself [37]. Thus, proper control
signaling and interface considering delays and reliability need
to be designed carefully to enable the communication among
different parties involved in wireless network virtualization.
Due to the particular properties of wireless networks, SPs or
end user may require different QoS attributes. In contrast to
functional service features, there is less agreement regarding
the specification of QoS attributes. Therefore, the control
signaling and interface should be compatible with different
kinds of requirements. Furthermore, as various radio access
technologies (e.g., IEEE 802.11, cellular, and IEEE 802.16)
may be used, the control signaling and interface should be
adapted among different radio access technologies. Also, a
bootstrapping capability is needed because of the customiza-
tion of the virtualized resources allocated to SPs. It should
develop the programmability of the network elements available
to the SPs by standard methods [117]. Standardized control
signaling and interface are the key for successful wireless
network virtualization.

To provide control signaling that can handle these issues,
an out-of-band mechanism or another network is needed. In
wireless networks, if an out-of-band mechanism does not exist,
at least one part of the resource (e.g., spectrum) has to be
dedicated to realize control signaling. However, unlike wired
signaling networks, due to the instability of radio channels and
scarcity of spectrum, the overload and delay of signaling have
to be considered carefully. Also, the tradeoff of flexibility and
complexity is another important issue in the design of control
signaling.

3) Resource discovery and allocation: In order to real-
ize wireless network virtualization, InPs or MVNOs should

discover the available active and passive resources in the
underlaying physical wireless networks. InPs need to de-
cide the physical resources used to virtualized, which means
InPs may reserve some resource for their own usage. Since
resource may be shared among multiple InPs, an efficient
coordination mechanism should be designed appropriately.
Also some communication protocols have to be included in the
coordination mechanism. Moreover, to discover the available
resource in MVNOs, another well-designed communication
protocol has to be used between InPs and MVNOs. Naming
and addressing are important issues in resource discovery as
well, since they initialize processes that VMNOs recognize
the physical nodes and links. An MVNO may combine the
resources from multiple InPs, and end users may also connect
to multiple virtual networks simultaneously [6]. Therefore, a
global naming and addressing mechanism is necessary for the
sake of identities of physical elements and virtual elements.

Resource allocation is another significant challenge of wire-
less network virtualization. Resource allocation schemes need
to decide how to embed a virtual wireless network on physical
networks (e.g., Which nodes, links and resources should be
picked and what should be optimized [13]). As defined in [5],
resource allocation in a network virtualization environment
refers to static or dynamic allocation of virtual nodes and
links on physical nodes and paths, respectively. It is pointed
out in [118] that embedding virtual networks, with constraints
on resources or requirements, can be reduced to an NP-hard
optimization problem. In [10], a survey on virtual network
embedding can be found. Moreover, unlike wired networks, re-
source allocation becomes much more complicated in wireless
network virtualization due to the variability of radio channels,
user mobility, frequency reuse, power control, interference,
coverage, roaming, etc. Also, since the properties of uplink
and downlink may not be the same in the wireless environment
and the traffic is not symmetric in both directions, resource
allocation should be considered for both uplink and downlink
cases.

Resource scheduling is also important for both InPs and
VMNOs. As the range of services from SPs can be wide
from best-effort to delay-sensitive, the QoS of these different
services must be dynamically mapped to physical wireless
links. InPs and VMNOs have to implement proper scheduling
algorithms that can run on all elements of both virtual and
physical elements. Other resources, such as CPU, memory,
disk and cache (both physical and virtual), also need to
be scheduled efficiently in wireless network virtualization.
Again, due to the unpredictable properties in the wireless
environment, resource scheduling is a complicated problem.

Another issue in resource allocation is admission control.
The objective of admission control is to maximize the utiliza-
tion (revenue) while guaranteeing the QoS of existing users
by controlling the admission of incoming users. With wireless
network virtualization, there are two kinds of admission con-
trols: traditional wireless admission control for end users and
admission for SPs. In the admission control for SPs, VMNOs
need to conduct accurate estimation and ensure that the virtual
resources allocated to SPs do not exceed the capacity of
underlaying physical networks. This is complicated in wireless
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environment because the number of end users and their traffic
change dynamically in a particular geographic area, which
causes unpredictable aggregated throughput in this area.

In resource discovery and allocation, the time granularity
(i.e., how often should resource discovery and allocation be
performed?) needs to be carefully designed [13]. If the time
interval is too small, the cost of overload and signaling may
increase significantly. However, long time interval would lead
degradation to static architecture of traditional networks.

4) Mobility management: Mobility management is an im-
portant issue in wireless networks that ensures successful de-
livery of new communications to users and maintains ongoing
communication with minimal disruptions, while users move
freely and independently [119]. There are two components in
mobility management: location management and handoff (also
referred to as handover in the literature) management. Location
management enables the network to deliver communications
to users by tracking their locations. Handoff management
maintains service continuity by keeping a user connected
when its point of connection to the network moves from one
access point (or base station) to another. With wireless net-
work virtualization, tracking a user’s location is challenging,
since it may perform location update with different VMNOs
or InPs. A centralized location management can solve the
problem. However, latency will be introduced in centralized
management, thus some distributed mechanisms merits further
research. In addition, since a user with ongoing communica-
tions may switch among multiple VMNOs or InPs, the handoff
management problem becomes more complicated than that in
traditional wireless networks. To maintain service continuity
when a user switches among multiple VMNOs or InPs, proper
synchronization mechanisms among different networks are
necessary.

5) Network management: Network management is always a
big challenge for the carriers. Management of wireless network
virtualization is crucial to guarantee the proper operation of
the physical infrastructure, the host virtual wireless networks
and the wireless services supported by the virtual networks. As
a (virtual) network may span over multiple underlying phys-
ical networks, network management and operation face new
challenges. In addition, an SP may change resource requests
dynamically to accommodate user changes. Consequently, net-
work management systems need to provide elasticity in order
to adapt to changes of SPs’ requests. Moreover, information
from multiple devices, diverse management mechanisms from
participating parties requires to be aggregated to allow to
avoid conflicting. Since underlying physical networks can be
formed by heterogeneous networks (e.g. WLAN, macrocell,
smallcell, relay, and even M2M networks) and each of them
has unique and particular properties, some specific solutions
and mechanisms are required for provisioning, operation, and
maintenance of virtualized wireless networks.

6) Security: A widely used assumption in wireless net-
work virtualization is that different parties are always trusted.
However, this assumption may not be valid, since there are
a large number of intelligent devices/nodes with self adapta-
tion/context awareness capabilities in wireless network virtual-
ization. Particularly, a compromised party can take advantage

of the virtualization mechanisms to misbehave in a malicious
manner. Therefore, in addition to the vulnerabilities and threats
of traditional wireless networks, the involvement of intelli-
gence in wireless network virtualization present new security
challenges. For many security issues, authentication is an
important requirement, which is crucial for integrity, confiden-
tiality, and non-repudiation [120]. In addition, the experience
in security of traditional wired and wireless networks indicates
the importance of multi-level protections because there are
always some weak points in the system, no matter what is used
for prevention-based approaches (e.g., authentication). This
is especially true for wireless network virtualization, given
the low physical security autonomous functions of mobile
devices. To solve this problem, detection-based approaches
(e.g., intrusion detection systems (IDSs)), serving as the sec-
ond wall of protection, can effectively help identify malicious
activities. Both prevention-based approaches and detection-
based approaches need to be carefully studied for wireless
network virtualization.

B. Broader Perspectives

Since wireless network virtualization is in its infancy, many
other technologies may affect the development of wireless
network virtualization. Meanwhile, wireless network virtual-
ization may have impacts on them as well. Here, we briefly
discuss these technologies.

Cognitive radio [54] is an enabling technology to allow cog-
nitive users (i.e., unlicensed users or secondary users) to op-
erate on the vacant parts of the spectrum allocated to licensed
users (i.e., primary users). Cognitive radio is widely consid-
ered as a promising technology to deal with the spectrum
shortage problem caused by the current inflexible spectrum
allocation policy. It is capable of sensing its radio environment,
and adaptively choosing transmission parameters according
to sensing outcomes, which improves cognitive radio system
performance and avoid interfering with primary users [121].
Recent extensive research on cognitive radio has developed
a wide set of techniques to allow spectrum sharing between
different wireless systems in different situations [122]–[129].
Cognitive radio technologies have been considered in cellular
networks, including expanding LTE spectrum [130], resource
management [131], tiered heterogeneous network [132]–[134]
and next generation cellular network [135], [136]. Since the
use of cognitive radio with dynamic spectrum sharing can be
viewed as a type of radio spectrum virtualization, it is natural
to use cognitive radio techniques in wireless network virtu-
alization. However, as we described above, wireless network
virtualization is a much more broader concept than cognitive
radio.

Another promising approach to improve network perfor-
mance in terms of capacity and energy efficiency is to use
a multi-tier or hierarchical structure with small cells [121],
[137], [138]. This architecture represents a novel wireless
networking paradigm based on the idea of deploying short-
range, low-power, and low-cost base stations, which operate
in conjunction with macro-cells. In this paradigm, there are
heterogeneous cell types, such as macro, micro, pico, femto
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cells, as well as wireless relays, and distributed antennas. In
a heterogeneous wireless cellular network, large cells provide
ubiquitous coverage and mobility support, while smaller net-
work elements take connectivity closer to the users thereby
increasing data rate with less energy consumption. One of the
major challenges to successful deployment of heterogeneous
networks is resource management among cells. Particularly,
since all the cells operate on the same frequency band (i.e., the
frequency reuse factor is one), inter-cell interference becomes
a critical issue as the number of small cells increases. There-
fore, it is essential to develop efficient and effective network
resource management schemes. Such schemes should require
low coordination among cells, since coordination introduces
signaling overhead, complexity, and scalability issues. In ad-
dition, since backhaul networks are constrained in capacity, the
system dynamics information (e.g., channel state information)
used for centralized schemes can be lost or outdated. There-
fore, distributed network resource management schemes are
desirable. On one hand, in this multi-tier environment, wireless
network virtualization becomes complicated. On the other
hand, some mechanisms in wireless network virtualization
(e.g., spectrum and infrastructure sharing) can facilitate the
deployment of heterogeneous wireless cellular networks. In
addition, heterogeneous wireless networks need a convergent
and powerful network management mechanism, which can be
provided by wireless network virtualization.

Cloud computing, as a new information technology
paradigm, has become one of the hottest topics in both
academia and industry. Cloud computing is a model for
enabling on-demand access to a shared pool of configurable
resources (e.g., servers, storage, applications, services, etc.).
The essential characteristics of cloud computing include on-
demand self-service, broad network access, resource pooling,
rapid elasticity and measured service [139]. Cloud computing
would have profound impacts on the design and operation
of wireless network virtualization. On one hand, with recent
advances of wireless mobile communication technologies and
devices, more and more end users access cloud computing
systems via mobile devices, such as smart phones and tablets.
The integration of cloud computing into the mobile environ-
ment enables mobile cloud computing (MCC), which is widely
considered as a promising mobile computing paradigm with
huge market [140]–[143]. On the other hand, the powerful
computing platforms in the cloud can be beneficial to radio
access networks (RAN) as well (in addition to mobile end
users), which leads to a novel concept of C-RAN [144]–
[146]. Unlike the existing cellular networks, where computing
resources for baseband processing are located at each cell site,
in C-RAN, the computing resources are located in a central
wireless network cloud with powerful computing platforms.
This transition from distributed to centralized infrastructure
for baseband processing can have significant benefits: sav-
ing the operating expenses due to centralized maintenance;
improving network performance due to advanced coordinated
signal processing techniques; reducing energy expenditure by
exploiting the load variations [144], [145]. Wireless network
virtualization in the cloud computing environment can be a
promising research direction.

VIII. CONCLUSION

This paper addresses wireless network virtualization, which
is becoming an important concept that enables abstraction
and sharing of infrastructure and radio spectrum resources,
reduced expenses of wireless network deployment and oper-
ation, easier migration to newer services and products and
flexible managements. We began our discussion with an
overview of network virtualization. Here, we presented a
brief history and current projects of network virtualization
with emphasis on SDN and OpenFlow. We then discussed
the motivations of wireless virtualization. In particular, we
presented the business models with different roles and the
functions of these roles in the wireless network market. Next,
we discussed the framework of wireless network virtualization
with four main components, radio spectrum resource, wireless
network infrastructure, wireless virtual resource, and wireless
virtualization controller. We then discussed some performance
metrics that are can be used to compare different archi-
tectures, virtualization mechanisms, resource allocation algo-
rithms, management systems, customization flexibility, energy
saving, interfaces, etc. Next, some enabling technologies for
wireless network virtualization were discussed according to
different radio access technologies. We also discussed some
significant research challenges in wireless network virtualiza-
tion, including isolation, control signaling, resource discovery
and allocation, mobility management, network management,
and security. Finally, we explored some broader perspectives,
such as cognitive radios and networks, hierarchical cellular
networks, and cloud computing.

In summary, research on wireless network virtualization is
quite broad and a number of research issues and challenges lay
ahead. Nevertheless, it is in favor of the wireless community
to swiftly address these challenges to adopt these technologies.
This article attempts to briefly explore the current technologies
related to wireless network virtualization and we discuss future
research that may be beneficial in pursing this vision.
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