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Abstract—Singularity problem in human face feature extrac-
tion is very challenging that has gained a lot of attentions
during the last decade. A pseudo-inverse linear discriminant
analysis (LDA) plays a important role to solve the singularity
problem of the scatter matrices. In this paper, we make use of
Linear Discriminant Analysis via QR decomposition (LDA/QR)
and Direct Linear Discriminant Analysis (DLDA) to solve the
singularity problem in face feature recognition. We also show
that an equivalent relationship between DLDA and LDA/QR.
They can be regarded as a special case of pseudo-inverse
LDA. Similar to LDA/QR algorithm, DLDA could be a two-
stage LDA method. Interestingly, we find that the first stage
of DLDA can act as a dimensionality reduction algorithm. In
our experiment, we compare DLDA and LDA/QR algorithms
in terms of classification accuracy, computational complexity in
ORL and Yale face datasets. We have also conducted experiments
to compare their first stages on these datasets. Our results
indicate that the empirical and theoretic proofs of equivalence
between DLDA and LDA/QR algorithms coincidentally converge
and verify their same capabilities in the dimension reduction.

Index Terms—Face Recognition, Direct LDA, LDA/QR,
Pseudo-inverse LDA

I. INTRODUCTION

L INEAR Discriminant Analysis (LDA) is a well-known

feature extraction algorithm for human face images which

deals with the classical singularity problem [6] [2] of scatter

matrices. Linear Discriminant Analysis via QR decomposi-

tion(LDA/QR) [9] and Direct Linear Discriminant Analysis

(DLDA) [8] are two types of LDA algorithms to solve this

singularity problem. This paper verifies the equivalence rela-

tionship among these two LDAs.

LDA/QR was developed in [9] which is a linear discriminant

analysis (LDA) extension for coping with singularity problem.

It achieves the efficiency by introducing QR decomposition on

a small-size matrix, while keeping competitive discriminant

performance. There are two stages of process in LDA/QR. In

the first stage of LDA/QR, the separation between different

classes is maximized via applying QR decomposition to a

small size matrix. Remind that this stage can be used indepen-

dently as a dimensionality reduction algorithm and it is called

Pre-LDA/QR [9]. The second stage refines the first stage by

applying LDA to the so-called reduced scatter matrices [9]

from the first stage. LDA/QR is efficient and effective because

of QR decomposition. The solution by the LDA/QR has been

proved to be equivalent to the solution generalized by pseudo-

inverse LDA [6].

DLDA [8] bases on the observation that the null space of

between-class scatter matrix carries no useful discriminative

information. It first diagonalizes between-class scatter matrix

Sb and then adopts traditional eigen-analysis to discard the

zero eigenvalues together with corresponding eigenvectors,

since the null space of Sb contains no useful information

[2]. Finally, it diagonalizes within-class scatter matrix Sw
but remains the zero eigenvalues since its null space carries

the most of useful discriminant information. Hence DLDA

can take advantage of all the discriminant information. The

great virtue of DLDA is that it can be applied to the high-

dimensional input space directly without any intermediate

dimensionality reduction stage, such as PCA [4] [3] [11],

which have been used in fisherfaces [1].

In this paper, we make use of LDA/QR and DLDA algo-

rithms to solve the singularity problem in face recognition.

We also show the equivalence between LDA/QR and DLDA.

Ye and Li [9] have demonstrated the equivalence between

LDA/QR and pseudo-inverse LDA. We also demonstrate the

equivalence between DLDA and pseudo-inverse LDA. Finally,

we can leverage pseudo-inverse LDA as a bridge between

LDA/QR and DLDA. This completes the proof of the equiv-

alence between LDA/QR and DLDA.

Furthermore, we show that DLDA is a special case of

pseudo-inverse LDA where the inverse of between-class matrix

is replaced by pseudo-inverse. We points out DLDA can also

be regarded as a two-stage LDA method like LDA/QR. The

first stage can be even used independently as a dimensionality

reduction algorithm. Singular value decomposition (SVD) [5]

is applied to the first stage of DLDA to maximize the between-

class distance, whereas QR decomposition [5] is applied to

LDA/QR. Hence, LDA/QR is more efficient than DLDA

because QR-decomposition is faster than SVD.

We have conducted a series of experiments to compare the

two LDA methods. These experiments make use of both of

their first stages that are used independently as dimensionality

reduction algorithms to handle the recognition on ORL [?] and

Yale [?] and Yale face datasets. Our experiment results verify

to be consistent with our theoretical proof.

There are three main contributions of this paper. First, we

verify the equivalence between Direct LDA and LDA/QR.

Second, we show that DLDA is a special case of pseudo-

inverse LDA (with the pseudo-inverse is applied to between-

class scatter matrix). Finally, we also demonstrate DLDA can

also be regarded as a two-stage LDA method. The first stage of

DLDA can be used independently as dimensionality reduction

algorithm.

This paper is organized as follows. Section II reviews four

LDA methods including classical LDA, pseudo-inverse LDA,
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Direct LDA, and LDA/QR. In Section III, we establish the

equivalence relationship between DLDA and LDA/QR by

pseudo-inverse LDA together with the theoretical analysis.

Experimental results and discussion are presented in Section

IV. Finally, we conclude this paper in Section V.

II. RELATED WORKS

In this section, we give a brief overview of classical

LDA and three extensions: pseudo-inverse LDA, Direct LDA,

and LDA/QR. For convenience, Table I shows the important

notations used in this paper.

TABLE I
NOTATIONS

Notation Description

N number of training data samples

A data matrix

k number of classes

m number of dimensions

Sw within-class scatter matrix

Sb between-class scatter matrix

St total scatter matrix

Hw precursor of within-class scatter

Hb precursor of between-class scatter

P transformation matrix

d number of retained dimensions in LDA

ci centroid of the i-th class

c global centroid of the training dataset

Ni number of data samples in the i-th class∏
i

data matrix of the i-th class

tr(·) trace

† pseudo-inverse

A. Classical Linear Discriminant Analysis

Given a data matrix A ∈ Rm×N , LDA aims to find a linear

projection matrix P ∈ � that maps each columns ai of A, for

1 ≤ i ≤ N , in the m-dimensional space to a vector yi ∈ �d
in the d-dimensional lower space as follows:

P : yi = PT ai (1)

Assume that the original high-dimensional A is partitioned

into k classes as A = [
∏

1, ...,
∏
k], where the

∏
i ∈ �m×Ni

contains data samples from the i-th class and
∑k
i=1Ni = N .

The optimal P is obtained such that the class structure of the

original space is preserved in the low-dimensional space.

The so-called between-class scatter matrix Sb, within-class

scatter matrix Sw, and total scatter matrix St in discriminant

analysis can be defined as follows [LDA].

Sw =
1

N

k∑
i=1

∑
j∈Πi

(aj − ci)(aj − ci)
T
, (2)

Sb =
1

N

k∑
i=1

Ni(ci − c)(ci − c)
T
, (3)

St = Sw + Sb =
1

N

N∑
i=1

(ai − c)(ai − c)
T
, (4)

where the precursors [2] Hw, Hb, and Ht of the within-class,

between-class, and total scatter matrices in Eqs.(2), (3) and

(4) are:

Hw =
1√
N

(Π1 − c1 · eT1 , · · · ,Πk − ck · eTk ), (5)

Hb =
1√
N

(
√
N1(c1 − c), · · · ,

√
Nk(ck − c)), (6)

Ht =
1√
N

(A− ceT ), (7)

ei = (1, ..., 1)T ∈ �Ni , Ai is the data matrix of the i-th class,

ci is the centroid of the i-th class, and c is the global centroid

of the training dataset. It is easy to verify that: Sw = Hw,

Sb = HbH
T
b and St = HtH

T
t .

LDA finds the optimal projection via maximizing the

within-class distance and minimizing the between-class dis-

tance simultaneously. The common optimization criterions are

used in LDA as below:

F (P ) = arg min
P

{tr((PTSbP )−1PTSwP )}
where the operator tr(·) stands for the trace of the matrix.

However, classical LDA cannot be directly applied due to the

singularity problem (of scatter matrix Sb). Several extensions

of LDA, including pseudo-inverse LDA [5], Direct LDA, and

LDA/QR were proposed in recent years to deal with this

problem.

B. Pseudo-inverse Linear Discriminant Analysis

Pseudo-inverse is commonly used to deal with the singular-

ity of matrices [6] [5]. Although the inverse of a matrix may

not exist, the pseudo-inverse of any matrices are well defined.

Moreover, when the matrix is invertible, its pseudo-inverse

coincides with its inverse.

The generalization of classical LDA is to use pseudo-inverse

to replace the inverse of the scatter matrices, where the matrix

singularity do not need consideration. Therefore, it forms three

new generalized optimization criterions

F1(P ) = arg min
P

{tr((PTSbP )†PTSwP )}
The LDA then is implemented by the eigen-decomposition

on the matrix S†bSw, S†wSb, or S†tSb, where † denotes the

pseudo-inverse.181
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The pseudo-inverse of a matrix can be computed by SVD

[5] as M† = V Σ−1UT . The new optimization criterions can

be solved by a technique named simultaneous diagonalization

of three scatter matrices [7].

C. Direct Linear Discriminant Analysis

Direct LDA (DLDA) was developed in [8] and can be

applied directly in singularity problem. The goal is to look

for a transformation matrix that simultaneously diagonalizes

both between- and within-class scatter matrix Sb and Sw. The

detailed procedure of DLDA is as follows:

Step 1: Diagonalize Sb.
Find an orthogonal matrix V such that V TSbV = Λ, where

Λ = diag(σ1, σ2, · · · , σm)

and

σ1 ≥ σ2 ≥ · · · ≥ σm ≥ 0.

Let V = (Y, V1) be a column partition of V as Y ∈ �m×r
and V1 ∈ �m×(m−r), where r = rank(Sb). Based on

the observation that the null space of Sb carries no useful

discriminative information [8]. We thus discard the zero-value

diagonal elements of Λ so that we have Y TSbY = Db, where

Db is the r× r principle sub-matrix of Λ. Let Z = Y D
−1/2
b ,

obviously, ZTSbZ = Ib, where Ib is an r × r unit matrix.

Step 2: Diagonalize the matrix ZTSwZ.

Perform the eigen-analysis on the the matrix ZTSwZ:

UTZTSwZU = Dw,

where UTU = Ir, Dw is a diagonal matrix with the diagonal

entries sorted in ascending order. It is easy to check that the

matrix UTZT diagonalizes both Sb and Sw simultaneously.

The transformation matrix P of Direct LDA is given by P =
ZU .

To reduce the computational burden, the diagonalization of

matrix in step 1 and step 2 can be computed by SVD [8]. The

time complexity of DLDA algorithm is O(mnk).

D. Linear Discriminant Analysis Via QR-Decomposition

LDA/QR is a two-stage LDA method [9]. The detailed

procedure of LDA/QR is presented as follows:

Stage 1: Apply skinny QR-decomposition to the matrix

Hb as Hb = QR, where Q ∈ �m×k, R ∈ �k×k. Let

Q = (Q1, Q2) be a column partition of Q, where Q1 ∈ �m×r,
Q2 ∈ �m×(k−r), then

Hb = (Q1, Q2)

(
R1

0

)
= Q1R1,

where

R =

(
R1

0

)

is a row partition of R and R1 ∈ �r×k.

Stage 2: Compute the optimal transformation matrix by

solving the following optimization problem:

G∗ = arg min
G

tr((GTQT1 SbQ1G)−1(GTQT1 SwQ1G))

then the optimal transformation matrix of LDA/QR is P =
Q1G

∗. The stage 1 of LDA/QR, which named pre-LDA/QR in

[9], can be used independently as a dimensionality reduction

algorithm. It seeks an optimal projection vectors W which

solves the following optimization problems:

W ∗ = arg max
WTW=Ir

tr(WTSbW ) (8)

As shown in [9], the matrix Q1 is an optimal solution

of Eq.(10). The time complexity of LDA/QR algorithm is

O(mnk) and the detailed analysis can be found in [9].

III. EQUIVALENCE BETWEEN DLDA AND LDA/QR

In this section, we have two steps to demonstrate how to

establish a connection among two LDA methods, the LDA/QR

and DLDA. We, therefore, have two subsections. In subsection

A, the key idea is to first establish a connection between

DLDA and pseudo-inverse LDA. In subsection B, we use

pseudo-inverse as a bridge between the two LDA methods.

Since the solutions of DLDA and LDA/QR are closely related

to the eigen-decomposition on S†bSw, it is reasonable to prove

the equivalence between DLDA and LDA/QR.

A. Equivalence between DLDA and pseudo-inverse LDA

The equivalence between DLDA and pseudo-inverse LDA

bases on the theorem 1.

Theorem 1: let P be the optimal projection matrix obtained

by DLDA algorithm. Then the columns of P are eigenvectors

of S†bSw associated with the non-zero eigenvalues.

Proof: Consider the following eigen-equation (the

pseudo-inverse is applied to the between-class scatter matrix):

S†bSwx = λx (9)

Let

Sb = V ΛV T = V

(
Db 0

0 0

)
V T

be the SVD of Sb, where V and Db are defined in Section

II.C. The matrix S†b can be computed as follows:

S†b = V

(
D−1b 0

0 0

)
V T (10)

since Sb is a real symmetric positive semi-definite matrix. Like

the procedure of DLDA, let V = (Y, V1) be a column partition

of V such that Y ∈ �m×r and V1 ∈ �m×(m−r), where r =
rank(Sb). With Eqs.(11) and (12), we then have

S†bSwx = (Y, V1)

(
D−1b 0

0 0

)(
Y T

V T1

)
Swx = λx (11)

Applying the same operator V = (Y, V1)T on the left and the

right of (13) simultaneously, we have(
D−1b 0

0 0

)(
Y T

V T1

)
Swx = λ

(
Y T

V T1

)
x. (12)
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Hence (
D−1b Y TSwx

0

)
= λ

(
Y Tx

V T1 x

)

Apparently, V T1 x = 0. According to (14), we also have(
D−1b 0

0 0

)(
Y T

V T1

)
Sw(Y, V1)

(
Y T

V T1

)
x = λ

(
Y T

V T1

)
x

With V T1 x = 0, we can obtain

D−1b (Y TSwY )Y Tx = λY Tx (13)

Multiplying the left side and right side of (15) by D
1/2
b , we

can deduce

D
−1/2
b (Y TSwY )D

−1/2
b (D

1/2
b Y Tx) = λ(D

1/2
b Y Tx).

So D
1/2
b Y Tx is the eigenvector of D

−1/2
b (Y TSwY )D

−1/2
b .

Assume that each column of the matrix X ∈ �m×r is an

eigenvector corresponding to the non-zero eigenvalue of S†bSw,

and r = rank(Sb). Obviously, the eigenvectors of

D
−1/2
b (Y TSwY )D

−1/2
b

form the matrix D
1/2
b Y TX .

In DLDA, the eigenvectors of D
−1/2
b (Y TSwY )D

−1/2
b form

the matrix U [8]. And the transformation matrix is P =
Y D

−1/2
b U . Following some simple linear algebraic steps,

we have U = D
1/2
b Y TP . Hence each column of P is an

eigenvector of S†bSw. This completes the proof of theorem 1.

Theorem 1 shows the equivalence relationship between

DLDA and pseudo-inverse LDA, which imply that DLDA is

a special case of pseudo-inverse LDA with the pseudo-inverse

applied to the matrix Sb.

B. Bridging DLDA and LDA/QR Via Pseudo-inverse LDA

Pseudo-inverse LDA bridges DLDA and LDA/QR. As in-

troduced in [9], the columns of the optimal transformation

matrix solved by LDA/QR algorithm are eigenvectors of S†bSw
corresponding to the non-zero eigenvalues. According to the-

orem 1, the eigenvectors of S†bSw associate with the non-zero

eigenvalues form the optimal projection matrix obtained from

DLDA algorithm. Thus, the optimal transformation vectors

of DLDA and LDA/QR can be given by the eigenvectors of

S†bSw corresponding to the non-zero eigenvalues. Therefore,

the subspace of DLDA that spanned by the optimal projection

vectors is equivalent to the subspace of LDA/QR. In this

sense, the DLDA is equivalent to LDA/QR. Moreover, both

DLDA and LDA/QR can be considered as a special case of

pseudo-inverse LDA, where the pseudo-inverse is applied to

the between scatter matrix Sb.

C. Equivalence between Pre-DLDA and Pre-LDA/QR

Similar to LDA/QR, the DLDA can also be regarded as

a two-stage method. In the first stage, it aims to find a

matrix Y that diagonalize the between-class scatter matrix

Sb as Sb = Y DbY
T . In the second stage, DLDA solves the

following generalized eigenvalue problems:

(Y TSwY )x = λ(Y TSbY )x

the r eigenvectors corresponding to the r smallest eigenvalues

of (16) form the optimal transformation matrix.

For convenience, we call the first stage of DLDA Pre-

DLDA. Like the Pre-LDA/QR (the first stage of LDA/QR),

pre-DLDA can also be used independently as a dimension-

ality reduction algorithm. In first stage of DLDA, the matrix

solves the optimization problem (9) is stated by the following

theorem.

Theorem 2: For arbitrary orthogonal matrix M ∈ �r×r,
W = YM solves the optimization problems (10).

Proof: It is very easy to check that (YM)T (YM) = Ir.
Consider

tr(WTSbW ) = tr(WTY DbY
TW ) ≤ tr(Db),

if Y TW is an orthogonal matrix, the inequality becomes

equality. Hence for an arbitrary orthogonal matrix M ∈ �r×r,
W = YM solves the optimization problems in (10). This

completes the proof of theorem 2.

According to theorem 2, the fist stage of both DLDA and

LDA/QR are also equivalent. However, DLDA uses SVD

to solve the (10), whereas the LDA/QR uses QR decompo-

sition to obtain the optimal solution. QR decomposition is

more efficient than SVD numerically, though the worst time

complexity of QR-decomposition and SVD are equivalent.

Since QR decomposition is generally considered as a sub-

stage in SVD. Hence, LDA/QR can be regarded as an efficient

implementation of DLDA.

IV. EXPERIMENT SETUP

In this section, we describe the data sets used in our

experiments and the settings of experiments. The purpose of

experiment is to verify the equivalence between the DLDA and

LDA/QR. In order to achieve this, we conduct our experiments

on ORL and Yale face dataset. And the experiments are tested

on the PC with Corel 2 Duo 2.33 GHz processor with 3.25GB

of RAM. The description of two sets of experiments is given

as below.

Fig. 1. Illustrations of Face Images of the two face datasets.

The ORL face dataset contains 400 facial images of 40

distinct individuals. Hence each person has ten different

images. Some images were captured at different times and

have different variations including expression (open or closed

eyes, smiling or non-smiling) and facial details (glasses or

no glasses). The images were taken with a tolerance for some�
183
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tilting and rotation of the face up to 20 degrees and the size of

each image is 92×92 pixels with 256 gray levels. We cropped

the images to align eyes at the same position and resized them

to 64×64 pixels. Figure 1a shows the some face images from

ORL face dataset.

The Yale face dataset consists of 165 facial images of 15

different individuals, so each person has 11 different images.

The original size of each image is 243×320 with 256 gray

levels. We resized them to 64×64. Figure 1b shows the some

face images from Yale face dataset.

In each face dataset, we test the classification accuracy

and training time of DLDA and LDA/QR. The classification

accuracy is to determine whether the DLDA is equal to

LDA/QR. The training time is used to measure the efficiency

between DLDA and LDA/QR. If the classification accuracy of

DLDA and LDA/QR is the same, the solutions of the LDA

criterion should be the same. Therefore, the same classification

accuracy should be achieved in each datasets. The training

time stands for the computation time of DLDA and LDA/QR

to calculate the optimal projection vectors. However, DLDA

and LDA/QR are two different LDA methods. LDA/QR is

more efficient than DLDA. Hence, the expected training time

of the DLDA should be slightly higher than LDA/QR. The

detail experiments steps are described as below.

There are three main steps for testing the discriminant

performance of LDA algorithms. First, we separate the datasets

into training and testing dataset. We train the training sets

with the projection vectors by optimizing the LDA criterion.

Second, we project both training dataset and testing dataset

into the optimal LDA subspace. As mentioned, the optimal

LDA subspace helps to reduce the dimensionality significantly.

Finally, we identify the classifiers in the data of the optimal

LDA subspace. The 1-nearest neighbor classifier [10] (1-NNC)

and Euclidean distance metric are adopted to be the final

classifier in our experiments.

We conduct on 50 random partitions of training and test

set. We select randomly as a training set for ORL and Yale

face dataset. l = (2, 3, ..., 8) face images per individual are

randomly selected as training set and the rest forms the test set.

The final results we taken is an average result of classification.

V. RESULTS AND DISCUSSIONS

In this section we describe the result from our experiments.

Subsection A reports the result of the face recognition accu-

racy. Subsection B reports the result of the training time on

ORL and Yale face datasets.

A. Result of Face Recognition Accuracy

We compare the DLDA and LDA/QR, Pre-DLDA and Pre-

LDA/QR by classification accuracy on ORL and Yale face

datasets. The face recognition accuracy on ORL and Yale

datasets are reported in Figure 2, 3 respectively.

As can be seen in these figures, the DLDA and LDA/QR

algorithms achieve the same classification accuracy on both

ORL and Yale face dataset, which verify our theoretical anal-

ysis. The interesting point to be stated is the Pre-DLDA and

Pre-LDA/QR also obtain the same accuracy, which indicates
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Fig. 2. Face recognition accuracy on ORL face dataset.
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Fig. 3. Face recognition accuracy on Yale face dataset.

Pre-DLDA and Pre-LDA/QR algorithm should be equivalent.

The result also indicates that the Pre-DLDA and Pre-LDA/QR

typically achieve the lower classification accuracy than the

DLDA and LDA/QR algorithms. This could imply to the Pre-

LDA and Pre-LDA/QR algorithms only using the between-

class scatter information to compute the projection vectors.

However, these algorithms ignore the with-in class informa-

tion, thereby achieves lower discriminant performance. Inter-

estingly, in the Yale face dataset, the classification performance

on Pre-DLDA and Pre-LDA/QR are competitive to DLDA and

LDA/QR algorithms. Hence, in some case, the two first stages

can be used as a dimension reduction methods independently.

B. Result of Training time on ORL and Yale face datasets

Figure 4 and 5 shows the training time on ORL and Yale

face datasets respectively.

As can be seen in Figure 4 and 5, the training time of

LDA/QR is distinctly lower than DLDA on ORL and Yale

face dataset. The similar results are observed on Pre-LDA/QR�
184
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Fig. 4. Training time on ORL face datasets.
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Fig. 5. Training time on Yale face datasets.

and Pre-DLDA algorithms. Recall that the LDA/QR and Pre-

LDA/QR uses the QR decomposition but the DLDA and Pre-

DLDA apply SVD to the between-class scatter matrix, thereby

the training time of LDA/QR is lower than DLDA and Pre-

LDA/QR is lower than Pre-DLDA, which coincide with the

observed results completely.

VI. CONCLUSION

In this paper, we establish an equivalence framework be-

tween DLDA and LDA/QR for face recognition. Similar to

LDA/QR, we show that the DLDA is also a two-stage LDA

method. The first stage of DLDA, named Pre-DLDA, can be

used independently as a dimensionality reduction algorithm.

We also find that Pre-DLDA is equivalent to Pre-LDA/QR

(the first stage of LDA/QR). We conduct experiments on

two famous face datasets, and the classification accuracy

and training time are chosen to our evaluation metrics. The

experiment results show that the classification accuracy of

DLDA is equal to LDA/QR while the training time of DLDA

is higher than LDA/QR on all the datasets. Again, the Pre-

DLDA and Pre-LDA/QR are proven to be equivalent. These

empirical results confirm our theoretical analysis.

It is worth exploring in two directions. First, our theoretical

analysis is based on Euclidean space, however, it also can

be applied into Hilbert Reproduce Kernel Space, which has a

non-linear mapping. Second, in our experiments, the first stage

of DLDA and LDA/QR methods are shown to be effective in

some applications with less computational time, the theoretical

analysis of these algorithms could be further studied.
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