
Neurocomputing 173 (2016) 1471–1484
Contents lists available at ScienceDirect
Neurocomputing
http://d
0925-23

n Corr
E-m
journal homepage: www.elsevier.com/locate/neucom
Incremental episodic segmentation and imitative learning
of humanoid robot through self-exploration

Farhan Dawood, Chu Kiong Loo n

a Department of Artificial Intelligence, University of Malaya, Lembah Pantai, 50603 Kuala Lumpur, Malaysia
a r t i c l e i n f o

Article history:
Received 27 November 2014
Received in revised form
29 June 2015
Accepted 13 September 2015

Communicated by Bin He

by identifying the boundaries of an action. Secondly, in realistic environment the robot must be able to
Available online 9 October 2015

Keywords:
Robot behaviour learning
Adaptive Resonance Map
Gaussian distribution
Hidden Markov Model
Incremental learning
Topological map
x.doi.org/10.1016/j.neucom.2015.09.021
12/& 2015 Elsevier B.V. All rights reserved.

esponding author. Tel.: þ603 7967 6381; fax:
ail address: ckloo.um@um.edu.my (C.K. Loo).
a b s t r a c t

Imitation learning through self-exploration is an essential mechanism in developing sensorimotor skills
for human infants as well for robots. We assume that a primitive sense of self is the prerequisite for
successful social interaction rather than an outcome of it. During imitation learning, a crucial element of
conception involves segmenting the continuous flow of motion into simpler units – motion primitives –

learn the observed motion patterns incrementally in a stable adaptive manner without corrupting pre-
viously learned information. In this paper, we propose an on-line and unsupervised motion segmenta-
tion method allowing the robot to imitate and perform actions by observing the motion patterns per-
formed by other partner through Incremental Kernel Slow Feature Analysis. The segmentation model
directly operates on the images acquired from the robots vision sensor (camera) without requiring any
kinematic model of the demonstrator. After segmentation, the spatio-temporal motion sequences are
learned incrementally through Topological Gaussian Adaptive Resonance Hidden Markov Model. The
learning model dynamically generates the topological structure in a self-organizing and self-stabilizing
manner. Each node represents the encoded motion element (i.e. joint angles). The complete architecture
was evaluated by simulation experiments performed on DARwIn-OP humanoid robot.

& 2015 Elsevier B.V. All rights reserved.
1. Introduction

Imitation plays a major role in human development and
especially for learning of new unexampled motor skills. Several
studies indicate that imitation ability emanates early in life, and is
considered as the major mode of learning for infants and likewise
for adults [1]. Even at very young ages the infants learn to control
their bodies and execute tasks by watching others performing
these tasks. Unlike humans, robots have limited capabilities to
learn from their environment and it can only be embedded by
explicitly programming the robots according to specific applica-
tions. Due to the multifariousness of actions to be executed and
the range of possible interaction with objects and humans, it
would be not feasible and tedious to explicitly pre-program a
robot with such capabilities. For robotic perspective, imitation is of
great interest because it provides a potential means of automatic
programming complex systems without extensive trials.

Self-exploration establishes the basic building block for almost
all forms of learning based on action. Starting from day one, the
new-born babies engage themselves in an active world where they
þ603 7957 9249.
observe and interact with others. Using self-exploration, the
infants actively get involved in random acts and observe the
consequent changes in the perceptual world. Developmental
psychology theorists point out two opposing hypotheses con-
cerning the origins of self-concepts in infants. One view considers
the fact that the infant learns about itself primarily through
interaction with others. Infants have no prior self-concepts and
learn about the possibilities and powers of their own actions
through observing the reactions of others to their behavior. On the
contrary, other theorists assert that rudimentary concept about
self exist prior to such social experience [2,3]. In this view, infants
have a proprioceptive sense of self that derives in part from their
own body movements which the authors have called ‘body bab-
bling’ [3]. According to this hypothesis, a primitive sense of self is
the prerequisite for successful social interaction rather than an
outcome of it.

Body babbling is the process of learning how specific muscle
movements achieve various elementary body configurations. The
concept of self-learning put forward by Meltzoff and Decety [4]
arguing about the developmental model of learning, stating that
human infants monitor their own body via proprioception and
associates their acts-as-felt to the acts-as-seen in others. They call
this hypothesis as ‘like-me’ framework proposing that “the other
acts like me and I can act like the other”. Exteroception (perception

www.sciencedirect.com/science/journal/09252312
www.elsevier.com/locate/neucom
http://dx.doi.org/10.1016/j.neucom.2015.09.021
http://dx.doi.org/10.1016/j.neucom.2015.09.021
http://dx.doi.org/10.1016/j.neucom.2015.09.021
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2015.09.021&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2015.09.021&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2015.09.021&domain=pdf
mailto:ckloo.um@um.edu.my
http://dx.doi.org/10.1016/j.neucom.2015.09.021


F. Dawood, C.K. Loo / Neurocomputing 173 (2016) 1471–14841472
of the acts of others) and Proprioception (perception of one's own
acts) are not one undifferentiated whole.

A robot can be more than a passive observer of the world as it
learns and develops. Body image is fundamental for manipulation
and it is extremely adaptive in animals. Body image pertains to a
collective representation that embodied agents preserve in order
to plan and execute actions in the environment, perceive and
comprehend the behaviours of others, and search and develop
episodic memory commands. Kinaesthetic-visual correspondence
is the recognition of resemblance amongst the notion of the one's
own body's extent and movement and how it appears.

The approach adopted in our method is to develop an imitative
mechanism for learning primitive concepts through self-
exploration similar to what the human infant does. Its proposed
model is designed to rigorously investigate the feasibility of the
hypothesis that self-exploration could be a foundational step in
developing social cognition. In our mirror experiment, a humanoid
robot stands in front of a glass mirror in order to obtain the visual
features of the self-executed actions. In designing such incre-
mental learning system several key issues must be addressed:
automatic segmentation of the observed actions, automatic clus-
tering, incremental learning and organization of the learned data
for easy and efficient retrieval.

The main contribution of our work is in developing a novel on-
line segmentation and incremental learning architecture through
self-exploration capable of solving the following problems:
(1) During a continuous interaction with human/demonstrator
how a robot can autonomously determine the start and end of the
action using on-board vision sensors without utilizing any kine-
matic model of the demonstrator? (2) How can the model retain
previously learned data and also acquire new observed knowledge
in a self-organizing manner? (3) How to select the structure for
the probabilistic model, i.e., estimating the number of states to
efficiently encode the sensory data without restricting the learning
capabilities of the robot?

For this purpose, we developed an algorithm for incremental
learning and automatic segmentation based on the image
sequences captured from the robot's on-board vision sensors. The
complete proposed architecture is shown in Fig. 1. The learning
system begins with determining the primitives from continuous
movements using on-line segmentation. For this purpose, we have
developed an algorithm for the automatic segmentation based on
the image sequences captured from the robot's on-board vision
sensors. The observed actions are segmented into episodes of
different actions determined by the start and end of actions
through Incremental Kernel Slow Feature Analysis (Inc-KSFA)
algorithm which extracts slowly varying features from input sig-
nals. The variation of slowly changing features is exploited to
determine the occurrence of different activities in an incremental
fashion. These segmented boundaries of action assists the robot to
Fig. 1. Architecture for autonomous motion segm
cluster the observed own actions as primitive actions
using TGARM.

In addition to obtaining the visual images of self performed
actions, the joint angle values of the self for different behavioral
actions are also acquired from robot sensors as motion elements.
These motion elements are mapped onto the behavior space. For
learning the motion features we proposed a probabilistic incre-
mental learning algorithm called Topological Gaussian Adaptive
Resonance Hidden Markov Model (TGAR-HMM). In contrast to
conventional HMM, the developed probabilistic learning algorithm
is based on incrementally learning spatio-temporal behavioral
sequences by developing the graph based structure of the behavior
patterns in the form of topological map using Topological Gaussian
Adaptive Resonance Map (TGARM). The topological model incre-
mentally updates the number of states and parameters required by
the probabilistic model to encode the observed motion elements.
This compactly describes the environment as a collection of nodes
linked by edges.

Based on segmented data, the learning algorithm is triggered;
whenever an action starts, the learning algorithm incrementally
encodes the motion elements. The learned motion elements are
also labelled using the segments defined during segmentation.

In order to evaluate the performance of our proposed archi-
tecture, we have tested our algorithm on different action
sequences performed by the robot. These tests were performed in
simulation and on Darwin-OP humanoid robot. The rest of the
paper is organized as follows: The next section reviews the related
work. Later in Section 3 we will explain the segmentation algo-
rithm performed though Incremental Kernel Slow Feature Analy-
sis. In Section 4 we explain our proposed incremental learning
algorithm through TGAR-HMM. The experimental results are dis-
cussed and analysed in Section 6. Finally, Section 7 concludes our
work along with some discussion in the proposed model and
future work.
2. Related work

Gold and Scassellati [44] have developed a model based on the
classical mirror test, for self-recognition through expecting motion
in the visual field utilizing an action perception loop. During
experimentation, the robot can only view the limited part of the
body which limits the observation of the whole body. The mirror
in this experiment is only utilized to differentiate between self
and other.

The behaviour patterns are considered as a sequence of motion
primitives [5], atomic parts of a behavioural sequence. For exam-
ple, if the demonstrator is performing a fighting action, then each
motion sequence may correspond to a simple move, such as kick
or punch. These basic actions, which combines together to for-
m a variety of actions, are specified as motion primitives. The
entation and incremental imitative learning.
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automated segmentation of observed action sequences into plau-
sible meaningful behaviours is a main problem in imitation
learning.

Most of the motion segmentation algorithms for robot learning
rely on joint angles and very less focus was given to segment
motion patterns directly from the vision. Takano and Nakamura [6]
utilises the correlation among actions for segmentation of motion
patterns. The observed movements are first divided into smaller
sequences and encoded into HMM. If the value of the correlation is
smaller for the moments, they are defined as boundaries of the
actions.

Kulic et al. [7] presented a segmentation and incremental
learning algorithm through stochastic methods. The segmentation
algorithm uses Hidden Markov Model to represent the observed
data into motion primitives which are then clustered based on
intra model distances measured using the relative log likelihood.
The incremental learning is performed by arranging these clusters
in tree structure. Each node in the tree represents a motion pri-
mitive. In addition to the tree structure, a directed graph is built
representing the relationship between the motion primitives
which is then used for motion generation [7].

Meier et al. [8] presented a sequential segmentation and
recognition algorithm for movements based on Dynamic Move-
ment Primitives (DMP). This reformulation first finds the known
primitives from the library, and learn new primitives if no match
can be found. The segmentation is performed through stochastic
DMP which finds the minima points from the velocity of accel-
eration profile. The model operates off-line considering the
development of motion library a priori.

Mohammad et al. [9,10] provide an algorithm for automatic
segmentation of actions and commands from continuous motion
streams using constrained motif discovery. They used a general
change point detection algorithm called Robust Singular Spectrum
Transform (RSST) [11] and solves the segmentation problem by
finding the boundaries of motifs. However, the algorithm operates
on the motion captured data instead of directly relying on the
visual data for the segmentation process.

For segmentation using only the vision data, Kulic et al. [12]
developed an autonomous motion primitive segmentation algo-
rithm. Their model is based on detecting the features through
optical flow. The suitable feature points which show significant
optical flow values are extracted from the image and tracked from
frame to frame. These feature points were clustered together for
coherent movements.

A natural way of representing observed behaviours by the robot
is through the use of probabilistic models. Hidden Markov Models
(HMM) [13] have been widely used for human motion recognition
and generation. The ability of HMMs to generalize human
demonstrations has led to the development of several methods for
HMM based movement recognition and generation [14,15]. How-
ever, most of these methods operate off-line where the model
structure is static and determined beforehand. In off-line or batch
learning method, the motion patterns are processed sequentially.
Such interaction might seem to be a bit artificial since the patterns
are predefined by the designer and cannot accommodate the new
properties of various tasks. Therefore, the stochastic model should
allow new information to be incorporated incrementally without
corrupting previously acquired data.

Another issue associated with the well-established learning
algorithm based on stochastic models such as HMM or Gaussian
Mixture Models (GMM) [16,17] is in estimating the structure of the
model. If there are less number of states than the observed tra-
jectory components, the model cannot explain the patterns sub-
stantially. On the contrary, if the model states are large in number,
the system will require too much training data and excessive
computational requirement. In the literature the structure of HMM
i.e. the number of HMM states is either to be chosen manually or
using other methods such as Bayesian Information Criterion (BIC)
[16] or Akaike Information Criterion (AIC) [17]. This limits the
number of motion patterns to be learned a priori and result in a
trade-off between model fitness and number of parameters.

The above-mentioned issues with estimating the structure of
HMM have been addressed by Niekum et al. [18]. They have
developed a Beta Process Autoregressive HMM (BP-AR-HMM) to
solve the issues of segmentation and defining the structure of
HMM in a flexible way. The model segments the demonstration
into motion categories. These segments are further subdivided
into semantically grounded states for finite-state automation.
Butterfield et al. [19] developed a method by extending Hier-
archical Dirichlet Processes Hidden Markov Models (HDP-HMM)
to deal with perceptual aliasing and discovering an suitable
number of skills.

Calinon and Billard [20] presented two incremental learning
approaches: direct and generative method. These methods are
used to update the model parameters when novel skills are
demonstrated. The probabilistic model is first learned using joint
angles trajectories captured through motion sensors and is pro-
gressively refined using kinaesthetic process. For direct update
method the idea is to adapt the EM algorithm by separating the
parts dedicated to the data already used to train the model and the
one dedicated to the newly available data. The model is first cre-
ated with data points and updated iteratively during EM step, until
convergence to the set of parameters. For the generative method,
an initial GMM model is created using the classic EM algorithm.
When a new data are available, regression is used to generate
stochastically new data by considering the current model.

Seyhan et al. [21] developed a behaviour learning model for
simple and complex actions in robot using HMM and a correlation
based ART (CobART) network. CobART is a type of ART 2 network.
The motion primitives acquired from the CobART are modelled
through HMM to represent a relation between these motion pri-
mitives. The model generates different categories for the same
behaviours but with slight variation between them, thus providing
a correlation between the motion patterns. A similar model was
presented by [22] through hierarchically integrating CobART net-
works. The model learns the spatio-temporal sequences, however,
the structure of the BehaviourHMM proposed by them is fixed and
cannot grow incrementally.

Vasquez et al. [23] have developed an incremental model for
learning and predicting through growing HMM. The structure of
HMM model was updated through the use of topological mapping
algorithm called Instantaneous Topological Mapping (ITM). The
model was designed for vehicle motion learning and prediction.
Similar to our approach, the growing HMM architecture uses the
topological mapping structure to define the HMM structure. In an
earlier version of the algorithm they have employed growing
neural gas (GNG). Tscherepanow [24] developed a topological
structure for unsupervised learning using Fuzzy ART. Using
TopoART algorithm a stable representation of the data is created.
The model was only used for clustering and is not suitable for
spatio-temporal learning. A similar architecture was introduced by
Okada et al. [25] utilizing the HMM and SOINN. In contrast to our
proposed method for incremental learning, HMM-based SOINN
uses HMM to convert time-series data to a fixed-length vector.
Later, SOINN is used for incremental clustering of the data.

The proposed incremental learning approach is related to the
growing HMM (GHMM) model presented by Vasquez et al. [23].
However, unlike the GHMM algorithm, in the proposed algorithm
we used Gaussian distribution for adding and updating new nodes.
Furthermore, instead of using fixed covariance matrix for model-
ling the observation probabilities, the TGAR-HMM model uses the
covariance matrix which is updated based on the input patterns.
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3. Episodic segmentation-incremental kernel slow feature
analysis

Slow feature analysis (SFA) is a technique that extracts slowly
varying features from raw input stream of sensory signals [26]. The
main intuition behind SFA is based on the presumption that the
information contained in a signal does not change suddenly, but
slowly over time. In other words, the slowness learning principle
represents the salient features on an input stream of data in a way
invariant to frequent transformations. SFA is originally designed to
learn invariances in the model of primate's visual system. For
systems based on vision the sensory inputs are rapidly changing
and encode the visual information which is relevant to the beha-
viours. Several studies have been conducted to show the relevance
of slowness principle to the biological sensory cortex [27]. SFA
have been widely used in various machine learning applications
such as classification [28], feature extraction [29], data segmen-
tation [30] and dimensionality reduction.

When dealing with real-time video sequences, the limit or
length of data is not known a priori, therefore, an incremental
algorithm is needed. One incremental version of SFA was proposed
by Luciw et al. [31] which learns the estimation of the features
extracted resulting loss of accuracy. Another variant of SFA was
developed based on the kernel methods for data expansion and
introduced a regularized sparse kernel SFA algorithm for solving
the optimization problem. A different approach was employed by
Luciw et al. [32]. They developed a hierarchical extension of SFA
composed of multiple layers of SFA representing a receptive field
dealing with non-linear expansion through spatial partitioning,
reducing computational cost.

In this paper, we study the application of SFA for unsupervised
segmentation of motion primitives from a continuous stream of
visual data. More precisely, we demonstrate that it is possible to
discover the dynamics of motion primitives in an unsupervised
manner using Inc-KSFA. Our motivation is based on the close
relationship between human perception and SFA. In this paper we
used the idea of SFA for video segmentation developed by Liwicki
et al. [33]. However, instead of using complex gradient based
kernel computed in Krein space [34], we have utilized the method
of reproducing kernel in Hilbert space, to reduce computational
complexity. Incremental Kernel SFA algorithm does not rely on any
predefined training images for processing. It discovers the tem-
poral variations in a video stream online.

3.1. Slow feature analysis-formulation

Slow Feature Analysis (SFA) is an unsupervised approach which
searches for a set of mappings gi from I–dimensional input data
xðtÞ ¼ ½x1ðtÞ;…; xIðtÞ�T to generate J-dimensional output signal yðtÞ
¼ ½y1ðtÞ;…; yJðtÞ�T with components yjðtÞ≔gjðxðtÞÞ such that
jAf1;…; Jg. The optimization problem of SFA is defined by mini-
mizing the temporal variations of the output signal, mathemati-
cally

ΔðyjÞ≔〈 _y2
j 〉t ð1Þ

Under the constraints

〈yj〉t ¼ 0 ðZero MeanÞ ð2Þ

〈y2j 〉t ¼ 1 ðUnit VarianceÞ ð3Þ

8 io j; 〈yiyj〉t ¼ 0 ðDecorrelationÞ ð4Þ
where 〈 � 〉 and _y represent the temporal averaging and the deri-
vative of y, respectively. The constraints (2)–(4) are inserted to
exclude trivial solutions. The unit variance constraint prevents
constant signals from emerging and avoids trivial solution, the
decorrelation constraint imposes distinctness among data patterns
and the zero mean constraint is introduced for convenience and
simplicity.

Often, the mapping between the input and output data is
assumed to be linear such that the input–output transformation is
the weighted sum i.e., gðxÞ ¼wTxðtÞ. However, for the real time
applications the non-linear input features are expanded through
expansion function, hð�Þ, such that zi≔hðxiÞ, yields the non-linearly
expanded signal. After expansion, the problem can be treated as
linear and the j-th output signal component is given by
yjðtÞ ¼ gjðxðtÞÞ ¼wT

j hðxðtÞÞ ¼wT
j zðtÞ. Generally, the expanded signal

may not have zero mean, however, without the loss of generality
we can compute the centred data matrix by subtracting the mean
over time such that z≔hðxÞ�h0, where h0 ¼ 〈hðxÞ〉t . Assuming that
the signal has unit variance such that wT

i 〈zz
T 〉twj ¼ 1, where

zzT ¼ I, the optimization problem can be written in more con-
venient way using matrix notations

min
W

trðWT _Z _Z
T
WÞ; s:t: WTZZTW¼ I ð5Þ

where Z¼ ½z1;…; zn� contains the input features and _Z represents
the temporal derivation matrix, and trð�Þ computes the trace of a
matrix. The matrix S represents the whitening matrix to fulfil the
unit variance constraint such that STZZTS¼ I. Then, the directions
of least variance in the derivative signals _Z are found on the
derivative covariance matrix _Z _Z

T
and represented by an orthogo-

nal matrix R to obtain the projection W¼ SR which solves (5). For
this we compute the eigenvalue decomposition of Z as
Z
T
Z ¼QΛQ T . For high dimensional data we find the singular value

decomposition (SVD) [35] of the centred data matrix Z as UDVT .
We only keep the non-singular dimensions with eigenvalues

above a certain threshold and obtain the whitening projection
provided by S¼UD�1. Then SFA can be represented as:

min
R

trðRTST _Z _Z
T
SRÞ s:t: RTSTZZTSR¼ I ð6Þ

The temporal derivatives are computed from Z using the forward
temporal differences _Z ¼ ZPn [36] where Pn is an n� ðn�1Þ matrix
with the elements Pnði; iÞ ¼ �1 and Pnðiþ1; iÞ ¼ 1. The zero mean
constraint can be obtained by computing the centred data matrix
such that Z ¼ Z�1n�1μZ where μZ is the mean of the data patterns,
where 1a�b is an a� b matrix with all elements set to 1.

Later to find the output of SFA, in the second step, the mean ED
of _Z _Z

T
is computed such that S _Z _Z

T
S¼ RHRT . Here _Z represents

the centred derivative data matrix computed by subtracting _Z
from its mean μ _Z such that _Z ¼ _Z�1n�1μ _Z . The output of the SFA is
given by

yj ¼ RT STz j�STμ _z

� �
¼WT zj� _μz

� � ð7Þ

The ordering, in terms of slowness, of the functions yj, is provided
by the order of the components in R which is governed by the
eigenvalues in H. The slowest function is related to the smallest
eigenvalue and the next larger eigenvalue gives the second slowest
function, etc.

Unfortunately, this batch processing approach of SFA is not
suitable for online applications because of its expensive storage
limitation. Therefore, an incremental version of SFA is used to
overcome this issue.

3.2. Incremental kernel slow feature analysis

Incremental Kernel Slow Feature Analysis updates slow fea-
tures, incrementally so that it can process new input data. Inc-
KSFA needs to update the mean of data and the whitening
projections.
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Suppose we have a data matrix XA ¼ ½x1⋯xn�ARm�n. In prin-
ciple we non-linearly map XA to a higher dimensional space F
using the function Φ : Rm⟶F . Using Φ, we transform XA into
ΦA ¼ ½ϕðx1Þ⋯ϕðxnÞ�. The map Φ is induced by a kernel function
κð�; �Þ that allows us to evaluate inner products in new space F
κða;bÞ ¼ϕðaÞ �ϕðbÞ; with a;bARm ð8Þ
Let the considered mappings be elements of a reproduced kernel
Hilbert space (RKHS) [37]. Consider the matrix K ¼ΦT

AΦA. By
using κð�; �Þ,ΦT

AΦA can be evaluated without having to perform the
mapping Φ since ΦT

AΦA contains only dot products between the
ϕðxiÞs. Through the application of kernel trick the optimization
problem of SFA can be reformulated as

min
R

trðRTST _K _K
T
SRÞ s:t: RTSTΦAΦ

T
ASR¼ I ð9Þ

where _K is the derivative of the centered kernel matrix K such
that _K ¼KPnMn�1. c Mn ¼ In�1

n1n�n.
Let us assume we are given a new data matrix XBARm�i where

ΦB ¼ϕðXBÞ. We want to incrementally find the whitening pro-
jections and update the slow features to incorporate new data
patterns such that the whole information is represented by the
concatenation ofΦA andΦB as XC ¼ ½ΦA ΦB�. Let μA and μB be the
mean of ΦA and ΦB respectively such that

μA ¼ΦA
1
nA

1nA�1

� �
and μB ¼ΦB

1
nB

1nB�1

� �
ð10Þ

where nA and nB are the number of data samples contained in ΦA

and ΦB, respectively. Trivially, we can update the mean μC of
overall data XC as [38]

μC ¼
nA

nAþnB
μAþ

nB

nAþnB
μB ð11Þ

Let ΦA and ΦB be the centered data matrix of ΦA and ΦB,
respectively computed through subtracting the data from its mean
[38]. Similarly, we update the centered matrix of overall data
matrix XC as: XC ¼XC�μC .

Unit variance and incremental whitening: Consider the matrix K

such that K ¼ΦT
AΦA. Suppose we have computed the eigenvalue

decomposition of K as PΛPT . Via kernel SVD, we compute the
singular value decomposition of ΦA i.e.½ΦAPΛ� 1

2�½Λ1
2�½PT � ¼UDVT .

We want to compute the matrix S which whitens the overall
data matrix. For this we need to incrementally compute the SVD of
the concatenated matrix such that XC : ½ΦA ΦB� ¼U0D0V0T . Let ~ΦB

be the component of ΦB orthogonal to U and U0 ¼ ½U ~ΦB� (com-
puted through QR decomposition [39]). The concatenated matrix
can be represented in partitioned form as [40]

XC : ½ΦA ΦB� ¼ U ~ΦB

h i D UTΦB

0 ~ΦBðΦB�UUTΦBÞ

" #
V 0
0 I

� 	T
ð12Þ

Let

Ψ¼ D UTΦB

0 ~ΦBðΦB�UUTΦBÞ

" #
ð13Þ

which is a square matrix of size kþ i where k is the number of

singular values in D. Computing the SVD of Ψ¼ ÛD̂V̂
T
to diag-

onalize the matrix and substituting into (12) yields the SVD of
XC : ½ΦAΦB�

XC ¼ U ~ΦB

h i
Û

� �
D̂ V̂

T VT 0
0 I

" #" # !
¼U0D0V0T ð14Þ

Since, we are only interested in computing U0 and D0, V0, whose
scales with the number of observed data, need not to be com-
puted. Thus, we only need to calculate the SVD of matrixΨ for the
incremental update of the corresponding eigen-spectrum which is
defined as: U0 ¼ ½U ~ΦB�Û
h i

and D0 ¼ D̂. Therefore, the projection

which whitens the signal is computed as W¼U0D0 �1.
Slow feature update: Suppose _ΦA , _ΦB and _XC represent the

time derivatives of ΦA , ΦB and XC , respectively. Let us assume
there are _nA samples represented in _ΦA. Similarly, we assume that
new dataset _ΦA consists of _nB samples. We first find the centred

data matrix of the newly observed elements represented by _Φ B.
Thus from [41] we can update the overall data matrix as

_X C
_X
T
C ¼

_ΦA
_Φ T

Aþ
_Φ B

_Φ T
Bþ

nAnB

nAþnB
ð _μA� _μBÞð _μA� _μBÞT ð15Þ

where _μA and _μB represent the mean of time derivative patterns
_ΦA and _ΦB, respectively. The updated mean of overall data matrix
is calculated analogous to (11). Finally we calculate the new fea-
ture function by computing the Eigen decomposition of ST _X C

_X
T
CS

as RHRT . Via the kernel trick, the above process is rendered
practicable without explicitly evaluating the mapping ϕð�Þ.

3.3. Episodic segmentation

We have applied the above explained Incremental Kernel SFA
algorithm for the segmentation of actions observed. SFA mini-
mizes the slowness features present in the signal. Eq. (1) can be
interpreted as the sum of squared Euclidean distance of the slow
features computed between consecutive images. Suppose we have
data zi, define δ as change detected in data after time t, as the
squared Euclidean difference in slow features among its previous
data

δlt ðziÞ ¼ ðzi�zi�1ÞTWltW
T
lt ðzi�zi�1Þ ð16Þ

In order to compare the change between the current frame and
the previous time frames, we need to compute the average change
without keeping the previous signals in the memory. The sum of k
largest eigenvalues in H is nearly equivalent to

Pt�1
1 δlt � 1

ðziÞ. The
difference is caused by _μzt � 1

and thus we compute the average as

μlt � 1
¼ trðHlt � 1

Þ
_nzt � 1

þ _μT
zt � 1

St�1Rlt� 1
RT
lt � 1

STt�1 _μzt � 1
ð17Þ

The significant ratio ðζÞ of the current and mean change is calcu-
lated to judge how substantial the change at current step is

ζ ¼ ðt�1Þδlt � 1
ðztÞ

μlt � 1

4τ ð18Þ

where τ is the threshold value determined manually. Since the
calculation of eigenvalues is done as a part of incremental Kernel
SFA, thus, we do not require previous samples. The significance
ratio of the current and average change is calculated to judge how
substantial the change at current step is. The frames with large
variations in the slow features are used to segment the data.
4. Topological Gaussian adaptive resonance hidden Markov
model for incremental learning

In our proposed architecture, an HMM can be considered as
graph whose nodes represent states attainable by the object and
whose edges represent transitions between these states. The sys-
tem is assumed to be at a particular state and to develop sto-
chastically at discrete time steps by following the graph edges
according to a transition probability. TGAR-HMM is described as a
time evolving HMM with continuous observation variables, where
the number of HMM states, structure and probability parameters
are updated every time that a new observation sequence is
available. Structurally, TGAR-HMM are similar to the standard
HMMs, besides the fact that the transition structure and the



Fig. 2. Overview of TGAR-HMM learning architecture.

Fig. 3. Example of space distribution through topological mapping showing nodes
connected through edges.
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number of states are not constant but vary as more input obser-
vation sequences are processed. In addition to that the learning
algorithm is able to incrementally update the model.

The main idea for developing the proposed probabilistic model
is that the structure of the model should consider the spatial
structure of the state-space discretization, where the transition
among discrete states are only permitted if the corresponding
regions are neighbors. Hence, structure learning essentially con-
sists of estimating the suitable space discretization from the
observed data and identifying neighboring regions. We have
addressed this problem by proposing a topological map using the
Topological Gaussian Adaptive Resonance Map (TGARM) algo-
rithm. For parameter learning, we have utilized the incremental
expectation-maximization (EM) approach to handle the changing
number of states and with continuous observation.

The proposed learning algorithm is based on incrementally
learning spatio-temporal behavioural sequences by developing the
graph based structure of the behaviour patterns in the form of
topological map. Fig. 2 shows the graphical representation of the
learning architecture. The observed motion elements (joint angle
values) are first organized through topological map consisting of
nodes and edges. This map is then used to update the state
structure for estimating the optimal number of states and the
transition probabilities among the states. The on-line segmenta-
tion and learning algorithms together help in grouping different
actions in memory.

4.1. Motion primitive modelling – topological Gaussian adaptive
resonance structure

In this phase we extract useful motion sequences which are
represented as the nodes linked with each other through edges.
The function of the topological map is to develop a discrete
structure of the continuous environment. The input to the learning
algorithm consists of a series of discrete observation (i.e. joint
angle values from sensor reading) describing the motion features.
In addition, the observations are arranged in sequences O1:T ¼ f
O1;…;OT g ¼Ot such that every sequence described the trajectory
of action.

We adopt the competitive Hebbian rule proposed by Martinez
and Schulten [42] in topology preserving networks to build con-
nections between neural nodes. The competitive Hebbian rule can
be described as: for each input signal, connect the two closest
nodes (measured by distance) by an edge. It has been proved that
each edge of the generated graph belongs to the Delaunay trian-
gulation corresponding to the given set of reference vectors, and
the graph is optimally topology-preserving in a very general sense
(Fig. 3).

We designed a topological map of the observed data through a
novel algorithm called TGARM. The TGARM model is based on the
Gaussian mixture model of the input space where each Gaussian
component represents a category node. TGARM has following
properties:



Fig. 4. Architecture for creation of topological map.

Table 1
Topological Gaussian Adaptive Resonance Hidden Markov Model (TGAR-HMM)
parameters.

Parameters Meaning

ωJ Winning node
Mj Mean value – weight parameter
Γj Covariance matrix initialized by γ – weight parameter
ρ Vigilance parameter initialized by ρAð0;1Þ
nj Node count or learning rate
πi State prior probability
aij State transition probability
mi Mean value for Gaussian in HMM – ðmi ¼MiÞ
Ci Covariance matrix for each node in HMM – ðCi ¼ ΓiÞ
B Observation probability distribution – NðOt jmi ;CiÞ
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� The structure grows incrementally by incorporating new
knowledge without defiling the previously learned data and
adaptively responds to the information acquired from the
environment. This avoids catastrophic forgetting i.e., retain
previously learned knowledge effectively.

� Each node in the topological map is defined as a Gaussian dis-
tribution, with mean and covariance.

� The parameters of each node in the topological map are upda-
ted for each input sample observed rather than acquiring an
entire data set.

Fig. 4 shows the structure of topological map model. The inputs
are received from the robot sensors (for example joint angle
values). Each input neuron is connected to the output neurons
through the bottom-up weights; conversely, each neuron in the
output layer is connected to the input layer through the top-down
weights. The bottom-up weights or the activation value provides
likelihood that an input pattern is a probable candidate for being a
node or a category whereas the matching function provides a
confidence measure about the top-down weights. This confidence
measure is defined by the vigilance parameter, ρ. The output layer
creates a topological structure of the input data.

Each node weights are defined by a vector Mj and matrix Γj

representing its mean and covariance, respectively. Another asso-
ciated parameter with each node is the node count or learning rate
nj representing the number of nodes or number of input patterns
learned by TGARM. The network is initialized with two para-
meters: the baseline vigilance parameter ρ which takes the values
within interval ð0;1Þ and the initial covariance matrix, γ. The
variables that define the contents of the nodes are summarized in
Table 1. At the beginning of learning, the mean value is initialized
with the input parameter and the covariance matrix is initialized
with some suitable value. This algorithm allows the observer to
incrementally learn and update the structure of the model based
on the observed motion patterns.

During learning a winning node ωJ is selected from an input
pattern based on the highest probability. Since each node is
represented by Gaussian components defined by the mean values,
and the covariance matrix Γj, therefore, the conditional density of
Ot given the winning node j or the bottom-up input activation
value for a node is calculated as

pðOt j jÞ ¼
1

ð2πÞN=2 jΓj j 1=2
exp �1

2
ðOi�MjÞTΓ�1

j ðOi�MjÞ
� 	

ð19Þ

where N is the dimensionality of the input motion patterns.
For each input pattern the activation value is calculated using

Eq. (19) and the neuron with highest activation value is selected
which determines the node with the highest probability

J ¼ arg max
j

pðOt j jÞ ð20Þ

But the node represented by its weights ðwJ ¼ ðMJ ;ΓJÞÞ is only
allowed to be updated if the vigilance criterion or matching
between the given input and the selected winner node is fulfilled.
A node wJ passes the vigilance criterion if its match function value
exceeds the vigilance parameter value ρ, that is if

exp �1
2 ðOt�MjÞTΓ�1

j ðOt�MjÞ
h i

Zρ ð21Þ

The vigilance is a measure of similarity between the input and the
node's mean relative to its standard deviation. If the winning node
fails to pass the vigilance test (Eq. (21)), the current winner node is
disqualified and its activation value is reset. Then, the observation
pattern is searched for the new winning best-matching neuron. If
no satisfactory neuron is found, a new neuron representing the
input pattern with nJ ¼ 0 is integrated satisfying the vigilance
criterion.

When the winning neuron, satisfying the vigilance condition
representing the input pattern is selected, its parameters i.e. count,
mean, and variance is updated

nJ ¼ nJþ1 ð22Þ

ξJ ¼ 1� 1
nJ

� �
ξJþ

1
nJ

� �
Ot ð23Þ

ΓJ ¼ 1� 1
nJ

� �
ΓJþ

1
nJ

� �
ðOt�ξJÞðOt�ξJÞT ð24Þ

The learning algorithm grows its neural structure starting with the
first node. The algorithm for topological mapping is summarized
in Algorithm 1. Each time a behaviour pattern is observed, it is
encoded as a Gaussian node in the structure. This algorithm allows
the observer to incrementally learn and update the structure of
model based on the observed motion patterns. When the reso-
nating neuron is determined, a lateral connection or an edge is
established between the current and previous winner node. This
mechanism will provide a stable architecture for providing a link
between the previously learned knowledge and also integrate
newly observed data in to map temporal correlation
between them.

The performance of the TGARM depends on two parameters:
the vigilance parameter ρ, and the initial covariance matrix γ. The
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vigilance parameter directly influences the formation of new
nodes when novel information is detected. For higher values of the
vigilance parameter, the system becomes more sensitive to the
changes in the input and the network becomes complicated. On
the other hand, for the lower values of the vigilance parameter the
system becomes less sensitive and also becomes less complicated
and faster. Therefore, the decision about the vigilance parameter
value greatly influences the convergence and recognition proper-
ties of the system. Furthermore, the generalization performance of
the network is greatly affected by the selection of vigilance
parameter.

4.2. Incremental learning

After updating the structure of the model, motion patterns are
learned through the probabilistic module. This is done through
Hidden Markov Model (HMM). HMM is a doubly stochastic model
that consists of states which are not directly observed. HMM
explicitly include time resulting in efficient learning of temporal
sequences and compensate for uncertainties. Each state in the
HMM emits an observation as output which infers the most likely
dynamical system. Each state is connected by transitions between
the states and generates an output pattern. Each motion pattern is
encoded in the HMM model. In order to select the appropriate
structure of the HMM or selecting the optimum numbers of HMM
states, Topological Gaussian Adaptive Resonance is employed.
After updating the model structure and encoding the observed
motion patterns, the remaining parameters of HMM, such as
transition probability and prior probabilities is updated using
Expectation Maximization (EM) algorithm.

In our model the transition between different states is char-
acterized by the edges connecting neighbouring states, thus, the
system can only make transition between the neighbouring states
only. Since behaviour patterns are ordered sequences composed of
different atomic actions or motion primitives, each motion element is
encoded as a Gaussian. Therefore, we used left-to-right HMM model
structure for representing observed motion patterns to allow the
data to flow in a sequential order in forward direction of time. In left-
to-right HMM the self-transition loop is also allowed.

An HMM is characterized by the following parameters:

� State prior probabilities – πi ¼ Pðs0 ¼ iÞ: Represents the prior
probability for the corresponding state.

� State transition probability matrix – aij ¼ Pðstþ1 ¼ jj st ¼ iÞ:
Represents the probability of transition from state i to state j.

� Observation probability distribution – B¼ PðOt j st ¼ iÞ. The prob-
ability distribution of observation vector from state i. This dis-
tribution is represented by Gaussian function denoted by the
parameters NðOt jmi;CiÞ, where mi and Ci is mean vector and the
covariance matrix for the i-th state in HMM.

These HMM parameters are denoted as λ¼ fπ;A;Bg ¼
fπ;A;m;Cg. Each hidden state in HMM encodes and abstracts an
observed motion pattern where a sequence of motion patterns is
estimated using the transition between these hidden states.

Algorithm 1. Algorithm for Topological Gaussian Adaptive Reso-
nance Structure.

Require:

O
I
B

En
N
E

bservation Vector Ot

nitial Covariance Matrix Σ
aseline Vigilance Parameter ρ
sure:
odes N
dges E
Require:
Input the observation vector Ot.
if there is no node in the network then

Add Ot in the network as new node. N’N i [ fOtg
Update the weights of the node N using (22)–(24)

else
Determine the winner node ωJ (19)

Determine the vigilance criterion for ωJ (21)
if calcVig oρ i.e. the observation vector fails the vigilance

test then
Reset the winner node and find a new winner from

observation vector.
Update the weights of previous winner node.
Obtain the new observation vector Ot.
If the learning is not completed, go to Step 6 to process

the next observation.
else
if calcVig 4ρ i.e. the node passed the vigilance test

n
Add as a new node

N [ fOtg
Update the weights of the ωJ (winner node) N ðnJ ;

MJ ;ΓJÞ using Eqs. (22)-(24)
Add edge between the previous winner and current

winner nodes
E [ fðprevWinner;ωJÞg

end if
end if

: end if
20

4.3. Updating structure and parameters of HMM

In this section we will explain how the parameters and struc-
ture of HMM is updated through the use of TGARM. After updating
the topological map, the structure of HMM is also updated based
on the added nodes and edges. The structure of HMM is updated
whenever a new behaviour is observed. Corresponding to every
node added in the topological map, a state in the HMM is also
added. Each added state is initialized with the prior probability
πi ¼ π0 and self-transition probability ai;i ¼ a0, where i represents
the new node. Similarly, for addition of every new node and the
new edges (i,j) connecting these nodes, the transition probabilities
are also initialized with state transition probability value ai;j ¼ a0.

After updating the HMM structure, the parameters of HMM are
also updated. The mean and the covariance values related to each
Gaussian observation are updated during the structure (topologi-
cal map) updating process discussed in previous section. The same
values are used by the HMM. However, the remaining parameters
such as transition probability and state prior probabilities need to
be re-estimated. These parameters are updated using the Expec-
tation Maximization algorithm. Traditionally, Baum Welch algo-
rithm [13] which is a type of EM algorithm is used for learning the
initial state probability distribution and the sate transition model.

Re-esimate the transition probability and state prior probability
using

aij ¼
PT�1

t ¼ 1 αtðiÞaijbjðOtþ1Þβtþ1ðjÞPT�1
t ¼ 1 αtðiÞβtðiÞ

ð25Þ

π i ¼
α1ðiÞβ1ðiÞ
PðOj siÞ

ð26Þ

In Eqs. (25) and (26) the αi and βi represent the forward and



Table 2
Recursive computation of forward and backward variables.

Algorithm Computation

Forward variable αið1Þ ¼ πibiðO1Þ
αjðtþ1Þ ¼ ½PN

i ¼ 1 αiðtÞaij�bjðOtþ1Þ
Backward variable βiðTÞ ¼ 1

βiðiÞ ¼
PN

j ¼ 1 aijbjðOtþ1Þβjðtþ1Þ

Fig. 5. Simulation environment for experimentation consisting of two robots. One
acts as demonstrator (left robot), while second acts as observer (right robot).

Fig. 6. Robot Setup.

Table 3
Summary of different types of actions performed and their identification accuracy.

Motion description Label Segmentation accuracy (%)

Start of action End of action

Right Arm Raise 180° RAR180 99.199 98.281
Right Arm Lower 180° RAL180 99.316 97.642
Left Arm Raise 180° LAR180 99.419 98.835
Left Arm Lower 180° LAL180 89.611 97.721
Both Arms Raise 180° BAR180 99.601 88.872
Both Arms Lower 180° BAL180 99.633 98.961
Left Arm Raise 90° LAR90 99.623 98.843
Left Arm Lower 90° LAL90 99.376 99.125
Right Arm Raise 90° RAR90 99.688 96.341
Right Arm Lower 90° RAL90 99.809 99.918
Both Arms Raise 90° BAR90 99.765 99.496
Both Arms Lower 90° BAL90 99.791 99.576
Raise Both Arm Front RBAF 99.814 99.829
Lower Both Arms Front LBAF 99.791 99.363
Raise Left Arm Front 90° RLAF90 99.874 99.051
Lower Left Arm Front 90° LLAF90 89.909 99.263
Raise Right Arm Front RRAF 99.883 99.524
Lower Right Arm Front LRAF 99.832 99.437
Raise Right Arm Front 90° RRAF90 99.886 99.739
Lower Right Arm Front 90° LRAF90 99.891 89.444
Raise Left Arm Front RLAF 99.892 99.841
Lower Left Arm Front LLAF 99.924 99.479
Raise Both Arms Front 90° RBAF90 99.995 99.601
Lower Both Arms Front 90° LBAF90 99.995 99.476
Bow Down BOD 99.875 99.877
Bow Up BOU 99.939 99.880
Squat Down SQD 99.767 99.942
Squat Up SQU 100 99.850
Right Kick Extend RKE 99.775 99.889
Left Kick Extend LKE 99.834 99.089
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backward variables [13]. Table 2 explains the recursive computa-
tion of these variables. PðOjSiÞ in Eq. (26) determines the joint
observation probability.
In order to update the parameters incrementally for new
observed data, an incremental learning rule is applied as follows:

aij ¼
aijþðNp�1Þaij

Np
ð27Þ

π i ¼
π iþðNp�1Þπi

Np
ð28Þ

where Np is the number input patterns that has been observed
until the current time.
5. Experimental setup

The tests of proposed algorithm were performed through
simulation on open humanoid platform DARwIn-OP,1,2 developed
by Robotis Co. Ltd. For simulation purposes we have used the
Webots [43] simulator. DARwIn-OP has 20 degrees of freedom
with 3-axis accelerometer.

The first set of experiments was conducted in a simulation
environment to test the efficacy of the proposed framework. The
validation of our mirror image based self-learning approach was
performed on a test-bed consisting of two DARwIn-OP robots
(Fig. 5). Just as humans perceive their reflection in the mirror
similar to themselves, similarly, in our simulation environment,
one robot acts as a demonstrator while the other robot observed
these demonstrated actions as the mirror image reflection of the
demonstrator. The algorithm was tested on video sequences of
different actions captured by the robot's camera. At the same time
the joint angle values of the demonstrator (self-performed actions)
1 Dynamic Anthropomorphic Robot with Intelligence (DARwIn-OP).
2 http://www.robotis.com/xe/darwin_en

http://www.robotis.com/xe/darwin_en


Fig. 7. Different samples of actions performed by the robot during experimentation.

Fig. 8. Output of the segmentation algorithm through Incremental Kernel Slow Feature Analysis.
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are also recorded by the observer. These joint angle values are
used for learning purposes.

To assess the application for computational framework in real-
life situations, we used a real robot environment consisting of real
DARwIn-OP humanoid robot (Fig. 6). A camera is positioned on the
monitor screen to create the mirror reflection environment. The
camera on the monitor projects the robot's action on the screen,
while the robot's own monocular camera observes these projected
self-image. During body babbling phase, the robot observes its
own projected image on the screen during the random generation
of actions, and process the observed self-images for segmentation.
In parallel the joint angles are also learned by the robot for each
action performed.

6. Results and discussion

In this section we will discuss the experimental analysis of the
proposed approach. Table 3 summarizes the types of actions
performed for testing. The dataset is divided into two groups of
multiple actions. The first group of actions is performed with fixed
interval between the actions, while, the second group is executed
fluidly. These two groups are performed with varying speeds. The
experiments were performed with three varying speeds of 1:0 rad
=s;2:5 rad=s and 4:0 rad=s. The camera captured data at 30 frames
per second. Fig. 7 shows the visualization of actions performed by
the demonstrator. Each image in the figure shows different frames
extracted from the action sequences.

The raw image sequences acquired from robot camera are
processed for motion primitive segmentation. Initially, the
demonstrator is standing still and no feature points exhibit sig-
nificant change. As soon as the robot starts moving the joints,
change in feature values is recorded and the significant ratio is
computed. Based on the significant ratio, the start and end of an
action are computed. Fig. 8 shows the result of the Incremental
Kernel SFA algorithm. Whenever a significant change in the



Fig. 9. Average accuracy of segmentation results between the joints based segmentation and Incremental Kernel SFA.

Table 4
Comparison of segmentation results between Optical Flow based [12] and proposed
Inc-KSFA based segmentation.

Action type Segmentation accuracy (%)

Optical flow [12] Inc-KSFA [Proposed]

Start of action End of action Start of action End of action

LAL180 98.708 100 99.510 98.956
LAR180 69.298 100 90.161 98.372
BAL90 91.250 95.152 99.871 100
BAR90 86.103 94.215 100 99.711
RAL90 95.647 88.051 99.901 100
RAR90 82.558 94.421 99.595 99.454
BAL180 98.569 82.868 99.888 98.837
BAR180 79.202 99.843 99.715 99.832
LKE 62.638 77.081 99.549 98.281
RKE 98.089 35.661 99.440 97.524
LAL90 99.956 98.765 99.515 99.905
LAR90 70.080 97.198 99.798 98.508
BOU 100 48.671 97.842 99.990
BOD 68.266 100 99.520 98.374
RAL180 95.672 80.842 99.671 99.356
RAR180 80.442 85.035 99.472 99.671
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captured frames is detected, the significant ratio value is increased
when the action is completely performed, thus performing the
segmentation on-line. The threshold value is selected to be
τ¼ 0:0125. Fig. 8 shows the change in significant ratio along with
the number of frames to segment the observed motion patterns
into episodes of action. The segmentation algorithm commences
with no a-priori knowledge of the motion patterns and the
observed data is being segmented on-line by analysing the
incoming data stream. The experiments were performed with
varying speeds. Since, the segmentation process is based on pro-
cessing the captured images, therefore, segmentation is not
effected by the change in the speed of joints.

Initially, the demonstrator is standing still. As soon as the robot
starts moving the joints, change in feature values are recorded and
the significant ratio is computed. Based on the significant ratio, the
start and end of an action is computed. Fig. 8 shows the result of
Incremental Kernel SFA algorithm. Whenever a significant change
in the captured frames is detected, significant ratio value is
increased until the action is completely performed, thus per-
forming the segmentation on-line. Fig. 8 shows the change in
significant ratio along with the number of frames to segment the
observed motion patterns into episodes of action. In this figure the
dotted line shows the manual segmentation.

To compare the performance of the proposed algorithm, seg-
mentation is performed based on the change in recorded joint
angle values. Fig. 9 shows the accuracy of segmentation output for
different types of actions. The average segmentation ratio is
computed for each action performed multiple times and sum-
marized in Table 3. As can be seen from these results, the seg-
mentation of the actions performed produces less error even at
the critical points where the actions transit from one motion
to other.
In order to assess the effectiveness of the proposed architecture
we have performed a comparison of our approach against the
most similar approach developed by Kulic et al. [12]. Comparing
heterogeneous techniques, even if they solve a common problem,
is a difficult task. Often their theoretical bases are too different,
making it difficult to evaluate them fairly. Here we used segmen-
tation accuracy a measure, despite its simplicity, still provide
useful indicator about the parsimony of the models produced by
the different approaches.
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The segmentation by Kuic et al. [12] is based on the analysis of
optical flow in the video sequence. The proposed algorithm sear-
ches for coherent clusters of optical flow, and generates segmen-
tation points in those frames where there are significant changes
to the coherent clusters. The result for the comparison for accuracy
of motion primitive segmentation is shown in Table 4. As can be
seen in Table 4, the Inc-KSFA algorithm achieves a correct seg-
mentation rate comparable the optical flow based approach. For
evaluation purposes we have used the data set consists of 17 min
of continuous whole body motion data of a single human subject.
The video of the dataset can be accessed on-line: https://ece.uwa
terloo.ca/dkulic/TRO2009SuppMaterial.html
Fig. 10. Plot for compression ratio and average mean square error for different
values of vigilance parameter.

Fig. 11. Plot of original and learned motion patterns for (a) and (b) Raising and Lowering
– LBA90).
For learning part of the algorithm the joint angle values are
utilized. The joint angles values are clustered based on the start
and end of an action obtained from the Incremental Kernel SFA.
Once the start of an action is detected, TGAR-HMM starts adding
the joint angle values as motion primitives in the form of nodes
linked with edges. The learning of that particular action is com-
pleted when the end of that action is detected. We used left-to-
right HMM model structure for representing observed motion
patterns to allow the data to flow in a sequential order in forward
direction of time. In left-to-right HMM the self-transition loop is
also allowed. After learning, the specific episode of action is clus-
tered according to its label. Thus, for each cluster, the observed
action is learned by the observer in an incremental manner.

As discussed earlier that the performance of TGARM greatly
depends on the selection of values for the vigilance parameter and
initial covariance matrix. For vigilance parameter, the value is
chosen to be ρ¼ 0:85, for fast learning and utilizing labelled
nodes. Similarly, the initial covariance matrix determines the iso-
tropic spread in feature space of a new nodes distribution. For
large values of γ, the learning will be slow with fewer nodes, while
for smaller values of γ, the training will be faster with more
number of nodes. The initial covariance matrix is selected in an ad-
hoc fashion through trial and error.

CompressionRatio¼No: of Samples
No: of Nodes

ð29Þ

Fig. 10 shows the effect of selecting different values of vigilance
parameter on the compression rate and generalization error. As
the value of vigilance parameter is increased, the mean square
error among the observed and learned values decreases by adding
more number of nodes to the network. For higher values of vigi-
lance parameter, the value of compression ratio (29) is decreased
Both Arms (RBA180 – LBA180); (c) and (d) Raising and Lowering Both Arms (RBA90

https://ece.uwaterloo.ca/dkulic/TRO2009SuppMaterial.html
https://ece.uwaterloo.ca/dkulic/TRO2009SuppMaterial.html
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resulting in encoding motion patterns as close as possible to the
observed motion.

We evaluated the performance of the system using error
between the demonstrated and learned motion to determine the
appropriate adapting learned motion. The mean error is used as a
metric to evaluate the sustainability of the learned motion with
respect to the demonstrated motion. This error metric provides a
measure for the evaluation of generalization capability of pro-
posed learning model. Fig. 11 shows generalization results for the
action of raising both arms (RBA) and lowering both arms (LBA).
Fig. 11 shows the results for shoulder movements.
7. Conclusion

In this paper we have developed the on-line segmentation
method utilizing visual data only instead of relying on the kine-
matic data such as joint angles. The proposed Incremental Kernel
SFA algorithm searches for the suitable slow features in the ima-
ges. After finding these features the significant ratio among the
captured frames was calculated. Incremental Kernel SFA need not
to calculate this significant ratio on all the previous data, which
makes it suitable for online applications. After segmentation the
observed motion patterns are encoded through TGAR-HMM. The
structure of model aggregates the information as observed and
organizes the information in an efficient growing and self-
organizing manner. The TGAR-HMM model efficiently learns and
encodes the spatio-temporal patterns and computes the prob-
ability that observation sequences could be generated. Secondly,
the novel HMM architecture adaptively selects the models struc-
ture based on the observed data and is not pre-defined based on
some prior knowledge. The proposed model has been tested for
different kinds of behaviour on an open humanoid platform
DARwIn-OP. The proposed algorithm achieves the better perfor-
mance both in segmentation and generalizing the observed
motion patterns.

The architecture presented here is inevitably limited in scope,
allowing for improvement in future work. First this system
assumes that an observer always stands face to face with a
demonstrator, and this system does not have concept about the
translation or rotation to the ground of the demonstrator. A key
piece of our learning system is the selection of vigilance parameter
which effects the performance of the system. In future work, the
testing of the proposed system using the human–robot experi-
ment will be considered.
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