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Wireless sensor networks consist of various sensors with limited power, which collect different useful and privately relevant
information. We pay attention to some issues related to sensor’s location privacy. Ant colony optimization provides a natural and
intrinsic way of exploration of search space for preserving sensor’s location privacy. In this paper, we focus on protecting the sensor’s
location by introducing suitablemodifications to sensor routing tomake it difficult for an eavesdropper to find the original location.
Andwe propose an energy efficient preserving sensor’s location privacy based on ant colony optimization scheme, which is a flexible
routing strategy to protect the sensor’s location. Simulation results show that our strategy can efficiently reduce the chance of packets
being detected and prolong the network lifetime. And the adversary can find it difficult to find the exact location of the source node.

1. Introduction

Wireless sensor networks have gained more popularity
in recent years. In wireless sensor networks, sensors are
deployed in various kinds of applications to monitor events
and transmit information to base station. In battlefield,
sensors are deployed to monitor enemy’s activity and send
messages to base station. And sensors can also be deployed
to monitor the environment and temperature in civilian
applications or monitor animals in natural habitats.

In a wireless sensor network, location information often
means the physical location of the event, which is crucially
given some applications of wireless sensor networks [1].
So if an attacker gets location information by analyzing a
message that was captured, he will move to the location and
monitor the event. Meanwhile, the attacker will collect a lot
of private information. So the information retrieved by these
networks is of vital importance andmust be properly secured
not only from curious eavesdroppers but also from more
skilled adversaries. Messages traversing the network can
be protected using traditional confidentiality and integrity
mechanisms. But, even if an adversary cannot obtain the
information contained in the payloads, he can still retrieve

other sensitive information by observing and analyzing the
communications [2]. For example, an attacker can obtain the
information from the network and the environment being
monitored by simple observation of the network traffic [3].
Besides, an attacker can compromise users’ location privacy
by observing the wireless signals from user devices [4, 5].

Although many existing privacy techniques can be
employed in sensor network scenarios, they cannot effectively
preserve the sensor location in a sensor network [6, 7]. The
reason is that the problems are different in fact and many of
the methods introduce overhead which are too burdensome
for sensor networks. And many techniques do not consider
the capacity, computing power, and power of sensors, which
are the limiting factors in wireless sensor networks. And
some techniques analyze privacy and anonymity issues and
propose solutions by manipulating the message contents [8,
9]. In contrast to their schemes, this paper addresses the
location privacy threat due to the physical wireless medium
that allows the adversary to perform traffic analysis to derive
the message flows.

In wireless sensor networks, minimization of energy
consumption is considered a major performance criterion to
providemaximumnetwork lifetime. Ant colony optimization
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algorithms simulating the behavior of ant colony have been
successfully applied in many optimization problems such as
vehicle routing and the asymmetric traveling salesman aswell
as routing in wireless sensor networks [10].

In this paper, we preserve sensor location informa-
tion and prolong the network lifetime in wireless sensor
networks. We present an energy efficient source location
privacy protecting mechanism (EELP), which applies the
ant colony optimization method to protect the location
privacy information. Our work differs from previous works.
In order to provide strong communication anonymity, a
random packet-forwarding strategy is presented. Whenever
a node receives a packet, it will figure out the next hop based
on the information of the pheromones, the distance, and
the remaining energy according to the routing table. Then
each node will update the information. After certain rounds
of transmissions, procedure of evaporating and depositing
pheromones will be applied which help EELP to adjust the
amount of the pheromones. So it is unlikely that the adversary
will continuously receive event packets from a monitored
node because packets are sent through different nodes which
can be far from each other. Moreover, even if the adversary
could capture the same packet at different relaying nodes, he
cannot correlate the packets. When a node sends an event
packet, any neighboring node can be the receiver and it is
infeasible to figure out the next-hop node. The adversary
cannot also infer the direction to the source node by following
the movement of the packets because the packets are sent
after random delay. A detailed analysis of EELP is provided,
and a comprehensive comparison with existing schemes is
presented to show its effectiveness and efficiency to preserve
sensor location privacy and prolong the network lifetime.

The rest of the paper is organized as follows. Related work
and previously proposed techniques for location privacy
are presented in Section 2. In Section 3, we illustrate the
preliminaries of the paper. After that, Section 4 discusses the
system model. Then we present our energy efficient source
location privacy protecting scheme in Section 5, followed by
the security analysis and performance analysis in Section 6.
Section 7 shows the experimental results and their anal-
ysis and comparison. Finally, we have the conclusions in
Section 8.

2. Related Work

In wireless sensor networks, it is important to provide
confidentiality to the sensor’s location. In this section, we
describe previous proposed technologies that were designed
to protect the objects and establish energy efficient topologies
to save energy.

For the location information, the periodic collection and
the source simulation schemes are proposed in [11], which
can protect the source location privacy against the global
eavesdropper. In periodic collection method, every sensor
node independently and periodically sends packets at a
reasonable frequency regardless of whether there are real
data to send or not. Although the periodic collection method
can efficiently preserve the source location privacy, every

sensor node must periodically send data and the method
increases the communication overhead and the latency. And
in source simulation method, the fake source nodes simulate
the real source node to send fake packets. This can confuse
the adversary. But there is no balanced energy consumption
between nodes.

In order to protect the source location privacy, a cross-
layer approach is presented in [12]. This scheme is similar
to phantom routing but it hides the walking phase in the
MAC layer to prevent the eavesdropper from monitoring
messages in the vicinity of the source node. Since beacons
are periodically broadcast regardless of the occurrence of
real events, the adversary is unable to distinguish legitimate
beacons from those containing event data.

ELSP is proposed in [13], which separates the sensor
nodes into groups. The source packet is randomly forwarded
within and between the groups with elaborate design to
ensure communication anonymity. Furthermore, members
of each group exchange encrypted traffic of constant packet
length to make it difficult for the adversary to trace back.
However, the proxy nodes and the key nodes exhaust a lot
of energy.

Ren et al. [14] propose a cyclic diversionary routing
scheme called CDR.The network is divided into several rings
according to the hop counts from the sensors to the sink. And
CDR establishes cyclic diversionary route at different levels
with a variant probability. When the data package comes to a
ring which is scheduled to establish cyclic diversionary route,
it will take a round trip and gather data of all the cluster heads
in the ring. So this can increase the energy cost of the network.

In order to maximize the time for adversary trace back
to source, a parallel-routing protocol is proposed in [15]. The
packets from the same source are passed through different
paths to the base station. Furthermore, a weighted random
stride routing is presented that breaks the entire routing into
rounds. In [16], FitProbRate is proposed to maintain source
anonymity, which is an exponentially distributed dummy
traffic generation scheme.The Fitprob parameter decides the
dummy traffic generated at a dynamic rate, which differs from
other similar works. It is a great improvement over source
simulation and fake sources but still has the drawback of
having overhead due to dummy packet generation.

Fan et al. [17] preserve location privacy by using homo-
morphic encryption operations to prevent traffic analysis
in network coding. In [18], each cluster header can filter
the dummy packets received from the sensor nodes of its
cluster to reduce the number of dummy packets. However,
the scheme requires much computation overhead due to
using asymmetric-key cryptography, and the packet delivery
delay is long because the cluster header sends packets with
a fixed rate regardless of the number of events it collects.
Mehta et al. [19] formalize the location privacy problem using
a global adversary model and compute a lower bound for
the overhead required for achieving a given level of privacy
protection. The proposed scheme by Alomair et al. [20]
can guarantee event indistinguishability by achieving interval
indistinguishability, where the adversary cannot distinguish
between the first, the middle, or the end of the interval. In
[21], dummy packets can be filtered at proxy nodes, and the
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lifetime of theWSN is analyzed at different proxy assignment
methodologies. Hong et al. [22] propose a scheme that can
thwart time correlation attack. In this attack, the adversary
exploits the time correlation of transmissions in successive
links to learn the end-to-end route. Zhou and Yow [23]
propose an anonymous geographic routing algorithm which
includes three components to avoid the explicit exposure of
identity and location in communication.

In energy-constrained wireless sensor networks, energy
efficiency is critical for prolonging the network lifetime. A
family of ant colony algorithms called DAACA is proposed
in [24]. DAACA consists of three phases: initialization,
packets transmissions, and operations on pheromones. In
the transmission phase, each node estimates the remaining
energy and the amount of pheromones of neighbor nodes to
compute the probabilities for dynamically selecting the next
hop. After certain rounds of transmissions, the pheromones
adjustments are performed, which take the advantages of
both global and local merits for evaporating or depositing
pheromones. Four different pheromones adjustment strate-
gies which constitute DAACA family are designed to prolong
the network lifetime.

In [10], the author wanted to maintain network life time
at a maximum, while discovering the shortest paths from the
source nodes to the base node using a swarm intelligence-
based optimization technique called ACO. A multipath data
transfer is also accomplished to provide reliable network
operations, while considering the energy levels of the nodes.
The energy efficient ant-based routing algorithm for WSNs
(EEABR) is proposed in [25], which is another proposed
ant-based algorithm to maximize the lifetime of WSNs. The
algorithm uses a good strategy considering energy levels of
the nodes and the lengths of the routed paths.

3. Ant Colony Optimization Algorithm

3.1. Ant Colony Optimization. In the ACO-based approach,
each ant 𝑘 tries to find a path to provide minimum cost in
the network. Ants are launched from a source node 𝑠 and
move through neighbor repeater nodes 𝑟

𝑖
and reach a final

destination node (sink) 𝑑. Whenever, a node transmits a data
to the destination which is described as a sink or base station,
launching of the ants is performed. After launching, the
choice of the next node 𝑟 is made according to a probabilistic
decision rule as

𝑃
𝑘 (𝑟, 𝑠) =

{{{

{{{

{

[𝜏 (𝑟, 𝑠)]
𝛼
⋅ [𝜂 (𝑟, 𝑠)]

𝛽

∑
𝑟∈𝑅
𝑠

[𝜏 (𝑟, 𝑠)]
𝛼
⋅ [𝜂 (𝑟, 𝑠)]

𝛽
, if 𝑘 ∉ tabu𝑟,

0, otherwise,
(1)

where 𝜏(𝑟, 𝑠) is the pheromone value, 𝜂(𝑟, 𝑠) is the value of
the heuristic related to energy, and 𝑅

𝑠
is a set of the receiver

nodes. For node 𝑟, tabu𝑟 is the list of identities of received data
packages previously. 𝛼 and 𝛽 are two parameters that control
the relative weight of the pheromone trail and heuristic value.
Pheromone trails are connected to arcs. Each arc(𝑟, 𝑠) has a
trail value 𝜏(𝑟, 𝑠) ∈ [0, 1]. Since the destination is a stable base

station, the last node of the path is the same for each ant travel.
The heuristic value of the node 𝑟 is expressed by

𝜂 (𝑟, 𝑠) =
(𝐸
𝐼
− 𝐸
𝑟
)
−1

∑
𝑛∈𝑅
𝑠

(𝐸
𝐼
− 𝐸
𝑛
)
−1
, (2)

where𝐸
𝐼
is the initial energy and𝐸

𝑟
is the current energy level

of receiver node 𝑟. This enables decision making according
to neighbor nodes’ energy levels, meaning that if a node
has a lower energy source then it has lower probability to
be chosen. Nodes inform their neighbors about their energy
levels when they sense any change in their energy levels.

In traditional ACO, a special memory named𝑀
𝑘
is held

in the memory of an ant to retain the places visited by that
ant (which represent nodes in WSNs). In (1), the identities of
ants (as sequence numbers) that visited the node previously
are kept in the node’s memories, instead of keeping node
identities in ant’s memories, so there is no need to carry𝑀

𝑘

lists in packets during transmission.This approach decreases
the size of the data to be transmitted and saves energy. In (1)
each receiver node decides whether to accept the upcoming
packet of ant 𝑘 or not, by checking its tabu list. So the receiver
node 𝑟 has a choice about completing the receiving process by
listening and buffering the entire packet. If the receiver node
has received the packet earlier, it informs the transmitter node
by issuing an ignore message and switches itself to idle mode
until a new packet arrives.

After all ants have completed their tour, each ant 𝑘
deposits a quantity of pheromone Δ𝜏𝑘(𝑡) given in (3), where
𝐽
𝑘

𝑤
(𝑡) is the length of tour 𝑤𝑘(𝑡), which is done by ant 𝑘 at

iteration 𝑡. The amount of pheromone at each connection
(𝑙(𝑟, 𝑠)) of the nodes is given in (4). InWSNs, 𝐽𝑘

𝑤
(𝑡) represents

the total number of nodes visited by ant 𝑘 of tour𝑤 at iteration
𝑡:

Δ𝜏
𝑘
(𝑡) =

1

𝐽𝑘
𝑤
(𝑡)
, (3)

𝜏 (𝑟, 𝑠) (𝑡) ← 𝜏 (𝑟, 𝑠) (𝑡) + Δ𝜏 (𝑟, 𝑠) (𝑡) ,

∀𝑙 (𝑟, 𝑠) ∈ 𝑤
𝑘
(𝑡) , 𝑘 = 1, 2, . . . , 𝑚.

(4)

Pheromone values are stored in a node’s memory. Each
node has information about the amount of pheromone on
the paths to their neighbor nodes. After each tour, an amount
of pheromone trail Δ𝜏𝑘 is added to the path visited by ant
𝑘. This amount is the same for each arc(𝑟, 𝑠) visited on
this path. This task is performed by sending ant 𝑘 back to
its source node from the base along the same path, while
transferring an acknowledgement signal for the associated
data package. Increasing pheromone amounts on the paths
according to lengths of tours, 𝐽

𝑤
(𝑡), would continuously

cause an increasing positive feedback. In order to control the
operation, a negative feedback, the operation of pheromone
evaporation after the tour, is also accomplished in (5). A
control coefficient 𝜌 ∈ (0, 1) is used to determine the weight
of evaporation for each tour [10]:

𝜏
𝑖𝑗 (𝑡) ← (1 − 𝜌) 𝜏𝑖𝑗 (𝑡) . (5)



4 International Journal of Distributed Sensor Networks

Table 1: Energy parameters table.

Symbol Definition Values
𝐸Tx-elec Transmitter electronics 50 nJ/bit
𝐸Rx-elec Receiver electronics 50 nJ/bit
𝜀amp Transmit amplifier 100 pJ/bit/m2

In simulations, ACO parameter settings are set to values 1
for 𝛼, 5 for 𝛽, and 0.5 for 𝜌, which were experimentally found
to be good by Dorigo [26].

3.2. Energy Consumption Model. Many energy models [27,
28] are used for energy consumption in wireless sensor
networks. In our work, we employ the model in which a
packet with the size 𝑘

𝑠
to be transmitted in the distance of

𝑑 will consume

𝐸Tx (𝑘𝑠, 𝑑) = 𝐸Tx-elec × 𝑘𝑠 + 𝜀amp × 𝑘𝑠 × 𝑑
2 (6)

for the transmitter and

𝐸Rx (𝑘𝑠) = 𝐸Rx-elec × 𝑘𝑠 (7)

for the receiver, respectively. The definitions of the symbols
are listed in Table 1.

4. System Model and Design Goals

4.1. Network Model. Sensor networks consist of a number of
different types of sensor nodes that have been deployed to
monitor environment or collect data and send information
to the sink in an area. In sensor networks, every sensor sends
data to its neighboring nodes within its radio range.

In this paper, we assume that sensor nodes are evenly
deployed in the sensor network and do not move after being
deployed. All of sensors have roughly the same capabilities,
power sources, and expected lifetimes. When a sensor node
monitors an object, the node will send a message to a base
station. And a message is forwarded through certain routing
strategies that adopted the sensor networks. Moreover, we
assume that a base station is deployed in the network and
collects event data with greater computational capabilities.

4.2. Adversary Model. For various kinds of wireless sensor
networks, we assume that an adversary is a motivated and
funded attacker whose objective is to learn sensitive location-
based information. The adversary has unbounded energy
resource, adequate computation capability, and sufficient
memory for data storage. And the adversary can observe and
eavesdrop on the information in a limited range. Although
the adversary can eavesdrop on the message between nearby
sensor nodes to backtrace to a parent node, the adversary
cannot determine the content of themessage that is encrypted
by secret keys.

Similar to [29], we assume that the adversary stays
nearby the base station or the sink, where it is guaranteed
that a large number of packets will arrive eventually. The
adversary is constantlymonitoring and eavesdropping.When

the eavesdropper monitors a message, he knows which node
among the neighborhood sent that message and will move to
the transmitting node. If the eavesdropper does not monitor
any message for a certain time, he will stay or go back one
step and keep monitoring.The adversary repeats this process
until it reaches the source. Then the adversary can know the
location information of source node. Besides, the adversary
can monitor the different transmission rates between the
nodes and select the correct backtracking routing. And the
eavesdropper may observe the correlation in transmission
times between a node and its neighbor, attempting to deduce
a routing path.

4.3. Design Goals. The network is modeled as a visibility
graph 𝐺 = (𝑉, 𝐸), where 𝑉 is the set of sensor nodes. Each
node has the maximum transmission range denoted by 𝑅,
by which it can setup its neighbor set and routing table. 𝑒

𝑖𝑗

represents the distance between node 𝑖 and node 𝑗 which is
smaller than 𝑅; meanwhile, the neighbor set Ω(𝑖) of node
𝑖 indicates a set of nodes whose distances are less than 𝑅
(Ω(𝑖) = {𝑗 | 𝑒

𝑖𝑗
≤ 𝑅}). The set of 𝑒

𝑖𝑗
comprises the 𝐸. The

goal is to find an energy efficient routing path to prolong the
network lifetime and prevent the adversary from getting the
source information by analyzing the traffic pattern.

5. The Energy Efficient Location Privacy
Protecting Scheme

In this section, we propose EELP family to protect loca-
tion privacy. In EELP family, we choose different process
of evaporating and depositing pheromones to prevent the
adversary from getting the location information. We first
give the basic idea of the energy efficient location privacy
protecting scheme (EELP), and then two heuristic algorithms
(LRP-EELP, LPU-EELP) are proposed to enhance the basic
idea. In Section 5.1 we present the basic idea of EELP, LRP-
EELP is shown in Section 5.2, and Section 5.3 describes
LPU-EELP in detail, respectively. And we assume that the
contents of all transmitted data packets are encrypted by
secret keys so that the adversary cannot gain the content of
transmitted packets and find the location of sensors. Many
key predistribution protocols can be used for our purpose
[30–32]. So the adversary cannot use the content to trace the
object.

5.1. The Basic Idea of EELP. In wireless sensor network,
nodes are considered as the artificial ants. The routing table
records the amount of the pheromones of links. Whenever a
node receives a packet, it will figure out the next hop based
on the information of the pheromones, the distance, and
the remaining energy according to the routing table. Then
each node will update the information. After certain rounds
of transmissions, procedure of evaporating and depositing
pheromones will be applied which help EELP to adjust the
amount of the pheromones. The objective of this process
is to guide the transmitting routing path to approach the
global optimal routing path which will conserve energy for
the network to some extent.
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Firstly every node constructs its own neighbor set and
routing table by broadcasting its 𝑖𝑑 and location information
within𝑅. Afterwards, the transmission process starts. Packets
are transmitted from the source nodes to the sink node
in each round. When a node receives a packet, it will
evaluate contents of the routing table including the remaining
energies and the amount of pheromones to calculate the
transmission probabilities of selecting the next hop. Then
one of its neighbors will be selected. When the number of
round is equal to the𝑢𝑝𝑑𝑎𝑡𝑒𝑅𝑜𝑢𝑛𝑑, all nodeswill perform the
evaporating and depositing operations. Each node evaporates
the pheromones of its neighbor and deposits pheromones
according to different specific conditions. After that each
node will update the pheromones of its neighbors.

The structure of EELP is shown in Algorithm 1. Initially,
the initialization of the network is carried out. Each node
broadcasts “Init” message to its neighbors. Then only the
nodes that are nearer to the sink node will be recorded in
the routing table and the contents of the table are initialized.
Then the transmission begins, the source nodes periodically
send the data packets to the sink node. When a relay node
receives a packet, it will calculate the probability of selecting
the next hop based on the elements in the routing table
including the distance, the amount of the pheromones, and
the estimated remaining energy. The transmission proceeds
until the data are transmitted to the sink node. After trans-
mitting 𝑢𝑝𝑑𝑎𝑡𝑒𝑅𝑜𝑢𝑛𝑑 rounds, adjustments of pheromones
are carried out. Each node updates the routing table to keep
the information fresh. At last each node broadcasts its actual
energy, by which the neighbor nodes will update the contents
of the routing table.

In the EELP, the pheromone is the most critical part
in adjusting the probabilities in the routing table. There-
fore, we firstly illustrate the constitution of the routing
table. The routing table contains the following elements:
{id, 𝑝(𝑖, 𝑗), 𝜏(𝑖, 𝑗), 𝐸est(𝑖, 𝑗), 𝐸𝜂(𝑖, 𝑗)}, and 𝑗 ∈ Ω(𝑖); id is the
identity of the node. 𝑝(𝑖, 𝑗) is the probability for node 𝑖 to
select node 𝑗 as the next hop which is computed as follows:

𝑝 (𝑖, 𝑗) =
[𝜏 (𝑖, 𝑗)]

𝛼
⋅ [𝜂 (𝑖, 𝑗)]

𝛽

∑
𝑗∈Ω(𝑖)

[𝜏 (𝑖, 𝑗)]
𝛼
⋅ [𝜂 (𝑖, 𝑗)]

𝛽
. (8)

𝛼 and 𝛽 are two parameters which control the relative weight
of the pheromone 𝜏(𝑖, 𝑗) and heuristic value 𝜂(𝑖, 𝑗). 𝜂(𝑖, 𝑗)
represents the inverse value of the energy distance 𝐸

𝜂
(𝑖, 𝑗)

between nodes 𝑖 and 𝑗, which is given by

𝜂 (𝑖, 𝑗) =
1

𝐸
𝜂
(𝑖, 𝑗)

. (9)

𝐸
𝜂
(𝑖, 𝑗) can be calculated as

𝐸
𝜂
(𝑖, 𝑗) =

𝐸dis (𝑖, 𝑗)

𝑒
1 (𝑖) × 𝑒2 (𝑖, 𝑗)

(0 < 𝑒
1
< 1, 0 < 𝑒

2
< 1) ,

(10)

where

𝑒
1 (𝑖) =

𝐸cur (𝑖)

𝐸init

𝑒
2
(𝑖, 𝑗) =

𝐸est (𝑖, 𝑗)

𝐸init
.

(11)

𝐸cur(𝑖) is the current energy of node 𝑖. 𝐸dis(𝑖, 𝑗) is the energy
distance which can be given by

𝐸dis (𝑖, 𝑗) = 𝐸𝑇𝑥-elec × 𝑘𝑠 + 𝜀amp × 𝑘𝑠 × 𝑒
2

𝑖𝑗
. (12)

𝑘
𝑠
is the size of the packet. 𝐸est(𝑖, 𝑗) shows the energy of node

𝑗 estimated by node 𝑖, which can be estimated as follows:

𝐸est (𝑖, 𝑗) = 𝐸init −
𝐸init − 𝐸est (𝑖, 𝑗)

𝑇 (𝑖, 𝑗)
× [𝑇 (𝑖, 𝑗) + 1] . (13)

𝑇(𝑖, 𝑗) is the transmission times from node 𝑖 to node 𝑗.
In the transmission phase, when a node receives a

packet, it will evaluate the remaining energy of all the
neighbors and update all the values in the routing table to
dynamically select the next hop. When round is multiple of
𝑢𝑝𝑑𝑎𝑡𝑒𝑅𝑜𝑢𝑛𝑑, procedure adjusting the pheromones starts.
First, the pheromones should be evaporated according to

𝜏 (𝑖, 𝑗) = (1 − 𝜌) × 𝜏 (𝑖, 𝑗) . (14)

𝜌 stands for the rate of evaporating pheromones. Then the
procedure of depositing pheromones is performed. Each
node selects the neighbor with the maximum estimation
energy (e.g., the node 𝑗) and increases the pheromone of node
𝑗 by 𝐸dis(𝑖, 𝑗) as

𝜏 (𝑖, 𝑗) = 𝜏 (𝑖, 𝑗) + 𝐸dis (𝑖, 𝑗) . (15)

When round is multiple of 𝑢𝑝𝑑𝑎𝑡𝑒𝑅𝑜𝑢𝑛𝑑, Algorithm 2 is
called to adjust the pheromones for each node. Firstly, the
evaporating and depositing of pheromones are taken. Then
updating of the routing table is carried out.

Once Algorithm 2 is finished, in the next period of
𝑢𝑝𝑑𝑎𝑡𝑒𝑅𝑜𝑢𝑛𝑑, the node with the highest 𝐸dis(𝑖, 𝑗) will have
a higher probability of being selected as the next hop. After
finishing depositing pheromones, the process of updating
the estimated energy value is performed. Each node will
broadcast its current energy in the range of 𝑅. The value of
𝐸est(𝑖, 𝑗) will be updated.

If a node happens to exist in the conjunction of two or
more different paths, the parent nodes will also use (15) to
increase the pheromones.

5.2. The Limited Range of The Pheromones-Based EELP. In
order to protect the location privacy, we require that the
packets are randomly transmitted to the sink according to
the pheromones. We use [𝜏min, 𝜏max] to limit the range of
the pheromones called LRP-EELP. The reason is that if the
pheromone is not limited in a range, some paths will own
higher probabilities than the others; nevertheless, with the
transmission going on, nodes in this kind of path will cost
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(1) Network Initialization
Node Initialization
Neighbor Initialization
Routing Table Initialization

(2) The source node begin to send its data packets to the destination hop by hop
(3) for all nodes 𝑖 are the neighbors of the node 𝑠 do
(4) the node 𝑠 evaluates the energy of 𝑖.
(5) the node 𝑠 calculates 𝑝 (𝑠, 𝑖).
(6) the node 𝑠 selects the next hop node 𝑘 based on 𝑝 (𝑠, 𝑘) (𝑖 = 𝑘).
(7) end for
(8) the node 𝑠 sends the packets to the node 𝑘
(9) while the node 𝑠 is not the sink do
(10) for all nodes 𝑗 are the neighbors of the node 𝑘 do
(11) the node 𝑘 evaluates the energy of 𝑗.
(12) the node 𝑘 evaluates 𝑝 (𝑘, 𝑗).
(13) the node 𝑘 selects the next hop node 𝑔 based on 𝑝 (𝑘, 𝑔) (𝑗 = 𝑔).
(14) end for
(15) the node 𝑘 sends the packets to the node 𝑔
(16) end while
(17) round = round + 1
(18) if 𝑟𝑜𝑢𝑛𝑑 = 𝑢𝑝𝑑𝑎𝑡𝑒𝑅𝑜𝑢𝑛𝑑 then
(19) Evaporating Pheromones.
(20) Depositing Pheromones.
(21) Updating Routing Table.
(22) Energy Broadcasting.
(23) end if

Algorithm 1: EELP structure.

(1) for all nodes 𝑖 do
(2) the node 𝑖 evaporates the pheromones.
(3) the node 𝑖 searches for the node with the highest 𝐸est (𝑖, 𝑗) where 𝑗 ∈ Ω (𝑖) in neighbor set.
(4) the node 𝑖 deposits pheromones
(5) if the conjunction times of node 𝑖 ≥ 2 then
(6) for all nodes 𝑗 are the neighbors of the node 𝑖 do
(7) 𝑗 deposits pheromones of 𝑖 according to (15).
(8) 𝑖 broadcasts the current energy.
(9) end for
(10) end if
(11) if the node 𝑖 receives a broadcast message from 𝑗 then
(12) the node 𝑖 updates 𝐸est (𝑖, 𝑗).
(13) the node 𝑖 updates the routing table.
(14) end if
(15) end for

Algorithm 2: Adjusting pheromones of EELP.

more energy than the others. And the adversaries can easily
backtrace to the source node. But according to (8), the
amount of pheromones is still large, which may cause them
more likely to be selected as the next hop and ultimately
results in local optimal solution.However, if the constraints of
pheromones are imposed, the aforementioned phenomenon
can be avoided and variety of paths will be formed; hence, it
is efficient to prevent the adversary to backtrace to the source
node and prolong the network lifetime.

We set the format of the packet header, which obtains the
id sequence of nodes and total energy consumption as IDlist
and 𝐸consumption. IDlist includes all the nodes in the trace from

the source to the current node. 𝐸consumption is defined as the
total transmission energy cost from the source to the current
node.

When a packet is received by a node, it will be takenwhich
adds id information and energy consumption information
into the newly defined packet header. And the sink node can
gain the energy cost of the transmission path and adjust the
amount of pheromones to obtain more transmission paths.
Let 𝐸cost be the minimum energy cost in a transmission path.

When a packet is sent to the sink node, the sink node
checks if the 𝐸consumption is smaller than 𝐸cost, if so, the 𝐸cost
and the corresponding IDlist will be updated. When round is
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multiple of 𝑢𝑝𝑑𝑎𝑡𝑒𝑅𝑜𝑢𝑛𝑑, the sink node will perform global
deposition process. Each node in the IDlist will update the
pheromones as follows:

𝜏 (𝑖, 𝑗) =

{{{

{{{

{

𝜏min, 𝜏 (𝑖, 𝑗) ≤ 𝜏min

(1 − 𝜌) ⋅ 𝜏 (𝑖, 𝑗) + 𝜌 ⋅
1

𝐸cost
, 𝜏min ≤ 𝜏 (𝑖, 𝑗) ≤ 𝜏max

𝜏max, 𝜏 (𝑖, 𝑗) > 𝜏max

(𝑗 ∈ Ω (𝑖) , 𝑖 ∈ 𝑃min, 𝑗 ∈ 𝑃min) ,

(16)

where 𝑃min is the minimum energy cost path.

5.3. The Local Pheromones Updating-Based EELP. According
to [33], Ant Colony System (ACS) applies the mechanisms
of ACO but some changes have been made to overcome the
drawbacks of ACO and enhance the performance of ACO.
ACS canmake full use of the accumulated pheromones in the
path. And the evaporating and releasing of the pheromones
are only carried out in the most optimal path so far. When
an ant passes through a trail, the pheromone of that trail will
be reduced which aims at enhancing the possibility of finding
more optimal solutions in other trails.

We use the Ant Colony System-based EELP algorithm for
establishing the location privacy protecting paths to preserve
energy called LPU-EELP. When a node selects the next hop
node, we set a random parameter 𝑞

0
∈ [0, 1]. The node 𝑖

selects the next hop node 𝑗 as

𝑗 =
{

{

{

arg max
𝑗∈allowed

{𝜏(𝑖, 𝑗)
𝛼
× 𝜂(𝑖, 𝑗)

𝛽
} , 𝑞 ≤ 𝑞

0

(8) , 𝑞 > 𝑞
0
,

(17)

where allowed is the set of the unselected nodes.
After successfully sending the packet in each round, each

node will locally update the pheromones as follows:

𝜏 (𝑖, 𝑗) = (1 − 𝜌) × 𝜏 (𝑖, 𝑗) + 𝜌 × Δ𝜏 (𝑖, 𝑗) . (18)

𝜌 stands for the rate of evaporating pheromones and

Δ𝜏 (𝑖, 𝑗) = min
𝑗∈Ω(𝑖)

(𝜏 (𝑖, 𝑗)) . (19)

The local pheromones updating aims at reducing the
probability of the selected node; thus, the probabilities of
unselected nodes will increase. So this can prevent the
adversary from getting the source information by analyzing
the traffic pattern.

6. Performance Analysis

In this section, we will analyze the source location privacy
of the proposed routing scheme. And then we will give the
analysis of the communication overhead of EELP. Finally, we
make an evaluation of the trace back time. From the following
analysis, we can see that our scheme brings a better network
security and maximal network lifetime.

6.1. Security Analysis. In EELP, the contents of all transmitted
data packets are encrypted by secret keys so that the adversary
cannot gain the content of transmitted packets and find the
location of sensors. So the adversary cannot use the content to
trace the object. And we assume that the adversary monitors
a local area with the intention of locating objects.We describe
that a node 𝑖 transmits a packet which is observed by the
adversary at time 𝑡. And each observation is a tuple (𝑖, 𝑡). Let
𝐺
𝑇
be all observation collected by the adversary.
The adversary wants to identify a set 𝐷

𝑇
⊂ 𝐼 of nodes

which represent the set of possible locations in the local
network. So the adversary knows that the monitoring objects
are close to some nodes in 𝐷

𝑇
at time 𝑇. Meanwhile, he will

believe that another node transmits a packet to the node. So
there is a transmitting path which is a set of observations
during the lifetime of the network upto time 𝑇. Obviously,
for each 𝑖 ∈ 𝐷

𝑇
, there must exit a set 𝑊

𝑖
⊂ 𝐺
𝑇
that

can be generated by an object. We call each such set of
observations a possibility trace. In other words, a possibility
trace is any subset of the adversary’s observations that could
be the transmitted result of a packet.

There is a close relationship between the location privacy
and the analysis of location information of the adversary.
The more uncertainty the adversary will analyze the location
of nodes, the better protecting location privacy is. In the
eavesdropping area, the adversary will need to choose the
nodes of his analysis. We assume that the possible sensor
nodes in 𝐷

𝑇
include real nodes which transmit data to sink.

So if the size of 𝐷
𝑇
is very large, the adversary will find it

difficult to gain the accurate location information. In other
words, it is good for protecting location privacy. Let 𝐷

𝑅
be

the set of the protected nodes. We use information-theoretic
metric called entropy [34], to measure the privacy protection
provided by our scheme. The entropy of identifying the real
source node in the wireless sensor network is defined as

𝑐 = −

|𝐷
𝑇
|

∑

𝑖=1

𝑃
𝑖
⋅ log
2
(𝑃
𝑖
) , (20)

where 𝑃
𝑖
is the probability that node 𝑖 is the source node, |𝐷

𝑇
|

is the number of nodes that is uncertain by the adversary, and
∑
|𝐷
𝑡
|

𝑖=1
𝑃
𝑖
= 1. Therefore, the probability 𝑃

𝑖
of any sensor nodes

in 𝐷
𝑇
being real nodes can be estimated by |𝐷

𝑅
|/|𝐷
𝑇
|. Then

we denote the size of 𝐷
𝑇
as𝑀 (|𝐷

𝑇
| = 𝑀). And let𝑚 be the

size of the protected nodes set (|𝐷
𝑅
| = 𝑚). And we define the

location privacy as

𝑐 = −

|𝐷
𝑇
|

∑

𝑖=1

𝐷𝑅


𝐷𝑇


⋅ log
2
(

𝐷𝑅


𝐷𝑇


)

= −

𝑀

∑

𝑖=1

𝑚

𝑀
⋅ log
2
(
𝑚

𝑀
)

= 𝑚 ⋅ log
2
(
𝑀

𝑚
) .

(21)

The entropy characterizes the adversary’s uncertainty
about the location of the source node in a wireless sensor
network. The maximum entropy (or the maximum privacy
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level) can be achieved when the probabilities 𝑃
𝑖
pursue

uniformdistribution, that is, when the adversary believes that
all the nodes in the network have the same probability to be
the real source node. So we define set 𝐷∗

𝑇
= 𝐼, where 𝐼 is the

set of nodes in the whole sensor network. And |𝐼| = 𝑁, where
𝑁 is the number of nodes in the whole network.

In this case, the source node is perfectly hidden in the
network and the adversary cannot reduce the anonymity set.
Therefore, we have the optimal entropy

𝑐 = −

|𝐷
𝑇
|

∑

𝑖=1

𝐷𝑅


𝐷𝑇


⋅ log
2
(

𝐷𝑅


𝐷𝑇


)

=
𝐷𝑅
 ⋅ log2 (

𝐷𝑇


𝐷𝑅


)

≤
𝐷𝑅
 ⋅ log2 (

𝐷
∗

𝑇


𝐷𝑅


)

= 𝑚 ⋅ log
2
(
𝑁

𝑚
) .

(22)

We note that the level of location privacy is measured by the
size of 𝐷

𝑇
and 𝐷

𝑅
. In different applications and context, the

privacy measurement can be modified for different privacy
requirements.

We note that the size of 𝐷
𝑇
can influence the level of

location privacy. In other words, if the adversary gains certain
location information and monitor a particular trace, the
privacy would go lower. However, the privacy can increase
if the number of the possible traces increases. Above this
depends on the sensor network application and the adversary
model. For instance, if the adversary wants to identify the
location of certain nodes, spending a lot of time to investigate
the possible locations, the privacy can be preserved and the
location information can be security at any time before 𝑇. At
each point in time, we can get the appropriate level of location
privacy for different context.

For packet back tracing attack, it is unlikely that the
adversary will continuously receive event packets from a
monitored node because packets are sent through different
nodes which can be far from each other.Moreover, even if the
adversary could capture the same packet at different relaying
nodes, he cannot correlate the packets.When a node sends an
event packet, any neighboring node can be the receiver and
it is infeasible to figure out the next-hop node. The adversary
cannot also infer the direction to the source node by following
themovement of the packets because the packets are sent after
random delay.

6.2. Communication Cost and Privacy. While we preserve
the location privacy in the sensor network, we are interested
in minimizing the amount of communication overhead.
It is efficient to extend the lifetime of sensor network by
decreasing the communication overhead. Let𝑋

𝑇
be a random

value that represents the number of observations by time 𝑇.
And let 𝐸(𝑋

𝑇
) = 𝜀
𝑇
be the number of transmitted packets by

time 𝑇. For a given sensor node 𝑗 ∈ 𝐷
𝑇
, with corresponding

possibility trace𝑊
𝑗
, we will have

𝐸 (

𝑊
𝑗


) = 𝐸 (𝑋

𝑇
) = 𝜀
𝑇
. (23)

Theorem 1. Given a possibility set 𝐷
𝑇
= (𝑑
1
, . . . , 𝑑

𝑘
), for any

𝑑
𝑖
∈ 𝐷
𝑇
, let𝑊

𝑖
be the corresponding possibility trace. Suppose

that 𝑝 is the probability of an observation being included in
another possibility trace. And let 𝑐 be the level of privacy.
Therefore, the minimum communication cost is

Min (𝐸
𝑇
) =

2
𝑐/𝑚
⋅ 𝑚 ⋅ 𝜀

𝑇

𝑝 ⋅ (2𝑐/𝑚 ⋅ 𝑚 − 1) + 1
. (24)

Proof. For a possibility set 𝐷
𝑇
= {𝑑
1
, . . . , 𝑑

𝑘
}, we have 𝑐 =

𝑚 ⋅ log
2
𝑘/𝑚 and thus 𝑘 = 2𝑐/𝑚 ⋅ 𝑚. For any 𝑑

𝑖
∈ 𝐷
𝑇
, 𝑊
𝑖

is a corresponding possibility trace. We have 𝑊 = ⋃𝑘
𝑖=1
𝑊
𝑖
.

So we note that the communication cost at time 𝑇 can
be estimated by |𝑊|. Then the probability 𝑝 represents an
observation in another possibility trace. Let 𝐸

𝑇
be the sum

of the communication cost of each possibility trace by time
𝑇. We can get the minimum communication cost

Min (𝐸
𝑇
) = 𝐸 (|𝑊|) =

∑
𝑘

𝑖=1
𝐸 (
𝑊𝑖
)

(𝑘 − 1) ⋅ 𝑝 + 1

=
𝑘 ⋅ 𝜀
𝑇

(2𝑐/𝑚 ⋅ 𝑚 − 1) ⋅ 𝑝 + 1

=
2
𝑐/𝑚
⋅ 𝑚 ⋅ 𝜀

𝑇

(2𝑐/𝑚 ⋅ 𝑚 − 1) ⋅ 𝑝 + 1
.

(25)

We can get the relationship between privacy and com-
munication cost fromTheorem 1. Meanwhile, in order to get
the minimum communication cost in the sensor network,
we need to achieve a given level of location privacy. If the
size of the set 𝐷

𝑇
is increased in a large sensor network, the

number of the possibility traces also grows and 𝑝 is usually
very small. In optimal solution, when 𝐷

𝑇
is too large, 𝑝 can

be approximated by zero and the communication cost 𝐸
𝑇

becomes 2𝑐/𝑚 ⋅ 𝑚 ⋅ 𝜀
𝑇
.

Figures 1 and 2 show the relationship between the level
of privacy and communication cost. Figure 1 shows the
relationship with the different number of protected nodes.
For the same 𝑝, we can see that as the number of protected
nodes (𝑚) increases, increasing the level of privacy require
less communication overhead. This is due to the increased
number of protected nodes in the same area. The probability
that the adversary finds the protected nodes increases. So the
communication overhead decreases. When𝑚 is low, increas-
ing the level of privacy is needed to increase communication
overhead.

In Figure 2, when 𝑝 increases, the location of nodes is
more possible in another trace and the higher level of privacy
is needed to generate less communication overhead. When
𝑝 decreases, we note that an observation belongs to only
a few traces, so an observation is in another trace with
less possibility. So increasing privacy is needed to generate
increasing communication cost.
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Figure 1: The different number of protected nodes.
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Figure 2: The different probabilities 𝑝.

6.3. Trace back Time. In order to preserve location privacy,
we analyze the adversary trace back time. If we can increase
the trace back time, we can efficiently protect the location
information and the adversary may spend lots of time to
choose the correct routing. In our schemewe note that sensor
nodes can randomly choose their neighbors to transmit a
packet to the base station. So this can generate 𝑛 paths as
a set 𝐾

𝑅
= {𝑘
1
, 𝑘
2
, . . . , 𝑘

𝑛
} by the real source node in our

routing scenario. And the length of each path is the number
of hops between the source node and the base station. Let 𝐸
be the amount of energy required to transmit a packet from
the source node to the base station.Thenwe define the length
of each path 𝑘

𝑖
(𝑘
𝑖
∈ 𝐾
𝑅
) that can be chosen between 𝑘

0
and

𝑘
𝑛
(|𝑘
𝑖
| ∈ [𝑘

0
, 𝑘
𝑛
], 1 ≤ 𝑖 ≤ 𝑛, 𝐸 ≤ 𝑘

𝑁
). And we assume that

each source node 𝑖 can randomly choose each path 𝑘
𝑖
with

probability𝑝
𝑖
(𝑝
1
+𝑝
2
+⋅ ⋅ ⋅+𝑝

𝑛
= 1). Once the adversary starts

tracing on one routing path, he will not be able tomonitor the
packet on the other path. When the adversary eavesdrops the

packet on path 𝑘
𝑖
, the trace back time is |𝑘

𝑖
|/𝑝
𝑖
. We will get

the trace back time

𝑇tr = 𝑝1 ⋅

𝑘1


𝑝
1

+ 𝑝
2
⋅

𝑘2


𝑝
2

+ ⋅ ⋅ ⋅ + 𝑝
𝑛
⋅

𝑘𝑛


𝑝
𝑛

=
𝑘1
 +
𝑘2
 + ⋅ ⋅ ⋅ +

𝑘𝑛


≤ 𝐸 + (𝑛 − 1) ⋅ 𝑘𝑁.

(26)

Wenote thatwhen all of the flows are distributed to 𝑘
1
and

all other paths have the maximum length, the average trace
back time is maximized.

7. Experimental Results

In this section, we simulate different algorithms (CDR, ELSP,
EELP, LRP-EELP, and LPU-EELP) to evaluate and compare
the performances of the EELP family with existing schemes.
We analyze the energy cost of each node and the network
lifetime. Meanwhile, we evaluate the network security and
location privacy against the adversary attack. In the exper-
iments, our method can effectively preserve the location
privacy of sensor node and decrease the communication
overhead.

7.1. Simulation Setup. The simulation is based on TOSSIM
[35]. In the simulation, we assume that there are sensor nodes
distributed randomly in a square area of 100m × 100m.
All nodes have the same transmission range. The simulation
parameters are given in Table 2. There is a single sink node
located at center of the wireless sensor networks, which
receives the data of source nodes for all the simulations. We
use the energy model to estimate the power consumption.
After the sensor network is deployed, every node constructs
its own neighbor set and routing table by broadcasting its 𝑖𝑑
and location information within 𝑅. When a node receives a
packet, it will evaluate contents of the routing table including
the remaining energy and the amount of pheromones to
calculate the transmission probabilities of selecting the next
hop until the packet reaches the sink.

During our evaluation, three metrics are used to evaluate
the performance of the proposed schemes: remaining energy,
latency, and privacy. Remaining energy is defined as the
remaining energy of the sensor network. Latency is the time
for an event message traveling from the source to the base
station. Privacy is the important information for different
schemes.

7.2. Simulation Results. According to (6) and (7), Figure 3
shows the total energy expended in the system as a trans-
mission distance increases from 1m to 10m and the energy
expended in the total transmission hops increases from 1 to
1600, for the scenario where each node has a 4096-bit data
packet to send to the base station. This shows that when the
transmission energy is the same as the received energy from
Table 1, a short transmission distance or the few transmission
hops can decrease the energy of the whole sensor network.

In Figures 4 and 5, we calculate the average remain-
ing energy of nodes with different algorithms. And higher
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Table 2: Simulation parameters table.

Symbol Definition Values
𝑁 Number of sensor nodes 600–1600
𝐸Tx-elec Transmitter electronics 50 nJ/bit
𝐸Rx-elec Receiver electronics 50 nJ/bit
𝜀amp Transmit amplifier 100 pJ/bit/m2

𝑅 Transmission range 10m
𝐸
𝐼

Initial energy of sensor nodes 10 J

𝛼
Relative influence of pheromone
values 𝜏 (𝑖, 𝑗) 1

𝛽
Relative influence of heuristic values
𝜂 (𝑖, 𝑗)

5

𝜌 Pheromone evaporation 0.3
𝑞
0

The random parameter 0.5
𝜏min Theminimum pheromone 0.4
𝜏max Themaximum pheromone 0.9
𝑃size Packet size 512 B

1500 0

10

0.0
0.2

0.4
0.6

0
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1000

5

Figure 3: Energy consumption under EELP route scheme (3D).

remaining energy means less energy consumption. Each
algorithm will initialize the topology of the network. With
the transmissions going on, some of the algorithms will
reconstruct or maintain the topology to balance the energy
cost of each node [36]. Hence, the topologies of some
algorithms are dynamical.

We can see that the energy consumptions of construction
and maintenance of the network topology are high in CDR
and ELSP. For CDR scheme, in order to conduct dummy
traffic to hide real events, CDR divides the network into
several rings according to the hop counts from the sensors
to the sink. In each period, the ring where the object appears
must establish cyclic diversionary route. And other rings are
scheduled to establish cyclic diversionary route with a certain
probability 𝑝

𝑖
. And in a ring, the packet will take a round trip

and gather data of all the cluster heads in the ring. So a large
number of energies are wasted to establish cyclic diversionary
route and transmit dummy packets. Therefore, the CDR
scheme costs more energy than others. In ELSP, sensors are
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Figure 4: The remaining energy after transmitting 5000 packets.
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Figure 5: The remaining energy of the network.

divided into different groups. And a proxy node receives
transmission packets from other groups and transmits the
packets to the key node. Therefore, the proxy nodes and
the key nodes will suffer from more energy consumptions
than other nodes. Meanwhile, the packets are transmitted
through each group in the network, which can generate a
heavy burden of all the nodes in ELSP.

In the family of EELP, there is no energy consumption
in maintaining or reconstructing the topology; therefore,
the average energy cost is lower than other algorithms.
The energy consumption concentrates on sending packets
to the next hop. After certain rounds of transmissions, the
pheromones adjustment will be carried out, which does not
cost much energy. From Figures 4 and 5, the relationship
among the EELP family in terms of average energy cost
is LPU-EELP < LRP-EELP < EELP. So our methods can
efficiently save the energy.

From Figures 6 and 7, we calculate energy difference to
evaluate the balanced consumption of energy. We aim at
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Figure 6: Energy difference after transmitting 5000 packets.
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Figure 7: Energy difference of the network.

testifying whichmethod can balance the usage of energy.The
balanced consumption can directly affect the lifetime of the
network, which is the most prominent feature in energy effi-
ciency in wireless sensor networks. If the energy difference is
big, the energy is not averagely used, whereas smaller energy
difference indicates the balanced energy consumption.

We can see that the energy difference of CDR is the
highest. The reason is that it will establish cyclic diversionary
route at different levels with a variant probability. And some
nodes send dummy packets to their cluster heads with a
probability 𝑞. And in a ring, the packet will take a round trip
and gather data of all the cluster heads in the ring. So the
cluster nodes and its neighbors generate unbalanced energy
consumption. Therefore, a big energy difference occurs.

In ELSP, the proxy nodes and the key nodes consume
most of the energy. Because the proxy nodes receive the other
group packets and send the packets to the key nodes.Then the
key nodes transmit the packets to other normal nodes. So the
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Figure 8: Network lifetime of different protocols.
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Figure 9: Average successful ratio of one hop transmission.

packets must be transmitted by the proxy nodes and the key
nodes in a group. Thereby, there is a large energy difference
between the proxy nodes or the key nodes and others.

In EELP, when selecting the next hop, each node will
estimate the remaining energy of its neighbor to achieve
balanced usage of energy.Moreover, in the process of deposit-
ing pheromones, the path with minimum energy cost will
obtain additional pheromones, by which the balanced usage
of energy is implemented. The energy difference relationship
among EELP family is LPU-EELP < LRP-EELP < EELP.

The initial energy of each node is set as 0.05 J.Wemeasure
how many rounds the network will sustain until any node
exhausts in each algorithm. The parameter 𝑢𝑝𝑑𝑎𝑡𝑒𝑅𝑜𝑢𝑛𝑑 is
set as 100 and 200, respectively. From Figure 8, the EELP
family shows longer lifetime than the other algorithms. In
CDR, the energies of the cluster nodeswill firstly be exhausted
because of frequent receiving and transmitting packets. The
lifetime of ELSP is short, which the proxy nodes and the key
nodes exhaust a lot of energy.
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In Figure 9, we analyze the average success ratio of one
hop transmission of each algorithm. Packets are sent from
the sources to the destination nodes. We count the success
ratio of one hop transmission of each packet and calculate the
average successful ratio of the one hop transmission. And the
successful ratio of EELP is higher than other algorithms.

Figure 10 compares the network transmission latency in
different algorithms. In CDR, the packet will take a round trip
and gather data of all the cluster heads in the ring. Before the
packet is transmitted to the sink, the packet will take a round
trip in each ring. And the packet will need time to process
the dummy messages in CDR. So the transmission latency
will keep rising as the number of rings grows between the
source and the sink. In ELSP, the packet will be transmitted
to each group. In a group the packet will randomly be sent to
the internal nodes. So the transmission latency increases. In
EELP family, each node will estimate the remaining energy
of its neighbor to send the packets to the next hop. And our
methods can choose the short transmission path using the
ant colony optimization. So the transmission latency is short
in EELP family.The transmission latency relationship among
EELP family is LPU-EELP < LRP-EELP < EELP.

Figure 11 shows that we have to pay communication costs
to achieve a given level of location privacy. During the
simulation, we assume that there is only one object in the
network. And whenever a sensor node receives a packet, it
will forward it to the next hop as soon as possible. And
the object frequently generates the event messages. So the
interval is very small.We can see that the communication cost
increases as the level of privacy increases. And the communi-
cation cost of our method is very close to the performance
of the optimal privacy, which is analyzed in Theorem 1. In
CDR, cyclic diversionary route and some dummy messages
are created to confuse the adversaries. But this can generate
massive and unbalanced energy consumption. In ELSP, the
packets are transmitted from one group to another group.
And the proxy nodes and the key nodes frequently send
packets in a group. Although it can protect the source node,
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Figure 11: The relationship between communication cost and the
level of privacy.

it generates more communication cost in ELSP. In EELP
family, according to the remaining energy of the neighbor, a
node randomly chooses the high remaining energy node as
the next hop node. So the EELP family can effectively and
efficiently preserve location privacy with practical tradeoffs
between communication cost, privacy, and latency.

7.3. Other Characteristic

7.3.1. Robustness. When selecting the next hop, eachnodewill
refer to the probability recorded in the routing table, all the
paths are dynamical, if a node is removed from the network,
only the nodes nearby are required to update the routing
table. Therefore, the adjustment of removing a node can be
locally achieved. As a result, EELP family owns the feature of
robustness.

7.3.2. Fault Tolerance. Suppose errors occur in the element of
the node which prohibits it from working. In this case, the
node nearby can remove this node from the routing table.
Therefore, the faulty nodeswill no longer exist in the topology
of the network. They cannot affect the transmission of the
network. So EELP family is fault tolerant to faulty nodes.

7.3.3. Scalability. Since nodes are deployed randomly in the
network, each node only needs to maintain the routing table
for dynamically selecting the next hop.Therefore, if a node is
added in the network, it only needs to broadcast its identity
information and sets up routing table; the nodes nearby are
only required to add a new item of the routing table. So we
can conclude that EELP family is scalable.

8. Conclusion

In this paper, we focus on the location privacy problem
in sensor network. We propose an energy efficient source
location privacy protecting scheme (EELP), which applies
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the ant colony optimization method to prevent an adversary
from back tracing message routing paths to the event source.
Whenever a node receives a packet, it will figure out the
next hop based on the information of the pheromones, the
distance, and the remaining energy according to the routing
table. Then each node will update the information. After
certain rounds of transmissions, procedure of evaporating
and depositing pheromones will be applied which help EELP
to adjust the amount of the pheromones. And it can efficiently
protect the location information of source node and prolong
the network lifetime.

Wireless sensor network is widely deployed to collect
valuable information. However, it is obvious that preserving
private location information is a big challenge in sensor
network. And an eavesdropper may be able to find location
information by monitoring and analyzing message routing
paths, which can be a serious privacy issue. Our future work
is to further study wireless sensor networks and efficiently
protect location privacy. And we are extending the proposed
protocol to support other functions, such as range query, top
k-query, and data aggregation.
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