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Abstract

The Byzantine Agreement (BA) plays a key role in fault-tolerant distributed system design. A number of solutions to the BA problem based on
various network model assumptions have been proposed. However, most existing BA protocols are designed for pure wired or pure wireless
networks. In practice, most current networks are combined wired and wireless environments. In this paper, we extend the BA problem over a
combined wired/wireless network, consisting of both powerful computing stationary processor and low-power mobile processor. The
communication overhead of BA protocol is inherently large and secure group communications are important. The protocols proposed in this
paper use the hierarchical model concept to reduce the communication overhead and provide secure group communications well suited for combined
wired/wireless networks.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The Byzantine Agreement (BA) problem introduced by
Pease, Shostak and Lamport [9] is one of the fundamental
problems in distributed computing. Assuming a distributed
systemwith n (n≥4) processors, of which at most n/3 processors
may be fallible, the source processor sends its initial value to the
other processors in the beginning. All processors (without source
processor) then exchange messages and a common agreement
value is reached among all fault-free processors. More precisely,
the BA problem is defined by the following two properties:

Agreement: All fault-free processors agree on the same
common agreement value.
Validity: If the source processor is fault-free, the common
agreement value should be the initial value of the source
processor.
⁎ Corresponding author. Tel.: +886 4 23323000x4218; fax: +886 4 23742337.
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In previous results, the BA problem was solved in many
network models with various fallible component assumptions,
such as fully connected [9,15], generalized connected [12],
general [7,11],multicasting [13] andmobile ad-hoc networks [14].

In [9], the network topology is fully connected network, and
the fallible component assumption involves only malicious
faulty processors. Detailed descriptions of faulty components
are shown in Section 2. In [15], the network topology is also
fully connected network, but the fallible component assump-
tions are malicious faulty processors and malicious faulty
communication links. In [12], the assumption in a generalized
connected network is that all network processors are partitioned
into groups. Each group has the same number of processors,
with the network topology fully connected. The fallible
components include malicious faulty processors and malicious
faulty communication links.

In the general network [7,11], the network topology may not
be fully connected, the fallible components are dormant/
malicious faulty processors, and dormant/malicious faulty
communication links. In the multicasting network [13],
processors are partitioned into groups, with each group having
different numbers of processors, the network topology may not
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be fully connected and fallible components are dormant/
malicious faulty processors and dormant/malicious faulty
communication links. In [14], the mobile ad-hoc network
assumption is that each processor has mobility. The fallible
components are malicious faulty processors andmalicious faulty
communication links. Many graceful BA protocols have been
proposed according to the different network model assumptions.
BA protocols have been proposed to ensure the reliability and
fault-tolerance in different network models. Table 1 shows a
comparison of various protocols over different network models.

The above-mentioned network models can be classified into
two categories based on their mobility features. The two types
are wired and wireless networks. Awired network consists of a
hard-wired backbone and powerful computing processors.
Therefore, the bandwidth speed, computation ability and
reliability of wired networks are generally much better than
those of wireless networks. A wireless network consists of
mobile processors without a fixed infrastructure. Therefore, the
wireless networks are very attractive for tactical communica-
tions in the military, law enforcement, and conferences [5].

However, the processors in a wired network do not have
mobility. The limited resources (e.g., bandwidth and limited
power) make the computation ability of mobile processors
weaker than that of stationary processors. Therefore, most
network environments today are combined wired and wireless.
The combined wired/wireless networks have the advantages of
both wired (e.g., powerful computation ability, high bandwidth,
reliability, and so on.) and wireless networks (e.g., mobility,
quick deployment, and so on).

Previous BA protocols for wired network [11–13,7,9,15]
were not applicable in combined wired/wireless networks.
Because, mobile processors may move away from the network
during BA protocol execution and back to the network before
ending the BA protocol, these mobile processors would not
receive enough messages to reach a common agreement value.
This situation violates the requirements of the BA problem in
that “all fault-free processors” must agree on the same common
agreement value. Previous BA protocol for wireless network
[14] assumed that the communication between each processor is
secure by using encryption technology. However, they did not
explain how to create secure communication channel. Further-
more, the communication overhead of the BA protocol is
Table 1
The comparison of various protocols over different network models

Network models

Fully
connected
network

Generalized
connected
network

General
network

Multicasting
network

Ad-hoc
network

Lamport et al. [9] V
Yan et al. [15] V
Wang et al. [12] V V
Meyer et al. [7] V V
Siu et al. [11] V V
Wang et al. [13] V V V V
Wang et al. [14] V V V
inherently large because the BA protocol requires numerous
rounds to exchange messages [4,6,9]. Previous BA protocols
designed for flat architectures were not efficient because all
messages must propagate globally throughout the network.

To solve the BA problem in the combined wired/wireless
network, create secure communications between each processor
and reduce the communication overhead, we propose a secure
communication protocol and a hierarchical BA protocol. The
proposed standard protocols called the SBAP (Server-initial
Byzantine Agreement Protocol) and SGCP (Secure Group
Communication Protocol). The SBAP uses the hierarchical
model concept to reduce the communication overhead and
provide secure group communications by SGCP.

The rest of this paper will proceed as follows. Section 2
introduces the conditions for the BA. Section 3 introduces the
security technologies. The new approach is given in Section 4.
An example of the proposed protocols is shown in Section 5.
Section 6 gives the correctness and complexity of the SBAP.
Conclusions are discussed in Section 7.

2. The conditions for Byzantine Agreement

The design and development of the BA protocol involves
requirements that must be taken into account. There are the
symptoms of a faulty processor, the symptoms of a faulty
communication link, the system model, the number of message-
exchange rounds, and the number of allowable faulty processors.

2.1. The symptoms of a faulty processor

A processor is fault-free if it follows the protocol specifica-
tions; otherwise, the processor said to be faulty. Faulty processor
symptoms may include dormant fault (both crash and omission)
or malicious fault (also called the Byzantine fault or the arbitrary
fault) [7]. A crash fault occurs when a processor is broken. An
omission fault takes place when a processor fails to transmit or
receive a message on time. The most damaging fault type is the
malicious fault (worst case), because the behavior of a malicious
faulty processor is unpredictable and arbitrary. For example, a
malicious faulty processor may work in coordination with other
faulty processors to prevent other fault-free processors from
reaching a common agreement value. If the BA problem can
solve the worst case, the BA problem can also be solved under
other fault type conditions. The proposed protocol will solve the
BA problem with malicious faulty processors (worst case).

2.2. The symptoms of a faulty communication link

The symptoms of a faulty communication link can also be
divided into two types. They are dormant fault (omission and
delay) and malicious fault. In a synchronous system, each fault-
free processor can detect messages from a dormant faulty
communication link using the time-out mechanism or encryp-
tion technologies. Messages from a malicious faulty commu-
nication link can be detected by encryption technologies. In this
study, the symptom of a faulty communication link is assumed
malicious (worst case).



Fig. 1. An example of combined wired/wireless network.

Fig. 2. Diffie–Hellman key exchange.
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2.3. The system model

Byzantine agreement protocols imply large communication
overhead [4,6,9]. The previous network architectures from these
results [6–9,1,4,11,14,15] were all flat architectures, with all
processors carrying the same responsibility. BA protocols in flat
architectures are not efficient because all messages must
propagate globally throughout the network. To reduce the
communication overhead, we used a hierarchical model concept.
Our network model is a two-level combined wired/wireless
computing environment consisting of a wired backbone and
wireless cells that provide access to mobile processors.

Fig. 1 shows an example of the two-level combined wired/
wireless network. There are sixteen processors in the network.
There are four agreement–servers, five stationary processors
and seven mobile processors. Each agreement–server manages
a zone's processors. For example, agreement–server ASA
manages processor A1, A2 and A3 in the zone A.

The assumptions and parameters of our system model are
listed as follows:

• The underlying network is a two-level combined wired/
wireless network.

• Processors include agreement–server, mobile processor and
stationary processor.

• Agreement–server is a powerful and reliable computer with
high bandwidth.

• Let N be the set of all processors in the network and |N| =n,
where n is the number of processors in the underlying
network.

• Let ZN be the set of all agreement–servers in the network and
|ZN| = zn, where zn is the number of agreement–servers in the
underlying network and zn≥4.

• The underlying network is unreliable: messages may be
dropped, reordered, inserted or duplicated by faulty
processors or communication links.

• Each processor in the network can be identified uniquely.
• Let pm be the maximum number of malicious faulty pro-
cessors allowed.
• Let zm be the maximum number of malicious faulty
agreement–servers allowed.

• A processor does not know the faulty status of other
processors in the underlying network.

2.4. The number of required rounds of message-exchange

In the BA protocol, we use term “round” to compute the
amount of messages exchange. The term “round” denotes the
interval of message exchange between any pair of processors
[4,9]. Fischer and Lynch [4] indicated that t+1 (t= ⌊(n−1)/3⌋)
rounds are the minimum number of rounds required to get
enough messages to achieve BA.

The network architecture by Fischer and Lynch [4] is flat
architecture, but the network architecture in our system is a
hierarchical architecture. In our protocol, only agreement–
servers need to exchange messages in the Message Exchange
Phase. Therefore, the number of required rounds of message-
exchange is zm+1 (zm= ⌊(zn−1)/3⌋).

2.5. The constraints

In the BA problem, the number of faulty processors that can
be allowed is determined by the total number of processors in
the network. Pease, Shostak and Lamport [9] indicated the
constraint of the BA problem is nN3pm.

The network architecture of Pease, Shostak and Lamport [9]
is flat architecture; so all processors need to exchange the



Fig. 3. Interlock protocol.
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messages in the Message Exchange Phase. In our protocol, the
network architecture is hierarchical, only agreement–servers
need to exchange the messages in the Message Exchange Phase,
so the constraint of our model is znN3zm.

3. Security technologies

Scure group communication is one of the important topics to
provide secure communication in the network. In this section,
we give a brief introduction of some security technologies that
are used in our system as follows.

3.1. Public key infrastructure — asymmetric cryptographic
algorithm

Public Key Infrastructure (PKI) acts as an important role for
trust and authentication with each other in network. In this
paper, we are not focus on how to build a reliable PKI. There-
fore, we assume that the mutual authentication is finished. Some
results have been proposed to solve this problem [10,16].

3.2. Diffie–Hellman key exchange

Diffie–Hellman key exchange [3] is a cryptographic
protocol that allows two processors to agree on a secret key
over an insecure communication channel. Once the shared
secret key has been established, they can use it to encrypt their
secret communication using conventional cryptographic meth-
ods. Fig. 2 shows the Diffie-Hellman key exchange procedure.

3.3. Interlock protocol

In cryptography, a man-in-the-middle attack (MITM) [10] is
an attack in which an attacker is able to read, insert and modify at
will, messages between two processors without either processor
Fig. 4. Man-in-the-
knowing that the link between them has been compromised. The
attacker must be able to observe and intercept messages going
between the two victims. Fig. 3 shows the MITM attack
procedure.

Due to the MITM attack is particularly applicable to the
original Diffie–Hellman key exchange protocol, when used
without authentication. We use interlock protocol [10] to solve
this problem. Fig. 4 shows the Interlock protocol procedure.

3.4. Advanced encryption standard— symmetric cryptographic
algorithm

Advanced Encryption Standard (AES) also known as
Rijndael [2] is a block cipher adopted as an encryption standard
by the US government, is expected to be used worldwide, and
analyses extensively as was the case with its predecessor the
Data Encryption Standard (DES) [10].

4. Approach

In order to solve the BA problem over two-level combined
wired/wireless network, we propose two standard protocols.
They are Secure Group Communication Protocol (SGCP) and
Server-initial Byzantine Agreement Protocol (SBAP).

4.1. Secure group communication protocol (SGCP)

The main goal of SGCP is to provide secure group
communications between two processors in the two-level com-
bined wired/wireless network and remove the influences from
faulty communication links.

We know that mobile processor power is supplied using
batteries. Because power saving is a serious topic with mobile
processors. The asymmetric cryptographic algorithm, which
needs a large amount of computation is not suited for mobile
processors. The advantage of the symmetric cryptographic
algorithm is that it is generally much faster than the asymmetric
cryptographic algorithm. However, the disadvantage of the
symmetric cryptographic algorithm is the requirement for a
shared secret key with one copy at each end. Hence,
maintaining secure during distribution is an important problem.

We combined the asymmetric cryptographic and symmetric
cryptographic algorithms to obtain the advantages of both in
this study. There are two phases in the SGCP, the Key
Generation Phase and the Messages Transmission Phase.
middle attack.



Fig. 5. Secure Group Communication Protocol (SGCP).
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4.1.1. Key Generation Phase
The goal of the Key Generation Phase is used to generate a

session key and symmetric key. The session key is generated
using the Diffie–Hellman key exchange and interlock protocols
with PKI to cope with the MITM attack. The symmetric key is
generated using the Rijndael cipher algorithm (AES), which is a
symmetric cryptographic algorithm. The symmetric key is
distributed by session key.

4.1.2. Messages Transmission Phase
The goal of the Messages Transmission Phase is used to

encrypt the messages. Since the symmetric key is generated by
the Rijndael cipher algorithm (AES) is generally faster than the
asymmetric cryptographic algorithm. Fig. 5 shows the SGCP.
Fig. 6 shows secure group communications between two
processors.

4.2. Server-initial Byzantine Agreement Protocol (SBAP)

To meet the characteristics of mobile environments in the BA
problem, most of the communication and computation overhead
must be fulfilled within in the agreement–servers. Therefore,
only the agreement–server needs to exchange messages and
compute the agreement value in our protocol. All messages in
SBAP are encrypted by the symmetric key which is from SGCP
to ensure the security. There are three phases in SBAP; they are
Fig. 6. The secure grou
Message Exchange Phase, Decision Making Phase and Agree-
ment Distribution Phase. The protocol SBAP is shown in Fig. 7.

4.2.1. Message Exchange Phase
Each agreement–server computes the number of rounds

required γ (γ= zm+1, where zm=(zn−1)/3). At first round of
Message Exchange Phase, only the source processor needs to
encrypt its initial value to all other agreement–servers. Each
agreement–server then stores the value from the source pro-
cessor in the root of its mg-tree. At the i≠1 round of Message
Exchange Phase, each agreement–server (without source
processor) encrypts the value at level i-1 round in its mg-tree
to all other agreement–servers. Each agreement–server then
stores the value from other agreement–servers in the level i-th
of its mg-tree.

4.2.2. Decision Making Phase
After Message Exchange Phase, each agreement–server

deletes vertices with repeated names of mg-tree to avoid the
repeated influence from faulty processors. Then, each agree-
ment–server uses the VOTEmg function on its mg-tree from leaf
to root to obtain the agreement value.

4.2.3. Agreement Distribution Phase
Each agreement–server encrypts its agreement value to all

processors in its zone. All fault-free processors (both stationary
p communication.



Fig. 7. The BA protocol Server-initial Byzantine Agreement Protocol (SBAP).
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processors and mobile processors), which are managed by the
fault-free agreement–server, can then reach a common agree-
ment value. The value agreed upon by a faulty processor is
ignored [9].

5. An example of executing protocol SBAP

In this section, we present a short synopsis of the SBAP
execution protocol. A combined wire/wireless network is
shown in Fig. 1. There are sixteen processors (including four
agreement–servers, five stationary processors and seven mobile
processors) falling into four zones. For example, there are three
mobile processors (A1, A2 and A3) in the zone A, and they are
managed by agreement–server ASA. The malicious faulty
components are agreement–server ASA, mobile processor C3

and stationary processor D1.
The source processor is the most important in the BA

protocol. If the source processor has a malicious fault, it may
send different initial values to different processors in the first
round of Message Exchange Phase. Therefore, the worst case
BA problem is that the source processor has a malicious fault. If
the BA protocol can solve the worst case, the BA problem can
be solved in other cases. Hence, we suppose that the
agreement–server ASA is the source processor. To reach a
common agreement value among all fault-free component in
our example, the SBAP needs 2 (⌊(4-1)/3⌋+1) message-
exchange rounds.

In the first round of Message Exchange Phase, the source
processor ASA encrypts its initial value to all other agreement–
servers in the network. Agreement–servers ASB, ASC, and ASD
then store the 10 value from the source processor ASA in the root
of their mg-trees, as shown in Fig. 8. In the second round of
Message Exchange Phase, each agreement–server (without
source processor) encrypts the value at the root in its mg-tree to
all other agreement–servers. The 2-level mg-tree of agreement–
server ASB in the second round of Message Exchange Phase is
shown in Fig. 9. In the DecisionMaking Phase, each agreement–
server deletes the vertices with repeated mg-tree names to avoid
the repeated influence from faulty processors. In our example,
there is no vertex with a repeated name. The VOTEmg function is
then used on its mg-tree from leaf to root to get the agreement
value. For example, agreement–server ASB computes VOTE
(A)=(0,1,1)=1 (VOTE(A)=(VOTE(AB), VOTE(AC), VOTE
(AD))). An agreement value 1 is obtained. In the Agreement
Distribution Phase, each agreement–server encrypts its agree-
ment value to all processors in its zone. Therefore, agreement–
server ASB encrypts its agreement value 1 to processor B1 and
processor B2 the zone B.



Fig. 9. The 2-level mg-tree of agreement–server ASB.
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6. The correctness and complexity of SBAP

If the value stored in vertex α of each fault-free agreement–
server'smg-tree is identical, then the vertexα is called common [1].
When each fault-free agreement–server's has the common initial
value from the source agreement–server in the root of its mg-tree,
then an agreement is reached because the root is common. Thus, the
constraints, (Agreement) and (Validity), can be rewritten as:

(Agreement'): Root value is common.
(Validity'): VOTE(α)= initial value of source agreement–
server, for each fault-free agreement–server, if the source
processor is fault-free.

To prove that a vertex is common, the term common frontier [1]
is defined as follows: When every root-to-leaf path of the mg-tree
contains a common vertex, the collection of the common vertices
forms a common frontier. In other words, every fault-free
agreement–server has the samemessages collected in the common
frontier if a common frontier does exist in a fault-free agreement–
server's mg-tree. Subsequently, using the same function VOTEmg
to compute the root value of the tree structure, every fault-free
agreement–server can compute the same root value because the
same input (the same collected messages in the common frontier)
and the same computing function will produce the same output
(the root value).

Lemma 1. All correct vertices of an mg-tree are common.

Proof. In the Decision Making Phase, all vertices with repeated
names are deleted in an mg-tree. At level zm+1 or above, the
correct vertex α has at least 2zm+1 children, out of which at
least zm+1 children are correct. The true values of these zm+1
correct vertices are common, and the majority of the vertex
values α are common. The correct vertex α is common in the
mg-tree if the level of α is less then zm+1. Consequently, all
correct vertices of the mg-tree are common. □

Lemma 2. The common frontier exists in the mg-tree.

Proof. There are zm+1 vertices along each root-to-leaf path of
an mg-tree in which the root is labeled by the source name, and
the others are labeled by a sequence of agreement–server id.
Since at most zm agreement–server can fail, there is at least one
correct vertex along each root-to-leaf path of the mg-tree. Using
Lemma 1, the correct vertex is common and the common
frontier exists in each fault-free agreement–server's mg-tree. □
Fig. 8. The mg-trees of each agreement–server in the first round of Message
Exchange Phase.
Lemma 3. Let α be a vertex, α is common if there is a common
frontier in the sub-tree rooted at α.

Proof. If the height of α is 0 and the common frontier (α itself)
exists, α is common. If the height of α is γ, the children of α are
all in common under the induction hypothesis with the height of
the children being γ−1. □

Corollary 1. The root is common if the common frontier exists
in the mg-tree.

Theorem 1. The root of a fault-free agreement–server's mg-
tree is common.

Proof. Using Lemmas 1, 2, 3 and Corollary 1, the theorem is
proved. □

Theorem 2. Protocol SBAP solves the BA problem in a two-
level combined wired/wireless network.

Proof. To prove this theorem, SBAP must meet the constraints
(Agreement') and (Validity')

(Agreement'): Root value is common. By Theorem 1,
(Agreement') is satisfied
(Validity'): VOTE(α)=v for all fault-free agreement–servers, if
the initial value of the source agreement–server is vs say v=vs.

Most agreement–servers are fault-free. The value of the
correct vertices for all of the fault-free agreement–servers' mg-
trees is v. Therefore, each correct vertex of the mg-tree is
common (Lemma 1), and its true value is v. Using Theorem 1,
this root is common. The computed value VOTE(α)=v is stored
in the root for all the fault-free agreement–server. Therefore,
(Validity') is satisfied. □

Theorem 3. SBAP requires zm+1 rounds in the “Message
ExchangePhase” to solve theBAproblem in a two-level combined
wired/wireless network, and zm+1 (zm= ⌊(zn−1)/3)⌋) is the
minimum number of rounds in the “Message Exchange Phase”.

Proof. The “Message Exchange Phase” is a time consuming
phase. Fischer and Lynch [4] indicated that t+1 (t= ⌊(n−1)/3⌋)
rounds are theminimum number of rounds required to get enough
messages to achieve BA. The network architecture of Fischer and
Lynch [4] is flat architecture, but the network architecture of our
system is hierarchical architecture. In our protocol, only
agreement–servers need to exchange the messages in the
Message Exchange Phase, so the number of required rounds of
message-exchange is zm+1 (zm= ⌊(zn−1)/3⌋). Thus, SBAP
requires zm+1 rounds, and this number is the minimum. □
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7. Conclusion

Combined wired/wireless networks have become popular
because they have the advantages of both wired network (e.g.,
powerful computation ability, high bandwidth, reliability and so
on.) and wireless network (e.g., mobility, quick deployment and
so on). Previous BA protocols [1,4,6–15] were not applicable
for combined wired/wireless networks. In this paper, we revisit
the BA problem over a combined wired/wireless network with
malicious faulty components and use a hierarchical architecture
to reduce the communication overhead.

Base on the preceding discussion, the protocol SBAP and
SGCP have the following features:

➢ SGCP provides a secure group communication in the
combined wired/wireless network.
• SGCP combines asymmetric and symmetric crypto-
graphic algorithms to get the advantages of both.

• SGCP is well suited for the combined wired/wireless
network.

➢ Most of the communication and computation overhead
are fulfilled within in agreement–servers
• To meet the characteristics of mobile environments,
most of the communication and computation over-
head must be fulfilled within in the agreement–
servers.

➢ SBAP can reduce the number of message-exchange rounds
• SBAP uses the hierarchical model concept to reduce
the number of message-exchange rounds.

➢ SBAP can reach a common agreement with malicious
faulty components (processors and communication links)
over two-level combined wired/wireless networks.
• By Theorem 2.

➢ The number of message-exchange rounds for SBAP is the
minimum.
• By Theorem 3.

In summary, the SGCP protocol can provide secure group
communication and the SBAP protocol can solve the BA
problem with malicious faulty processors and malicious faulty
communication links over two-level combined wired/wireless
network. Moreover, SBAP uses only zm+1 (zm= ⌊(zn−1)/3⌋)
rounds of message-exchange and can tolerate the maximum
number of allowable malicious faulty processors and malicious
faulty communication links to make all fault-free processors
(both stationary processors and mobile processors), which are
managed by a fault-free agreement–server, reach the same
common agreement value.
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