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Abstract— In the field of marketing, a questionnaire is one of
the most important approaches in order to research the market
or to design a marketing strategy. On the other hand, people
have a variety of individuality recently, then respondents have
various impressions on evaluation objects. In the analysis of
collected questionnaire data, it is important not only to analyze
overall trends but also to discover minority groups which have
strong impressions but are different from general groups. It is,
however, difficult to extract minority groups by conventional
cluster analysis applied to questionnaire data, because they
generally aim at extracting majority groups or making a rough
clustering. In this paper, we propose the extraction method
of minority groups in questionnaire data using the spectral
clustering method which considers local similarity and extracts
the clusters having less connection to general groups.

I. I NTRODUCTION

In marketing, it is very important that companies grasp
customers’ impression on their products and services through
market research. For example, when a company develops
a new product, it designs a marketing strategy after under-
standing the target customers’ demands and impressions to
ready-made products[1], [2].

One of the methods for the market research is a ques-
tionnaire by the rating scale method[3] or the semantic
differential method[4], and it can obtain the questionnaire
data in which people’s impressions on evaluation objects are
quantified by answering a set of questions for each object
with multiple grading scales. The obtained questionnaire data
is generally analyzed using the multivariate analysis methods
such as cluster analysis[5], principal component analysis
(PCA)[6], multidimensional scaling method (MDS)[7], etc.
These approaches, however, often aim at analyzing the over-
all trends and characteristics, and they regard the answers
which differ from the overall trends greatly as noises which
may give a negative effect to the analysis result. That makes
it difficult to extract the groups which are a small number
but have the interesting characteristics on analysis called
“minority groups.”

In this paper, we try to extract these minority groups in
respondents using spectral clustering[8]. Spectral clustering
is the clustering method by a graph partitioning, and it
clusters data whose similarities in a subgraph are high and
those with other subgraphs are low. Therefore, it is thought
that this method is suitable for the extraction of the minority
groups which are small but have strong impressions different
from others.

In this paper, we propose a method which defines the

similarity between respondents based on a gaussian function
and extracts minority groups one by one by the iteration
of division into two groups. Furthermore, we also pro-
pose a method to determine the parameter automatically
in the similarity function between respondents based on
Bayesian Information Criterion. First, it is shown that the
assumed minority groups can be extracted appropriately by
the proposed method in the preliminary experiment with a
virtual questionnaire data comparing with the conventional
method. Next, the proposed method is applied to an actual
questionnaire data, and it is shown that some groups of a
small number of respondents with different characteristics
from the average are extracted.

II. SPECTRAL CLUSTERING

Spectral clustering is the method of solving a clustering
as a problem of graph partitioning by regarding a data as a
node and the similarity between data as the weight of edge
between nodes. The whole graph expressed in this way is
divided into some subgraphs by cutting some edges. An
evaluation function which makes the edge in a subgraph
dense and that between subgraphs sparse is defined. Although
some evaluation functions have been proposed,Ncut, which
is the representative function, is employed in this paper.
Giving a partition onV , the nodes of a graph, and dividing
it into two subgraphsA and B, cut(A,B), the similarity
between subgraphA andB, is defined as follows.

cut(A,B) =
∑

i∈A,j∈B

w(i, j) (1)

wherew(i, j) is the weight of the edge between nodei and
j. Then the evaluation functionNcut is expressed in the
following equation.

Ncut(A,B) =
cut(A,B)

cut(A, V )
+

cut(A,B)

cut(B, V )
(2)

It is equivalent to make similarities in a subgraph large
and those between subgraphs small to minimize this function.
It is known that this minimization problem will result in a
generalization eigenvalue problem. WhenW is a similarity
matrix and D is a matrix which has a degree ofW in
the diagonal component, the eigenvector ofD−1(D − W )
gives the division of a graph. Since the smallest eigenvalue
is set to 0, the second smallest eigenvector is used. The
nodes which have an element value more than a certain



value are assigned to clusterA, and those have an element
value less than a certain value are assigned to clusterB. The
threshold corresponding to the element value is mainly set to
0, median, or the value which minimizesNcut. In this paper,
we calculateNcut cutting in each point and determine the
value which minimizesNcut.

III. PROPOSEDMETHOD

This section describes the extraction method of minority
groups using spectral clustering described in the previous
section. Here, we define “minority group” as a small group of
respondents who answer differently from others but similarly
one aother.

A. Similarity Definition

Given the vectorsxa,xb, which have the scores for
questions by respondenta andb, the similarity between them
is defined by the following equation.

w(a, b) = exp(−||xa − xb||2

σ2
) (3)

Equation (3) is called gaussian function andσ2 is a param-
eter representing a variance value. This function emphasizes
the similarity betweenxa andxb when ||xa −xb|| is small
and makes it approximately 0 when||xa−xb|| is large. The
smallerσ is, the more extreme this emphasis becomes.

As described in the section II, spectral clustering divides
a graph so that the similarities in a subgraph becomes large
and those between subgraphs becomes small. Therefore,
by defining the similarity between respondents as eq. (3),
the similarity in a group and dissimilarity with others are
emphasized, and it is expected that minority groups required
in this study can be extracted appropriately.

B. Determination of Parameterσ2

σ2 in eq. (3) should be determined before the clustering.
However, it is difficult to determine the proper value of
σ2 which effects the result of clustering greatly. Usually,
it is necessary to grasp the characteristics of data from
multiple different perspectives by iteration of trial and error
in the analysis of questionnaire data. Therefore, it can be
also one of the effective approaches to analyze the acquired
group respectively by varying the value ofσ2. In this paper,
however, we propose a method to determineσ2 automatically
based on the assumption that a minority group follows a
multivariate normal distribution which is dense locally. In
[9], theX-means method is proposed as the decision method
of number of clusters using Bayesian Information Criterion
(BIC)[10] in the K-means method which is one of the
representative clustering methods. BIC is expressed by the
following equation.

BIC = −2 logL+ k log n (4)

whereL is a likelihood,n is a sample size, andk is the
number of population parameters. In the proposed method,
we change the value ofσ2 within a range, calculate BIC

to the multivariate normal distribution of the minority group
extracted with eachσ2 value, and determine the value ofσ2

which minimizes BIC.

C. Extraction of Minority Groups by Repetition of Two
Division

Spectral clustering is extended to the division into more
than two clusters[11]. However, this method needs to deter-
mine the number of clusters in advance, so the application
to the analysis of questionnaire data is difficult because
the number of the existing minority groups is unknown.
Therefore, the proposed method extracts minority groups
one by one by the iteration of two division described in
the section II to the cluster of the maximum number. It is
considered to be possible that conventional methods also
extract minority groups when the number of clusters is
large enough. In this case, however, we need to search the
characteristic minority groups from a lot of acquired clusters.
Therefore, the extraction of minority groups and the analysis
of them one by one can be practical.

IV. RELATED WORK

Basically, there are few reports of research aiming at
an extraction of minority groups in the analysis of ques-
tionnaire data. Some methods can be applied to extract
minority groups. However, most of them mainly aim at
extracting outliers and abnormal data rather than minority
groups. Therefore, when we apply these method to actual
questionnaire data, abnormal data will be extracted one by
one in many cases[12], [13], [14], [15].

Ando et. al. proposed a clustering method for mixed data
in which majority groups distributed globally and minority
groups distributed locally using the information theoretical
clustering in order to detect minority groups[16]. Gonzalez
et. al. proposed an extraction method of dense data dis-
tributed locally by the iteration of weak clusterings[17] with
low calculation cost[18]. However, these methods tend to
extract the densest groups in a distribution. Questionnaire
data generally have a lot of respondents who answer with
scores around the median value to all questions. Therefore,
these respondents of a majority group without any interesting
character will be extracted as a minority group by these
methods. As described above, this study aims at extract-
ing small groups with high similarity with inside and low
similarity with outside. Therefore, it is difficult to extract
minority groups by the above methods. Furthermore, Ando’s
method[16] requires the assumption of the distributions for
both majority and minority groups beforehand.

Fukami et. al. proposed a method to extract minority
groups by the visualization based on the data configuration
error by MDS[19]. The proposed method differs in terms of
the presupposition of this method that finds minority groups
by trial and error with the iteration of grouping respondents
manually.



V. EXPERIMENTS

In this section, we applied the proposed method described
in the section III to a virtual and an actual questionnaire data,
respectively, and evaluated the performance of the proposed
method comparing with the conventional method.

A. Application to Virtual Questionnaire Data

1) Virtual Questionnaire Data:We generated a virtual
questionnaire data on a five-step scale method with 1 evalu-
ation object, 10 questions, and 650 respondents. The respon-
dents were classified into seven groups shown in TABLE I.
In TABLE I, Group 5, 6, and 7 were the assumed minority
groups in this experiment.

TABLE I

CHARACTERISTICS OF EACH GROUP IN VIRTUAL QUESTIONNAIRE DATA

Group
Number of

Respondents Characteristics

Group1 100
Randomly marking 4 or 5 to the ques-
tion 1-3, and 1 or 2 to the question 4-
10.

Group2 300
Randomly marking 3-5 to the question
1-3, and 1-3 to the question 4-10.

Group3 100
Randomly marking 2-4 to all the ques-
tion.

Group4 100
Randomly marking 1-5 to all the ques-
tion.

Group5 10
Randomly marking 1 or 2 to the ques-
tion 1-3, and 4 or 5 to the question 4-
10.

Group6 20
Randomly marking 4 or 5 to all the
question.

Group7 20
Randomly marking 1 or 2 to all the
question.

Figure 1 shows the distribution of the respondents’
scores by MDS based on Euclidean distance between 10-
dimensional vectors which consist of the scores of 10 ques-
tions as elements. Figure 2 shows the average scores of each
group and all respondents. In Fig. 1, the distortion due to
the dimension compression by MDS visually divided Group7
into two parts.

2) Experimental Setup:We extracted minority groups
three times to the virtual questionnaire data described above
by the proposed method as a preliminary experiment. In each
extraction, we determined the value ofσ2 in the range from
1 to 10 with 0.2 unit by the method described in the section
III-B. Moreover, we compared the result of the proposed
method with that of dendrogram[5] which was one of the
representative cluster analysis methods.

3) Results and Discussions:Figure 3 shows the visualiza-
tion result of three clusters extracted by the proposed method,
and Fig. 4 shows the average scores of each cluster. Figure
5 shows the value of BIC calculated by eq. (4) to eachσ2

of each extraction.
The proposed method appropriately extracted Group 5, 6,

and 7 which were the assumed minority groups in order of
the Group 6, 5, and 7, respectively. As shown in Fig. 4, one
more respondent was clustered together comparing to the set-
up number in Group 5 and 7. That was because there were the

Fig. 1. Visualization of evaluation scores

(a) Group1（100 people） (b) Group2（300 people）

(c) Group3（100 people） (d) Group4（100 people）

(e) Group5（10 people） (f) Group6（20 people）

(g) Group7（20 people） (h) All respondents（650 peo-
ple）

Fig. 2. Number of respondents and average scores of each group (virtual
data)



Fig. 3. Clustering result by proposed method (virtual data)

(a) Cluster1（19 people）

(b) Cluster2（11 people）

(c) Cluster3（21 people）

Fig. 4. Average scores of extracted clusters (virtual data)

(a) BIC in 1st extraction（determined value:8.2-8.8）

(b) BIC in 2nd extraction（determined value:1.0-8.8）

(c) BIC in 3rd extraction（determined value:1.0-5.0）

Fig. 5. Results ofσ2

respondents whose scores were similar to those of Group 5
and 7, respectively, in Group 4, the scores were marked ran-
domly to all questions. Conversely, the respondents of Group
5, 6, and 7 who were assumed as minorities were altogether
covered by Cluster 2, 1, and 3 except for one respondent
in Group 6. This result shows that the proposed method
could extract minority groups appropriately. Moreover, Fig.
5 showed that the optimal values ofσ2 were determined in
wide ranges.

Figure 6 shows the result by dendrogram. We employed
Ward’s method[20] for the distance between clusters because
this method is said to have good performance in classifi-
cations. Figure 6 shows that Group 5, 6, and 7 were clus-
tered respectively and relatively separated from other groups.
However, when the respondents are divided hierarchically,
Groups 7, 6, and 5 will be extracted in the 3rd, 4th, and
6th division. It is difficult to extract only these groups as
minorities alone. Ward’s method has a tendency to make the
number of each group equal because it clusters according
to the criterion of maximizing variance between groups to
that in a group. On the other hand, the single connecting
method[21] is introduced as a method of permitting the



deviation of the number of each cluster. However, it tends to
combine the data one by one with clusters, which is called
a chain. Therefore, this method is not suitable for extracting
minority groups.

Fig. 6. Result of dendrogram (virtual data)

B. Application to Actual Questionnaire Data

1) Actual Questionnaire Data:A Web questionnaire sur-
vey was carried out involving 1,014 respondents for next-
generation services as the evaluation objects. In the ques-
tionnaire, the rating scale method was employed and the
respondents were asked to choose one of five grades 1, 2, 3,
4, 5 in the responses of 10 questions. In this survey, grade
5 means “strongly agree” while grade 1 means “strongly
disagree.” Table II shows the 6 next-generation services used
as the evaluation objects and Table III shows the 10 questions
for every object. Note that the evaluation objects were shown
to respondents by more concrete description of them in
TABLE II in the actual questionnaire.

TABLE II

EVALUATION OBJECTS

Object Content
Object1 Unclear explanation about after-sale service
Object2 Unclear explanation about ubiquitous
Object3 Unclear explanation about recycle
Object4 Detailed explanation about after-sale service
Object5 Detailed explanation about ubiquitous
Object6 Detailed explanation about recycle

2) Experimental Setup:We extracted minority groups
by the proposed method like the section V-A.2. A 60-
dimensional vector to 10 questions for 6 objects was used for
the score vector of each respondent. We determined the value
of σ2 in the range from 1 to 10 with 0.5 unit. Clustering of
respondents was also done by dendrogram.

TABLE III

QUESTIONS

Question Content
Question1 I’m interested in what it is.
Question2 I want to recommend it to people around.
Question3 It has a high social demand, likely to spread.

Question4
The image of the companies providing it is likely to
improve.

Question5 The burden of the companies providing it is too large.
Question6 The aim is wrong.
Question7 It would be appreciated only by certain people.
Question8 It has the essence of social issues.

Question9
Although it is socially important, public authorities
should assist because the burden of the companies
providing it is large.

Question10 It is the futuristic service.

3) Results and Discussions:Figure 7 shows the visual-
ization of the respondents’ scores by MDS with Cluster 1-
5 extracted by the proposed method. Figure 8 shows the
number of respondents and the average scores of each cluster.

Fig. 7. Clustering result by proposed method (actual data)

Cluster 1 in Fig. 8(a) was the respondents whose tendency
of scores was opposite to that of all respondents in Fig.
8(f). The average scores of Cluster 2 in Fig. 8(b) were 1
or 5 in every question, and it was found that they answered
using extreme scores relatively. Clusters 3 and 4 were similar
to Cluster 2, while the difference between them was the
difference of scores to Question 9 and 10. Cluster 5 was
the respondents answering by low scores to almost all
questions. Thus, it is considered that the proposed method
could also extract characteristic minority groups in the actual
questionnaire data. Moreover, the result of dendrogram in
Fig. 9 shows that the extraction of characteristic groups
considered to be minority groups is difficult.



(a) Cluster 1（10 people） (b) Cluster 2（4 people）

(c) Cluster 3（3 people） (d) Cluster 4（3 people）

(e) Cluster 5（2 people） (f) All the respondents（1,014 peo-
ple）

Fig. 8. Number of respondents and average scores of each cluster (actual
data)

Fig. 9. Result of dendrogram (actual data)

VI. CONCLUSION

In this paper, we proposed the extraction method of
minority groups in questionnaire data based on the spectral
clustering. First, it was shown that the proposed method
could extract the assumed minority groups appropriately in
the virtual questionnaire data as a preliminary experiment.
Next, we applied the proposed method to the actual ques-
tionnaire data, and it was shown that some groups of a small
number of respondents with different characteristics from
the trends of other respondents were extracted. As future
work, we will investigate the validity of extracted minority
groups and analyze the relationship of the similarity function
between respondents and the obtained result.
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