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ABSTRACT
We introduce Integrity (I) regions, a novel security primitive
that enables message authentication in wireless networks
without the use of pre-established or pre-certified keys. In-
tegrity regions are based on the verification of entity proxim-
ity through time-of-arrival ranging techniques. We demon-
strate how I-regions can be efficiently implemented with ul-
trasonic ranging, in spite of the fact that ultrasound rang-
ing techniques are vulnerable to distance enlargement and
reduction attacks. We further discuss how I-regions can be
used in key establishment applications in peer-to-peer wire-
less networks.

Categories and Subject Descriptors
C.0 [Computer-Communication Networks]: [Security
and protection]

General Terms
Security, Wireless Networks

Keywords
Authentication, Key Establishment, Distance Bounding

1. INTRODUCTION
Wireless technology enables users to communicate, re-

gardless of their micro-location, provided that their devices
are located within each others’ radio range. The extent of
this range depends on devices’ transmitting power, (trans-
mitting and receiving) antenna gains, receiver sensitivity,
and on various environmental factors [27]. Existing radio
propagation models can estimate the reach of radio signals,
but generally with low precision and only in specific environ-
mental conditions; for most radio technologies, randomness
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introduced by the environmental conditions often makes the
accurate estimation of the full extent of a radio range diffi-
cult if not impossible [27].

In an adversarial setting, this means that users can hardly
predict the maximal distance from which an adversary can
eavesdrop on their communication. Furthermore, adver-
sary’s receiver sensitivity and antenna gain can be much
higher than the ones of the users; in this way, he/she can
eavesdrop communication from a distance which is much
larger the than users’ communication range [27]. More-
over, an adversary can use devices with high transmission
power; this enables it to insert, modify, and jam messages
exchanged between users from large distances.

For these reasons, the communication between wireless de-
vices that do not share any pre-established or pre-certified
keys is subject to man-in-the-middle attacks (MITM) by
adversaries that are located far from the devices. The re-
duction of devices’ transmission ranges might seem like an
appealing solution to alleviate this problem, but adversaries
using high-gain antennas will still be able to perform MITM
attacks (e.g. an attacker with a 30 dB gain antenna will
boost a reception range of a signal by a factor of 30; this
means that if devices communicate using a 1 m range, the
attacker will still be able to perform MITM attacks from a
30 m distance). Recent attacks on Bluetooth [2] using such
eavesdropping demonstrate in practice that the privacy of
communication cannot be preserved through power range
reduction. Given this, two wireless devices trying to estab-
lish a shared secret key (e.g. using the Diffie-Hellman (DH)
protocol [10]) would not be able to establish the key securely
and would be subject to the know MITM attacks on a non-
authenticated DH protocol [7].

In this work, we introduce Integrity regions (I-regions), a
new security primitive that prevents MITM attacks on wire-
less communication. I-regions rely on range measurements
to prevent distant attackers from inserting forged messages
into the communication between the devices. In this ap-
proach, for each received message, devices verify if it came
from an expected (typically short < 1 m) distance (i.e. from
their integrity regions). If the message came from the ex-
pected (safe) distance, it is accepted as authentic. With
I-regions, we force the attacker to be present in the close
proximity of the devices in order to perform a man-in-the-
middle attack. If the users can verify (i.e., visually) that the
attacker (or an adversarial device) is not present in their im-
mediate vicinity, they will be able to verify the integrity and
the authenticity of the exchanged messages and therefore
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Figure 1: Examples of applications of integrity re-
gions. (a) Key establishment (e.g., exchange of
the Diffie-Hellman public keys - bidirectional mes-
sage authentication and integrity verification); (b)
Device authentication (user receives an authentic
public-key of a device - unidirectional message au-
thentication and integrity verification).

prevent MITM attacks. Even in scenarios in which there
is no visual verification of the space by users (e.g., in sen-
sor networks), integrity regions force the attacker to come
close to the devices (i.e., within devices’ mutual distance)
in order to successfully perform MITM attacks. As a re-
sult, the cost of mounting the attack can exceed by far the
expected payoff (gain) for the attacker, thus rendering the
attack uninteresting.

I-regions can be implemented with ultrasonic or radio
time-of-arrival ranging techniques; due to its lower hardware
requirements, in this work, we demonstrate the feasibility of
I-regions using ultrasonic ranging (in face of its vulnerability
to distance enlargement and reduction attacks).

The most straightforward application of I-regions is in
key establishment in peer-to-peer wireless networks; using
I-regions, users can establish a shared secret key by simply
getting physically close and by verifying that the attacker is
absent from their close proximity (the joint integrity region).
This is illustrated in Fig. 1. The figure shows the integrity
regions of users A and B (whose sizes are determined by
their mutual distance d), and the location of attacker (M)
placed outside of these integrity regions. In this setting,
users A and B can, using I-regions, securely establish their
shared secret key.

The rest of the paper is organized as follows. In Section 2,
we state our problem and we describe our system and the
attacker model. In Section 3, we formally introduce I-regions
and we provide details about their properties. In Section 4,
we show the application of I-regions in the context of key
establishment in peer-to-peer wireless networks. In Section 5
we describe the related work. Finally, we conclude the paper
in Section 6.

2. PROBLEM STATEMENT
We consider the following problem. Two users, equipped

with personal devices capable of communicating over a ra-
dio link, get together and want to establish a shared key
(alternatively, a user approaches a device and wants to es-
tablish a key with this device). Although they can visually
recognize each other, we assume that they do not share any
authenticated cryptographic information (e.g., public keys
or a shared secret) prior to this meeting. In addition, the
users can communicate only over a radio channel (no in-

frared or physical ports are available). The challenge is the
following: How can the users establish a shared key in a
secure way?

Before discussing possible solutions, we first introduce our
attacker model.

2.1 Attacker model
We assume that the two entities involved in the communi-

cation (A and B) do trust each other; otherwise, little can be
done. Whenever we speak of the security of a given protocol,
we implicitly assume that the entities involved in the pro-
tocol are not compromised. We do assume that the entities
know the (public) protocol parameters. We adopt the fol-
lowing attacker model. We assume that the attacker Mallory
(M) controls the communication channel in a sense that he
can eavesdrop messages and modify transmitted messages by
adding his own messages to the channel. The attacker can
further jam the transmission and in that way prevent the
transmission of the information contained in the message.
Finally, we assume M to be computationally bounded.

We classify attackers according to their antenna gain and
transmitting power. Consequently, the attacker M with the
highest antenna gain and transmitting power will be able
to control the channel from the furthest distances. We do
note however, that this space is finite given that the de-
vice’s transmitting power and its receiver sensitivity are fi-
nite. Still, in our analysis, we will assume that the distance
from which the attacker can control the channel is large (i.e.,
much larger than the devices’ communication range).

2.2 Diffie-Hellman key agreement
The Diffie-Hellman (DH) key agreement protocol [10]

seems to be appropriate for the problem (and the set of
assumptions) at hand; the DH key agreement protocol is
believed to be secure against a passive adversary1 (e.g.,
eavesdropping on a wireless link). Let us briefly review
how the DH key agreement protocol works. To agree on
a shared key, two users, Alice (A) and Bob (B) proceed as
follows. A picks a random secret exponent XA, and calcu-
lates the DH public parameter gXA , where g is a generator
of a group of large order. B does the same, that is, he
calculates gXB . Finally, A and B exchange the public pa-
rameters gXA and gXB and calculate the shared DH key as
K = gXAXB = (gXA)XB = (gXB )XA .

2.3 Attacks
It is well known that the basic version of the DH protocol

is vulnerable to man-in-the-middle attacks. At first glance,
it may seem that mounting the MITM attack against wire-
less devices that communicate over a radio link and are lo-
cated within the radio communication range of each other
can be perpetrated only by a sophisticated attacker. But
this is not the case; recently, a number of MITM attacks
have been demonstrated against wireless networks. Tech-
niques used in these attacks include ARP spoofing in 802.11
networks to jamming-based attacks in wireless sensor net-
works [36]. Here we describe these attacks in more detail.

The Address Resolution Protocol (ARP) [25] is used by
the Internet Protocol (IP) to map IP network addresses to
the hardware addresses used by a data link protocol. An at-
tacker can send spoofed ARP-replies to the victim, who will

1This is true if the Computational Diffie-Hellman prob-
lem [22] is intractable.
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Figure 2: Man-in-the-middle attack on the Diffie-
Hellman key agreement over wireless communica-
tion channel. The attacker is located far from the
devices running the Diffie-Hellman protocol.

consequently send all its packets to the attacking machine.
In an experiment we conducted, we were able to redirect the
traffic between two “legal” machines through an attacking
machine, despite the fact that the two legal machines were
in radio-communication range of each other. In this way,
the attacker could perpetrate the MITM attack (by altering
the DH parameters). For this attack we used a collection of
publicly available tools for network auditing and penetration
testing, called dsniff [29].

While ARP spoofing might be an attack somewhat spe-
cific to IP-based networks (although it is just an instance
of a more general address spoofing attack), jamming-based
attacks are more general and can be mounted on almost
any wireless network (i.e., except for those networks apply-
ing anti-jamming communication techniques e.g., frequency
hopping). We illustrate jamming-based MITM attacks by
an example of a MITM attack on DH key agreement proto-
col; this attack is shown on Fig. 2. This figure emphasizes
an important aspect of jamming-based MITM attacks: to
successfully launch an attack, an attacker does not have to
be located close to the devices running the protocol. This is
due to two reasons: (i) an attacker can use high-gain antenna
to eavesdrop on devices’ communication and (ii) an attacker
can jam devices’ communication from large distances, using
high-power antennas. With these two “tools” in hand, an
attacker’s attack space is large and he effectively controls
the channel; thus, the attacker can schedule, modify and
insert messages in the communication between the devices.
As shown on Fig. 2, an attacker can then modify devices’
contributions (gXA , gXB ) to the common DH key and es-
tablish different keys with A and B, while they believe that
they have established a common key.

Examples of more involved MITM attacks against Blue-
tooth [2] equipped devices can be found in [15] and [17].

In conclusion of this analysis, in this work, our goal is to
devise mechanisms that prevent the attacker from modifying
the DH parameters on a radio channel without being noticed.

2.4 Primitives
In this paper, we will present our solution over the mul-

tiplicative group G with the generator g. Here, we take
G to be a subgroup of Z

∗
p of the prime order q, where

A
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Figure 3: Examples of integrity regions for user A
with (a) omnidirectional and (b) directional anten-
nas.

Z
∗
p is the multiplicative group of non-zero integers mod-

ulo a large prime p. However, the whole treatment here
applies to any group in which the Diffie-Hellman problem
is hard. These are all groups in which it is infeasible to
distinguish between quadruples of the form (g, gx, gy, gxy)
and quadruples (g, gx, gy, gz) where x, y, z are random ex-
ponents. Furthermore, we assume that p and a generator
g of Z

∗
p, (2 ≤ g ≤ p − 2) are selected and published. All

devices are preloaded with these values2.
Commitment schemes are important cryptographic build-

ing blocks that we will be using in our protocol. In this
subsection, we provide only an informal treatment of com-
mitment schemes. The semantics of a commitment scheme
are the following: (i) a user who commits to a certain value
cannot change this value afterwards (we say that the scheme
is binding), (ii) the commitment is hidden from its receiver
until the sender opens it (we say that the scheme is hiding).
A commitment scheme transforms a value m into a com-
mitment/opening pair (c, o), where c reveals no information
about m, but (c, o) together reveal m, and it is infeasible to
find ô such that (c, ô) reveals m̂ �= m. Now, if Bob wants
to commit a value m to Alice, he first generates the com-
mitment/opening pair (c, o) ← commit(m), and sends c to
Bob. To open m, Alice simply sends ô (and m if necessary)
to Bob, who runs m̂ ← open(ĉ, ô); we denote with m̂ the
message at the receivers side when message m is sent over a
public (unauthentic) channel. If the employed commitment
scheme is correct, at the end of the protocol we must have
m = m̂. In our security analysis, we assume the usage of an
ideal, non-malleable [19] commitment scheme.

3. INTEGRITY REGIONS
In this section, we formally introduce the concept of In-

tegrity regions. First, we introduce a notion of the private
space. We define it as follows:

Definition 1. User’s (device’s) private space PS(A) is
the largest spherical space centered at user’s (device’s) lo-
cation, within which the user can establish (e.g., visually)

2We stress here that we could let users select and communi-
cate to each other their own parameters p and g. However,
this would come at the expense of the number (and size) of
messages to be exchanged between the users, and our goal
is to keep key exchange protocols as simple as possible.
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(1) Verify that the measured distance d′ is within its (A’s) integrity region.
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If the two verifications pass, A accepts that message �m was generated by B and
was not altered in transmission.

Figure 4: Message Transfer authenticator based on Integrity Regions (MT-IR). Device A verifies if the
message was received from device B and if it’s integrity was preserved. (the full and the dashed arcs represent
radio and an ultrasonic channel, respectively). Note that NA and RB are exchanged bit-by-bit.

the presence (or absence) of other wireless (trusted and un-
trusted) devices, or within which the user (device) can as-
sume the absence of adversaries.

User’s (device’s) private space is a space that the user
(device) controls or knows. This space is typically very small
(i.e., < 1 m in radius).

We now define integrity regions as follows.

Definition 2. An integrity region IR(A) of a user A is
the subspace of its private space PS(A), bounded by the de-
vice’s communication channel directionality.

The size of an integrity region is determined by the radius
d of user’s private space and depends on the directionality of
device’s antenna. Fig. 3 shows two examples of integrity re-
gions, namely, devices with directional and omnidirectional
antennas. Note here that the size of the integrity region is
controlled by the user and is upper-bounded by the size of
user’s private space.

An integrity region is a user controlled space, in which
the user (or a device) has sufficient confidence to establish
keys. In what follows, we will show how we can use integrity
regions for message authentication and integrity verification.

3.1 Message authentication and integrity
verification in integrity regions

Having defined integrity regions, we now construct a Mes-
sage Transfer authenticator based on Integrity Regions (MT-
IR). With this protocol, a device can verify the integrity
and the authenticity of messages received from other devices
within its integrity regions.

In our description, we use the notation x̂ to denote the
message at the receiver’s side when message x is sent over a
public (unauthentic and insecure) channel. Before describ-
ing the protocol, we first describe our scenario. We observe
two devices A and B. Device A controls its integrity region
IR(A) (i.e., is aware of the presence or absence of trusted
and untrusted devices). We assume that device B is in A’s
integrity region IR(A) and that B is the device (physically)
closest to A. If this is initially not the case, we assume that
A will approach B such that the above will hold (e.g., the
user approaches a device or two users approach each other).
For simplicity, and without any loss of generality, we will
assume that B is the only device in the integrity region of
A. A and B do not share any secrets or hold each-others’

public keys. The devices are equipped with speakers and
microphones and are able to perform ultrasonic ranging; an
example of such devices are Cricket sensor motes [26].

In order to enable A to verify the integrity and authentic-
ity of messages received from B, we construct our Message
Transfer authenticator based on Integrity Regions (MT-IR).
This protocol is shown on Fig. 4. In this protocol, node B
first commits to the message that it wants to send to A,
and sends a commitment c of the message to A. As already
noted in Section 2.4, this commitment is both binding and
hiding, and non-malleable [19]; it binds the sender to the
message and hides the value of the message from the re-
ceiver. The verifier (A) then issues a fresh, randomly gen-
erated challenge NA and measures the time until it received
the response from B. This response is computed by B as a
function of the challenge NA and of the message decommit-
ment o; it is sent over an ultrasonic communication channel
and is received by A on its ultrasonic interface. After re-
ceiving this ultrasonic signal, device A then calculates the
distance d′ = s(tA

r − tA
s ) which corresponds to the measured

time of flight of the ultrasonic signal (tA
r − tA

s ); here, s is the
speed of sound, and the time of flight of the radio signal is
neglected. Note here that NA and RB are exchanged bit-by-
bit [8]. We do acknowledge that there some time is required
for processing at the node B, but this time (< 100 µs) is neg-
ligible compared to the time of flight of the ultrasonic signal
(approximately 2 ms for the distance of 70 cm). Node A
therefore does not account for B’s processing time and con-
siders this time to be 0 s. By fixing the processing time to
0 s, we essentially turn this ranging protocol into a distance-
bounding protocol on B [8, 35, 28].

Finalizing the protocol, A (i) verifies that the measured
distance d′ is within its (A’s) integrity region; this verifica-
tion can be done automatically by the device if the radius d
of the integrity region is known and pre-defined in the device
(in most application scenarios, this radius can be estimated
to approximately 0.3-1 m), (ii) verifies (e.g., visually) that,
except for B, there are no other devices within the integrity
region at any distance d′′ ≤ d′ (i.e., closer to A than B).

If both verifications pass, A accepts that the message m̂
A received was generated by device B and was not altered
in transmission. In Section 3.2, we will show that the vul-
nerability of ultrasound ranging to distance enlargement and
reduction attacks, does not give an adversary any advantage
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Figure 5: Message authentication and integrity ver-
ification with MT-IR. A accepts that the message
m̂ was generated by device B and was not altered
in transmission only if the measured distance d′ is
within the integrity region (d′ ≤ d) and if there are
no other (adversarial) devices closer to A than B is.

with respect to the MT-IR protocol. Therefore, a message
is accepted if and only if it comes from a location within the
integrity region and if there are no other (untrusted) devices
closer to A than B. Note that the way that A identifies B is
visually, and therefore associates the received message with
the person (or the device) that it sees. This is illustrated on
Fig. 1.

To summarize, in this protocol, message (m) is associated
to a device (B), based on its distance to the verifying device
(A). This association is conditional on the length of the
measured distance (needs to fit within an integrity region),
and on the presence of other devices in the region (other
devices should not be closer to the verifier A than B is).
This is illustrated on Fig. 5. MT-IR essentially forces an
attacker to come close to the devices on which it wants to
launch the attack (i.e. to enter its integrity region); if the
attacker is outside of the integrity region, the attack will be
detected.

In its construction, MT-IR protocol is similar to distance
bounding protocols [8, 35, 28]. Distance-bounding protocols
are designed to upper-bound distances between mutually au-
thenticated devices. MT-IR differs from distance-bounding
in that it uses range measurements within integrity regions
to provide authentication and message integrity verification
between devices that do not share any authentication mate-
rial.

3.2 Security analysis
The presented MT-IR protocol achieves two goals: mes-

sage authentication and integrity verification. In this pro-
tocol, message authentication and integrity verification is
performed using measured ranges (i.e., the message is associ-
ated with a range, and the range with a device) and through
commitment schemes that guarantee that the authenticated
message was not modified in transmission. Given this, the
security of the protocol depends on the inability of the at-
tacker to manipulate measured distances and to break com-
mitment schemes. In this analysis, we assume that used
commitment scheme is ideal and we focus on ranging mech-
anisms.

In our analysis, we observe the scenario illustrated on

Fig. 5. We assume that A controls its integrity region IR(A)
(i.e., is aware of the presence or absence of trusted and un-
trusted devices). We further assume that B is the only de-
vice in the integrity region of A and that the adversary M
is located outside A’s integrity region.

Given the location of the adversary, which is further from
A than the legitimate node B is, we can conclude that M
cannot send a message to A, pretending that the message
came from B. This is because the attacker cannot show that
he is at distance d′ where B is located; the attacker cannot
respond to the randomly generated challenge NA such that
the reply message reaches A within time which corresponds
to d′. Such an attack would be possible only if the attacker
would have a helper node located close to A, which would
then create a radio wormhole, through which the attacker
could fake its distance to A. Since A controls its integrity
region and can visually verify the absence of such attacker
nodes in its proximity, this attack will fail.

In order to fake its location, the attacker can attempt to
send a “reply” message R̂B to A ahead of time, anticipating
the transmission of NA. This attack is prevented by the
use of commitments. The attacker is forced to commit to a
message, or to wait until B sends the commitment. If the
attacker tries to send an early reply R̂B anticipating NA,
device A will extract the commitment opening value ô =
R̂B⊕NA which will not correspond to the commitment ĉ as
received by A, with a high probability (e.g., 1−O(2−k), k =
128). Early reply attacks will, therefore, be detected by A.
Here, we note that the attacker’s probability to successfully
perform this attack lies in the probability that it guesses the
nonce NA and/or breaks the commitment scheme [32].

Finally, the attacker can modify transmitted messages by
adding messages to the communication channel. These at-
tacks are detected by commitments, as the attacker cannot
modify messages such that ĉ corresponds to ô.

3.3 Implementation
We implemented MT-IR protocol using Cricket mote plat-

form [26], running TinyOS. Cricket mote is a Mica-based
platform [1] enhanced with an ultrasonic channel.

In our implementation, we used a simple signal coding
scheme for the transmission of messages over an ultrasonic
channel (i.e. for the transmission of message r in the MT-
IR protocol): each bit “1” was encoded as a presence of
the ultrasonic signal of duration 200µs within a transmis-
sion window of 60ms, and bit “0” was transmitted as the
absence of signal of the same duration within the same win-
dow (60ms) (the last 200µs are considered as the start of
the bit). To avoid attacks on distance-bounding due to dif-
ferent speeds of radio and ultrasonic signals, the nonce NA

and the decommitment response RB (Figure 4) are com-
puted and exchanged bit-by-bit, as in the original Brands
and Chaum distance-bounding protocol [8].

The commitment scheme was implemented using Tiny-
Sec [16] message authentication code (MAC) implementa-
tion with Skipjack. The commit c to the message is there-
fore the output of the MAC function, and the decommit
value o is the message itself and the secret key that was
used to generate the commitment. In order to speed-up the
execution of the protocol, in our implementation, only the
key is sent over the ultrasonic channel, whereas the message
is transferred using the radio channel.

Besides implementing our protocol, we further tested its
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resilience to range manipulations. Ultrasonic ranging tech-
niques are vulnerable to distance enlargement and reduction
attacks [34]. Distance enlargement consists in delaying ul-
trasonic signals that devices exchange, whereas distance re-
duction consists in creating radio wormholes that speed-up
the transmission of the signals.

To prevent these attacks, in our protocol, we have as-
sumed that the attacker cannot be located closer to the ver-
ifier A than the prover B (Fig. 5). If an attacker can place
one malicious device close to A and another close to its own
location, it will be able to perform a wormhole attack and
pretend that it is in the integrity region of A. By doing this,
the attacker would violate the MT-IR protocol and would be
able violate the integrity and the authenticity of the mes-
sages exchanged between A and B. We implemented this
attack using Cricket motes in a scenario shown on Fig. 6.
Here, an attacker places node M2 at distance d2 < d′ < d
from A and another node M1 at distance d1 from its own
location.

Adversarial nodes M1 and M2 communicate mutually us-
ing a radio signal, through which they speed-up ultrasonic
signals between M and A. In this way, M1 and M2 create
an impression at A that M is closer to A than it actually is.

The reduction of distance between A and M by M1 and
M2 is, however, bounded by the their distance to M and
A. Since the distance from M1 to M can be arbitrary small
(both nodes are controlled by the attacker), the only lim-
itation that these nodes have in performing the attack is
in M2’s distance to A. This can be observed in our mea-
surement results presented in Fig. 7, which show that the
attackers can successfully reduce the distance between A and
M up to the value (d1 + d2), that is, the sum of distances
between M1 and M2 to M and A, respectively.

These measurement results demonstrate the importance
of the concept of integrity regions. They show that an ap-
propriate control of the immediate vicinity of the devices can
bring high security gain as the attackers which are located
outside the integrity region cannot violate the integrity and
the authenticity of the messages sent by devices that are lo-
cated within the integrity region to the node controlling the
region.

Another possible implementation of MT-IR is in using
radio (RF) ranging. Radio ranging is, however, more de-
manding and it requires devices with a high (nanosecond)
precision-of-time measurement. To the best of our knowl-
edge, the only commercial technique that achieves such pre-
cision, and therefore achieves a high precision of distance
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Figure 7: Wormhole attack on ultrasonic ranging.
The attacker can reduce the distance to the device
A only up to the sum of the distances d1 and d2.

measurement, is Ultra Wide Band (UWB) [11].
With current off-the-self components, ultrasonic ranging

seems the most viable implementation of MT-IR.

4. USER FRIENDLY KEY AGREEMENT
WITH INTEGRITY REGIONS

In this section, we describe a key agreement protocol that
allows two parties that share no secret (key) or certificates
in advance to agree on a shared (secret) key. Our protocol
is based on the Diffie-Hellman (DH) key agreement protocol
(described in Section 2.2). As we already noted, the DH key
agreement protocol is secure against passive attacks (under
certain assumptions). Thus, in order to enable two parties
A and B to securely agree on a shared secret using the DH
protocol, it is sufficient to ensure the integrity of the DH
public keys gXA and gXB . Traditionally, this is achieved by
means of digital signatures and shared secrets. In this work,
we show how to make use of the notion of integrity regions
to preserve the integrity of the DH public keys in a flexible
and user-friendly way (as opposed to some recent solutions
that involve a physical contact between the parties’ devices,
exchange of pre-authentication data over an infrared link,
cameras - see Section 5).

4.1 From Secure Message Transfer
Authenticator to Secure Key Agreement

In Section 3.1, we presented the message transfer authenti-
cation based based on integrity regions (Fig. 4) that ensures
that the message m accepted by Alice is the same message
that has been sent by Bob.

In [6], Bellare, Canetti, and Krawczyk propose a very in-
tuitive modular approach to security analysis and construc-
tion of secure protocols. This approach assumes two adver-
sarial models: the authenticated link model (AM) and the
un-authenticated links model (UM). Roughly speaking, the
AM model is an ideal-world model in which the attacker is
passive (e.g., he/she only eavesdrops communication). On
the contrary, the UM model is a real-world model, in which
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Alice Bob

— mA = gxA from Alice to Bob —
(cA, oA)← commit(mA)

cA,A Pick NB ∈U {0, 1}k
NB (tB

s )

RA ← �NB ⊕ oA
RA (tB

r ) �mA ← open(�cA, �RA ⊕NB)
dB = s

�
tB
r − tB

s

�

— mB = gxB from Bob to Alice —
(cB , oB)← commit(mB)

Pick NA ∈U {0, 1}k cB ,B

(tA
s ) NA

�mB ← open(�cB , �RB ⊕NA) (tA
r ) RB RB ← �NA ⊕ oB

dA = s
�
tA
r − tA

s

�

Alice and Bob verify the corresponding integrity regions before accepting �mB and �mA, respectively.

Figure 8: DH-IR protocol: Straightforward application of the MT-IR authenticator to the basic DH key
agreement protocol (the full and the dashed arcs represent radio and an ultrasonic channel, respectively).

the attacker is active; he can replay messages and try to fab-
ricate messages. The security of the protocol is first proven
in the AM model, assuming (as assumed by the model itself)
that all the communication between the parties is authen-
ticated. If the protocol is proven to be secure in the AM
model, then it can be shown to be secure in the UM model,
provided that each message transmitted between the parties
is authenticated by a MT-authenticator [6].

The main idea of our approach to securing the basic DH
key agreement protocol is to apply the MT-IR authentica-
tor to the DH public keys gXA and gXB , as shown in Fig. 8.
In other words, Alice and Bob will run the MT-IR protocol
(Fig. 4) two times; that is, (1) by setting m = gXB and run-
ning the protocol in Fig. 4, Alice will verify the integrity of
gXB , and (2) by setting m = gXA and running the protocol
in Fig. 4 (where Alice and Bob reverse the roles), Bob will
verify the integrity of gXA . We denote the resulting DH key
agreement protocol (“compiled” with the MT-IR authenti-
cator) with DH-IR (Diffie-Hellman key agreement based on
Integrity Regions).

Then, based on [6], we have the following result for the
DH-IR protocol:

Proposition 1. The DH-IR protocol, conditioned on the
security of the MT-IR authenticator, is secure (i.e., a com-
putationally bounded adversary cannot trick the parties into
accepting modified DH public keys).

While being secure, the DH-IR protocol is still somewhat
suboptimal, as it requires two messages to be exchanged over
an unreliable ultrasonic communication channel. Moreover,
the size of de-commitment message o that is transmitted
over the ultrasonic channel (see Fig. 8) increases over time,
in order to compensate for fast (daily) advance in computa-
tional technology and computational power available to the
adversary [20]; for example, the minimum required size for
a target collision-resistant hash function increases linearly
over time due to fast technological advances [20]. This is
clearly not desirable in our context, since the reliability of
the ultrasonic channel quickly deteriorates with the size of
messages to be transmitted over it.

Consequently, we say that the DH-IR protocol is time-
variant, that is, the number of bits to be transmitted using

an unreliable ultrasonic communication channel increases
over time. A similar problem has been reported recently by
McCune, Perrig and Reiter in [23], where the resolution of a
cellular phone screen was not sufficient to represent all the
bits of a hash value. A simple solution to this problem is to
increase permanently (due to increase in the hash function
size) the resolution of displays. A better approach, however,
would be to develop time-invariant protocols, where the size
of messages to be transmitted over unreliable channels (or to
be displayed on low-resolution cellular phone screens) would
not vary over time.

In the following section, we present an optimized version
of the DH-IR protocol, which involves only one message over
the unreliable ultrasonic channel.

4.2 Optimal DH-IR Protocol
The optimized (and time-invariant) protocol unfolds as

shown in Fig. 9. Both Alice and Bob calculate the commit-
ment/openning pairs ((cA, oA) and (cB , oB)) for messages
mA ← 0‖gXA‖NA and mB ← 1‖gXB‖NB , respectively.
Here, NA and NB are k bit long random strings and “0” and
“1” are two public (and fixed) values that are used to break
the symmetry and thus prevent a reflection attack [22].

In the first two messages, Alice and Bob exchange the
commitments cA and cB . Then, in the following two mes-
sages they open the commitments by sending out oA and
oB , respectively. It is important to stress that a given party
opens his/her commitment only after having received the
commitment value from the other party. The first four
messages are exchanged over a radio link. Having received
the commitment/openning pairs (cA, oA) and (cB , oB), Al-
ice and Bob open the corresponding commitments and verify
that “1” and “0” appear at the beginning of �mB and �mA,
respectively. If this verification is successful, Alice and Bob
generate the authentication strings sA and sB , respectively,
as shown in Fig. 9. Note that the length of each of these
strings is k.

We will show later in this section that if there exist a
means for Alice and Bob to verify, in a secure way, that sA =
sB , then the probability that a computationally bounded ad-
versary succeeds in forging the messages mA and mB can be
made satisfactorily small. The main purpose of the last two
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Alice Bob
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A ∈U {0, 1}k Pick NB ∈U {0, 1}k
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cA
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oA �mA ← open(�cA, �oA)
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Verify 1 in �mB . sB ← NB ⊕ �NA
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A
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tA
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s

�
Verify sA

?
= N ′

A ⊕ �RB

Only Alice verifies her integrity region. If verification OK, Alice and Bob accept �mB and �mA, respectively.

Figure 9: Optimal DH-IR key agreement protocol.

messages in the DH-IR protocol (Fig. 9) is to allow Alice
to compare sA against the authentication string sB gener-
ated by Bob, in a secure way. Thus, Alice sends a k-bit
long random string N ′

A to Bob and measures the time un-
til she received the response from Bob. Bob responds with

RB ← �N ′
A ⊕ sB , where the sign hat denotes that the N ′

A as
transmitted by Alice may have been altered by the adver-

sary. Alice receives �RB , where again the sign hat denotes
that RB as transmitted by Bob may have been altered by
the adversary. At the same time, Alice calculates the dis-
tance dA as shown in Fig. 9 and verifies the corresponding
integrity region for the presence of devices other than Bob’s
device (see Section 3.1). If this verification is successful,
Alice knows that (with a high probability) Bob must have

transmitted �RB , that is, �RB = RB . Finally, if sA equals
�RB ⊕N ′

A, Alice notifies Bob and they both accept the mes-
sages �mA and �mB (i.e., the corresponding DH public keys)

as being authentic. Note that �RB ⊕ N ′
A = sB in case no

attack takes place.

Optimality and Time-invariance. Compared to the DH-
IR protocol from Fig. 8, the optimal DH-IR protocol involves
only one k-bit long transmission over an unreliable ultra-
sonic communication channel. In addition, all the k bits to
be communicated over the ultrasonic channel contribute to
the uncertainty of the attacker to forge the DH public pa-
rameters. In this sense, the DH-IR protocol from Fig. 9 is
optimal.

Concerning the time-invariance property, the number of
bits k to be transmitted over the ultrasonic channel does
not increase over time, even if the security parameters of
the used commitment scheme commit(·) do increase. The
commitment scheme is independent of the random strings
NA, N ′

A and NB . In this sense, the optimal DH-IR protocol
from Fig. 9 is time-invariant.
Security of the Optimal DH-IR Protocol. It is out of
the scope of this paper to give a full-fledged security proof for
the optimal DH-IR protocol. We will rather give the main
intuition behind different protocol stages. The optimal DH-

IR protocol (Fig. 9) can be divided into two stages. The
first stage finishes with the calculation of the authentication
strings sA and sB . The second stage includes the remaining
two messages and the corresponding verifications.

The main idea behind the first stage is the following. As-
suming that Alice and Bob have a means to compare the
authentication strings sA and sB in a secure way, then the
odds of a computationally bounded adversary to forge mA

and mB (and therefore gXA and gXB ) can be made satisfac-
torily small. The second stage then simply implements the
procedure to compare sA and sB in a secure way. We next
give an informal proof of these two claims3.

Claim 1. Assuming that Alice and Bob can compare sA

and sB in a secure way, the probability that a computation-
ally bounded adversary forges mA and/or mB is bounded by
O(2−k).

Proof Sketch. In this proof we will assume that the ad-
versary cannot break the used commitment scheme commit(·);
in practice this is possible only with a negligible probabil-
ity. Let us first focus on the single run of the optimal DH-IR
protocol. Assume that the adversary tries to submit either a

forged message �mB ← 1‖g �XB‖ �NB to Alice or a forged mes-

sage �mA ← 0‖g �XA‖ �NA to Bob. Note that this is the only
way for the adversary to be successful against the observed
protocol run; any attacking attempt against the commit-
ment scheme will fail (by assumption, the commit(·) cannot
be broken). We claim that in this case

Pr
�
sA = sB

�
= Pr

�
NA ⊕ �NB = NB ⊕ �NA

� ≤ 2−k .

Indeed, from the unfolding of the optimal DH-IR protocol
(Fig. 9), due to the binding, hiding and non-malleability
properties of the commit(·), the adversary has to generate

and commit to strings �NB and �NA before actually learning

3For simplicity, in this short analysis, we consider the com-
mitment scheme to be perfect, with attacker’s probability of
breaking the scheme equal to ε ≈ 0. For an analysis of the
impact of imperfect commitment schemes on the security of
this authenticator, see [19].
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messages mA (i.e., NA) and mB (i.e., NB), respectively. In
other words, one among NA and NB will be disclosed as the
last value in this protocol run (i.e., the adversary will learn
at least one of them after having generated and committed

to �NA and �NB). Let us assume that it is the NA. Since NA

is a random (uniformly distributed) k-bit string, we have

Pr
�
NA ⊕ �NB = NB ⊕ �NA

�
=

Pr
�
NA = �NB ⊕NB ⊕ �NA

� ≤ 2−k .

Finally, for multiple runs of the protocol, the probability
Pr

�
sA = sB

�
, assuming that the adversary is active, is

bounded by O(2−k).
Assuming that k is sufficiently large (i.e., 2k is greater

than the number of the protocol runs), Pr
�
sA = sB

�
= 1

will hold only when the adversary is not active (does not
try to forge messages mA and mB). But this implies that
the integrity of the DH public keys gXA and gXB will be
preserved.

Claim 2. The probability that a computationally bounded
adversary tricks Alice into accepting �sB �= sB, in the second
stage of the optimal DH-IR protocol, is bounded by O(2−k).

Proof Sketch. Let us first consider a single run of the
DH-IR protocol, or more precisely, a single run of its second
stage. Referring back to Fig. 9, the goal of the adversary is to

achieve that sA is equal to N ′
A⊕ �RB . Note that at this stage

the adversary knows sA. Since Alice verifies her integrity
region for the presence of adversarial devices, the only hope

for the adversary is to try to send an appropriate value �RB

from locations outside of Alice’s integrity region. However,
this implies that the adversary cannot wait for the random

challenge N ′
A before sending back �RB . Otherwise, Alice can

detect, using the measured distance dA, that �RB does not
come from her integrity region (see Section 3). Therefore,
the only hope for the adversary is try to guess N ′

A and set
�sB = sA⊕N ′

A,guess, where N ′
A,guess denotes the guess by the

adversary. Then, we can write

Pr
�
sA = N ′

A⊕ sA⊕N ′
A,guess] = Pr

�
N ′

A = N ′
A,guess

� ≤ 2−k ,

since N ′
A is a random (uniformly distributed) k-bit string.

Finally, for multiple runs of the protocol, the probability
Pr

�
N ′

A = N ′
A,guess

�
, assuming that the adversary is active,

is bounded by O(2−k).

By combining Claim 1 and Claim 2, we have the following
result:

Proposition 2. The probability that a computationally
bounded adversary tricks Alice and/or Bob into accepting

fake DH public keys g
�XB �= gXB and/or g

�XA �= gXA is
bounded by O(2−k).

Therefore, by setting k to an appropriately large value, the
odds of the adversary against the optimal DH-IR protocol
can be made satisfactorily small.

5. RELATED WORK
Providing integrity and authentication over insecure (ra-

dio) channels is a very active area of research. In this con-
text, Stajano and Anderson propose the resurrecting duck-
ling security policy model, [31] and [30], in which key es-
tablishment is based on the physical contact between com-
municating parties (their PDAs). An approach inspired

by the resurrecting duckling security policy model is pro-
posed by Balfanz et al. [5]. In this work, the authors go
one step further and relax the requirement that the location
limited channel has to be secure against passive eavesdrop-
ping; they introduce the notion of a location-limited chan-
nel (e.g., an infrared link). A location-limited channel is
used to exchange pre-authentication data and should be re-
sistant to active attacks (e.g., man-in-the-middle). Asokan
and Ginzboorg propose another solution based on a shared
password [4]. They consider the problem of setting up a ses-
sion key between a group of people (i.e., their computers)
based on a fresh password chosen and shared among the par-
ties present in the room; the shared password is then used to
derive a strong shared session key. Users might be unreliable
when dealing with meaningless strings, and have difficulties
remembering strong passwords. To counter this problem,
in [24], Perrig and Song suggest using hash visualization to
improve the security of such systems.

In US patent no. 5,450,493 [21], Maher presents several
methods to verify DH public parameters exchanged between
users. This technique had a flaw, discovered by Jakobsson.
Motivated by the flaw, Jakobsson and Larsson [18] proposed
two solutions based on a temporary secret shared between
the two users. In [12] and [13], Gehrmann et. al., propose a
set of techniques to enable wireless devices to authenticate
one another via an insecure radio channel with the aid of the
manual transfer of data between the devices. In [32], Čagalj,
Čapkun and Hubaux propose an optimal message authenti-
cator, a more efficient protocol that enables provably secure
authentication through the transfer of a short bit sequence
over specifically constructed secure channels. In [19], Laur,
Asokan and Nyberg show that such message authenticators
require non-malleable commitment schemes.

In [9], Castelluccia and Mutaf propose an interesting de-
vice pairing protocol for CPU-constrained devices which re-
lies on device indistinguishability; this protocol is an exten-
sion of the protocol proposed by Alpern and Schneider [3].

In [33], Čagalj et al. proposed Integrity codes, a cod-
ing scheme that enables integrity protection of messages
exchanged between entities that do not hold any mutual
authentication material (i.e. public keys or shared secret
keys). The construction of integrity codes enables a sender
to encode any message such that if its integrity is violated in
transmission, the receiver is able to detect it. This scheme
enables broadcast authentication over insecure channels.

In [23] McCune, Perrig and Reiter present a system that
utilizes barcodes and camera-telephones to implement a vi-
sual channel for authentication and demonstrative identifi-
cation of devices. In [14], Goodrich et al. present a similar
solution, based on voice channels.

6. CONCLUSION
In this paper, we introduced integrity (I) regions, a novel

security primitive that enables integrity protection of mes-
sages exchanged between entities that do not hold any mu-
tual authentication material (i.e. public keys or shared se-
cret keys). Integrity regions make use of lightweight ranging
techniques and of visual verification within a small phys-
ical space. The main application of integrity regions is
in key establishment. The proposed scheme effectively en-
ables authentication through presence and therefore protects
key establishment from the man-in-the-middle attacks. We
demonstrated that integrity regions can be efficiently im-
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plemented using off-the-shelf components such as ultrasonic
ranging hardware.
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