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Abstract—Multimodal biometric technology provides potential
solutions for continuous user-to-device authentication in high-
security mobile ad hoc networks (MANETs). This paper studies
distributed combined authentication and intrusion detection with
data fusion in such MANETs. Multimodal biometrics are deployed
to work with intrusion detection systems (IDSs) to alleviate the
shortcomings of unimodal biometric systems. Since each device
in the network has measurement and estimation limitations, more
than one device needs to be chosen, and observations can be fused
to increase observation accuracy using Dempster–Shafer theory
for data fusion. The system decides whether user authentication
(or IDS input) is required and which biosensors (or IDSs) should
be chosen, depending on the security posture. The decisions are
made in a fully distributed manner by each authentication device
and IDS. Simulation results are presented to show the effectiveness
of the proposed scheme.

Index Terms—Authentication, biometrics, intrusion detection,
mobile ad hoc networks (MANETs), security.

I. INTRODUCTION

W ITH RECENT advances in mobile computing and
wireless communications, mobile ad hoc networks

(MANETs) are becoming more attractive for use in military
applications. Supporting security-sensitive applications in hos-
tile environments has become an important research area for
MANETs since MANETs introduce various security risks due
to their open communication medium, node mobility, lack of
centralized security services, and lack of prior security associa-
tion [1], [2].

In high-security MANETs, user authentication is critical in
preventing unauthorized users from accessing or modifying
network resources. Because the chance of a device in a hostile
environment being captured is extremely high, authentication
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needs to be performed continuously and frequently [3]. The
frequency depends on the situation severity and the resource
constraints of the network [3]. User authentication can be
performed by using one or more types of validation factors:
knowledge factors, possession factors, and biometric factors.
Knowledge factors (such as passwords) and possession factors
(such as tokens) are very easy to implement but can make it
difficult to distinguish an authentic user from an impostor if
there is no direct connection between a user and a password
or a token. Biometrics technology, such as the recognition of
fingerprints, irises, faces, retinas, etc., provides possible solu-
tions to the authentication problem [4]. Using this technology,
individuals can be automatically and continuously identified
or verified by their physiological or behavioral characteristics
without user interruption [4], [5].

In addition, intrusion detection systems (IDSs) are important
in MANETs to effectively identify malicious activities and
so that the MANET may appropriately respond. IDSs can be
categorized as follows [6]: 1) network-based intrusion detec-
tion, which runs at the gateway of a network and examines all
incoming packets; 2) router-based intrusion detection, which is
installed on the routers to prevent intruders from entering the
network; and 3) host-based intrusion detection, which receives
the necessary audit data from the host’s operating system and
analyzes the generated events to keep the local node secure.
For MANETs, host-based IDSs are suitable since no centralized
gateway or router exists in the network.

Some research has been done in continuous biometric-based
authentication. In [3], [5], [7], and [8], biometric-based con-
tinuous authentication is addressed. In [8], dynamic Bayesian
networks are used for authentication. Sim et al. [3] proposed
several metrics for multimodal biometrics used for continuous
user verification. Some research has been done in combining
intrusion detection and continuous authentication in MANETs
[9]. In the framework proposed in [9], multimodal biomet-
rics are used for continuous authentication, and the IDSs are
modeled as sensors to detect the system’s security state. The
framework is shown to be effective as it combines an impor-
tant prevention-based security approach and a detection-based
approach. However, the scheme proposed in [9] is a centralized
scheme, in which a centralized controller is needed to schedule
authentication and intrusion detection, and is more suitable for
a single node rather than a network with distributed nodes
with random mobility. Since a centralized controller may not

0018-9545/$26.00 © 2011 IEEE



1026 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 60, NO. 3, MARCH 2011

TABLE I
MAIN NOTATIONS

be available in MANETs and the centralized scheme can be
computationally intractable [10], it is difficult to implement the
scheme proposed in [9] for a MANET with distributed nodes.

In this paper, we propose a fully distributed scheme of
combining intrusion detection and continuous authentication in
MANETs. Several distinct features of the proposed scheme are
given here.

1) In the proposed scheme, multimodal biometrics are de-
ployed to alleviate the shortcomings of unimodal biomet-
ric systems.

2) Since each device in the network has measurement and
estimation limitations, more than one device can be cho-
sen, and their observations can be fused to increase ob-
servation accuracy. Dempster–Shafer theory [11] is used
for data fusion.

3) The system decides whether a user authentication (or
IDS) is required and which biosensors (or IDS) should be
chosen, depending on the security posture. The decisions
are made in a fully distributed manner by each authentica-
tion device and IDS. Since there is no need for a central-
ized controller, the proposed scheme is more generic and
flexible than a centralized scheme in MANETs. Nodes
can freely join and leave from the network.

4) Since a biometric authentication process requires a large
amount of computation, the energy consumption is signif-
icant. Moreover, due to the dynamic wireless channels in
MANETs, the energy consumption for data transmissions
is dynamically changing (e.g., because of power control).
Therefore, in the proposed scheme, energy consumption
is also considered to improve the network lifetime.

Simulation results are presented to show the effectiveness of
the proposed scheme. The main notations used in this paper are
summarized in Table I.

The rest of this paper is organized as follows. Section II
introduces multimodal biometric-based user authentication and
intrusion detection in MANETs. Section III shows how to use
Dempster–Shafer theory for the fusion of IDSs and biometric
sensors. The integrated system is formulated in Section IV.

Section V shows some simulation results. Finally, we conclude
this study with future work in Section VI.

II. MULTIMODEL BIOMETRIC-BASED USER

AUTHENTICATION AND INTRUSION DETECTION

In this section, we introduce biometric-based user authenti-
cation and IDSs used in MANETs. Then, we present the system
model in this paper.

A. Biometric-Based User Authentication

Biometric technology can be used to automatically and con-
tinuously identify or verify individuals by their physiological or
behavioral characteristics. Biometric systems include two kinds
of operation models: 1) identification and 2) authentication. In
the proposed system, the biometric systems operate in authen-
tication mode (one-to-one match process) to address a common
security concern: positive verification (the user is whoever the
user claims to be). Based on a comparison of the matching
score between the input sample and the enrolled template with a
decision threshold, each biometric system outputs a binary de-
cision: accept or reject. In most real-world implementations of
biometric systems, biometric templates are stored in a location
remote to the biometric sensors [12].

In biometric authentication processes, two kinds of errors can
be made: 1) false acceptance (FA) and 2) false rejection (FR).
FAs result in security breaches since unauthorized persons are
admitted to access the system/network. FRs result in conve-
nience problems since genuinely enrolled identities are denied
access to the system/network, and maybe some further checks
need to be done. The frequency of FA errors and of FR errors
are called FA rate (FAR) and FR rate (FRR), respectively. The
FAR can be used to measure the security characteristics of the
biometric systems since a low FAR implies a low possibility
that an intruder is allowed to access the system/network. In
tactical MANETs, failure in user authentication might result in
serious consequences. Hence, more than one biometric sensor
is used at each time period in our system to increase the
effectiveness of user authentication.

B. IDSs

Intrusion detection is a process of monitoring computer
networks and systems for violations of security and can be
automatically performed by IDSs. Two main technologies of
identifying intrusion detection in IDSs are given as follows:
misuse detection and anomaly detection [13]. Misuse detection
is the most common signature-based technique, where incom-
ing/outgoing traffic is compared against the possible attack sig-
natures/patterns stored in a database. If the system matches the
data with an attack pattern, the IDS regards it as an attack and
then raises an alarm. The main drawback of misuse detection is
that it cannot detect new forms of attacks. Anomaly detection
is a behavior-based method, which uses statistical analysis to
find changes from baseline behavior. This technology is weaker
than misuse detection but has the benefit of catching the attacks
without signature existence [13].
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Fig. 1. Example framework for a MANET with biosensors and IDSs.

Multiple algorithms have been applied to model attack sig-
natures or normal behavior patterns of systems. Three com-
mon algorithms are [14] naive Bayes, artificial neural network
(ANN), and decision tree (DT). A naive Bayes classifier is
based on a probabilistic model to assign the most likely class
to a given instance. ANN is a pattern recognition technique
with the capacity to adaptively model user or system behavior.
DT, which is a useful machine learning technique, is used to
organize the attack signatures into a tree structure. Most of the
IDSs only use one of the preceding algorithms.

IDSs can make two kinds of errors: false positive (FP)
and false negative (FN). FNs result in security breaches since
intrusions are not detected, and therefore, no alert is raised. The
false negative rate (FNR) can be used to measure the secure
characteristics of the IDSs since a low FNR implies a low
possibility that intrusion occurs without detection.

C. System Model

Assume that a MANET has a continuous biometric-based
authentication system with N − W biosensors and W IDSs,
which have the ability to detect intrusions. The IDSs are also
modeled as sensors, bringing the total number of sensors to N .
Without loss of generality, we assume that some nodes have
one or more biosensors, and some have no biosensor due to
the heterogeneity of network nodes in the MANET. Similarly,
some nodes are equipped with the IDS, and some are not
equipped with the IDS. The total number of network nodes in
the MANET is not directly related to the number of sensors. An
example framework for the MANET with biosensors and IDSs
is shown in Fig. 1.

The system can perform two kinds of operations: 1) intrusion
detection and 2) user authentication. The IDSs can operate at
all time instants to monitor the system. Authentication may
be executed at every time instant as well. However, intrusion
detection and authentication may consume a large amount
of energy, which is a concern for energy-constrained devices
in MANETs. Moreover, performing authentication and intru-
sion detection may lead to security information leakage to an
adversary monitoring communications and network behavior.
Therefore, it is critical for the system to optimally schedule the

intrusion detection and authentication activities for each time
slot, taking system security and energy into account.

In the proposed scheme, since each sensor (biosensor or
IDS) has measurement and estimation limitation, more than
one biosensor and IDS (assume L devices) is chosen to detect
the security states of the system. Each sensor monitors its
local environment and not other sensors’. Then, their obser-
vations can be fused to increase observation accuracy using
Dempster–Shafer theory. The number of sensors chosen is
determined by the required level of network performance.

In the proposed scheme, a Markov model is used. Let the
state of an arbitrary sensor n, n ∈ {1, 2, . . . , N} be x(n)(t) at
time t, which includes the sensor security and energy states
[s(n)(t), e(n)(t)]. Each state represents the security condition
and the residual battery energy level of sensor n at time t.
For example, security state space I can include two security
levels: {safe, compromised}. The residual battery energy
of each sensor can be divided into h discrete levels. There-
fore, the residual energy state space E includes energy states
{e1, . . . , eh} [15]. For example, the residual energy state space
E can include two energy levels: {High, Low}.

We consider that the time axis is divided into equal time
slots, which correspond to the time intervals between two
continuous user authentications. Let x

(n)
k , s

(n)
k , and e

(n)
k denote

the state of sensor n, its security state, and its residual energy
state, respectively, at discrete time k = 0, 1, . . .. States s

(n)
k and

e
(n)
k evolve based on I-state and E-state Markov chains with

transition probability matrices U (n) and V (n), respectively, if
sensor n is used at time k, which are described as follows:

U (n) =
(
φ

(n)
ij

)
i,j∈I

(1)

V (n) =
(
ψ

(n)
ij

)
i,j∈E

(2)

where

φ
(n)
ij = P

(
s
(n)
k+1 = j|s(n)

k = i
)

and

ψ
(n)
ij = P

(
e
(n)
k+1 = j|e(n)

k = i
)

respectively.
The states of other idle sensors are unchanged, i.e., s

(n)
k+1 =

s
(n)
k and e

(n)
k+1 = e

(n)
k , if sensor n is idle at time k. Hence, the

state of sensor n transitions with probability matrix T (n) =
[U (n) ⊗ V (n)], where ⊗ denotes the Kronecker product. For
example, if there are two security states and two energy states,
the state transition probability matrix of each sensor is a
4 ∗ 4 matrix, whose Markov chain is shown in Fig. 2.

Security- and energy-related costs are considered in our
scheme since transmitted biometric information may be de-
tected by adversaries,1 and energy is certainly consumed when
a sensor is used. For example, when cryptographically encoded

1Even if this information is encrypted, the fact that it is being transmitted
conveys information to an adversary.
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Fig. 2. Example of Markov chain for a single node’s state transition.

data (i.e., using public key infrastructure) are sent from biomet-
ric sensors to other parts of the biometric systems, an adver-
sary can perform a replay attack: The adversary intercepts the
transmitted encrypted data when a genuine user is interacting
with the system. The adversary then sends the captured data to
the desired biometric parts whenever he wants to break into the
system [16].

Let ak ∈ {1, . . . , N} denote one chosen sensor at time k. Its
corresponding information leakage cost at time k is defined
as cs(s

(ak)
k , ak), which is a function of the security state of

the chosen sensor and action at that time. The corresponding
energy cost at time k is defined as ce(e

(ak)
k , ak), which is

a function of the energy state of the chosen sensor and ac-
tion at that time. If sensor n is used at time k, an instanta-
neous cost βkc(x(n)

k , n) is accrued, where c(x(n)
k , n) = (1 −

λ)cs(s
(n)
k , n) + λce(e

(n)
k , n), with λ ∈ (0, 1) being the weight

factor for these two kinds of costs. β (0 ≤ β < 1) denotes
the discount factor, which is needed to make the infinite sum
mathematically converge in (4) [17], [18]. The discount factor
can model the fact that future cost is worth less than immediate
cost, because the future is less certain. In the proposed scheme,
the total instantaneous cost Ck at time k is determined as
follows: Define a set SL ⊆ {1, . . . , N}, |SL| = L, i.e.,

Ck = βk ×
L∑

n=1

c
(
x

(n)
k , n

)
, n ∈ SL. (3)

The total expected discounted cost over an infinite-time
horizon is given by

Jμ = E

[ ∞∑
k=0

Ck

]
. (4)

The optimization objective is to find the optimal stationary
policy μ∗ = arg minμ∈η Jμ to minimize the cost in (4).

III. DATA FUSION OF BIOMETRIC SENSORS AND

INTRUSION DETECTION SYSTEMS

In the proposed scheme, L sensors are chosen for authenti-
cation and intrusion detection at each time slot to observe the
security state of the network. (How to optimally schedule the
L sensors is presented in Section IV.) To obtain the security
state of the network, these observation values are combined,
and a decision about the security state of the network is made.
However, since there is some probability that a given sensor
might either be in a compromised state or have made an inac-
curate assessment, it is possible that this sensor has contributed
an unreliable observation. It can be quite difficult to ascertain
which observers are compromised. Therefore, choosing an
appropriate fusion method is critical for the proposed scheme.

Existing fusion methods can be classified as follows based
on the output information level of the base classifiers [19]:
Type-I classifiers output single-class labels (SCLs). Majority
voting and behavior-knowledge space are two most represen-
tative methods for fusing SCL classifiers. Majority voting can
operate under the assumption that most of the observing nodes
are trustworthy. Type-II classifiers output class rankings. Two
major fusion methods of type-II classifiers’ outputs are based
on either a class set reduction (CSR) or a class set reordering
(CSRR). CSR methods try to find the minimal reduced class set,
in which the true class is still represented. CSRR methods try
to increase the true class ranking as high as possible. Type-III
classifiers produce so-called soft outputs, which are the real
values in the range [0, 1]. Fusion methods for type-III
classifiers try to reduce the uncertain level and maximize
suitable measurements of evidence. Fusion methods include
Bayesian fusion methods, fuzzy integrals, Dempster–Shafer
combination, fuzzy templates, product of experts, and ANNs.

The Dempster–Shafer evidence theory was originated by
Dempster and later revised by Shafer. Its essential idea is that an
observer can obtain degrees of belief about a proposition from
a related proposition’s subjective probabilities. The motivation
for selecting Dempster–Shafer theory to solve the fusion prob-
lem in our proposed scheme is given as follows [11].

1) It has a relatively high degree of theoretical development
for handling uncertainty or ignorance.

2) It provides a convenient numerical procedure for combin-
ing disparate data obtained from multiple sources.

3) It is widely used in various applications.

In a Dempster–Shafer reasoning system, a set of mutually ex-
clusive and exhaustive possibilities is enumerated in the frame
of discernment, which is denoted by Ω [20]. In this section, two
security states for each node, i.e., {secure, compromised},
are used to demonstrate how to use Dempster–Shafer theory
in the fusion of biometric sensors and IDSs. Note that the
theory can be applied for nodes with more than two security
states. In the proposed scheme, the frame of discernment con-
sists of two possibilities concerning the security state of an
arbitrary node a. That is, Ω = {secure, compromised}, which
presents that node a has two security states: 1) secure state and
2) compromised state. Any hypothesis H refers to a subset
of Ω for which the neighboring biometric sensors and IDSs
can present evidence. The set of all possible subsets of Ω,
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including itself and the null set, is called a power set and is
designated as 2Ω [20]. For Ω in the proposed scheme, the power
set has three focal elements: 1) hypothesis H = {secure};
2) hypothesis H̄ = {compromised}; and 3) hypothesis U =
Ω, which means that the observed sensor a is either in the secure
state or the compromised state. Each biometric sensor and IDS
contributes its observation by assigning its beliefs over Ω.

In this paper, if a sensor is trustworthy, then the sen-
sor always provides accurate observation data. Any chosen
node could be untrustworthy due to its current compromised
state or inaccurate detection. The chosen node n is trust-
worthy for an arbitrary observed node a at time slot k + 1
when it is in the secure state and accurately detects. The
trustworthy probability tp

(n)
k+1 of node n at time k + 1 is

equal to P (s(n)
k+1 = secure) × P (y(n)

k+1 = s
(a)
k+1), where y

(n)
k+1

is the observation of a’s security state obtained from node
n. In our scheme, P (y(n)

k+1 = secure|s(a)
k+1 = secure) and

P (y(n)
k+1 = compromised|s(a)

k+1 = compromised) are equal to
1 − FAR and 1 − FRR, respectively. FAR and FRR are the
frequencies of FA errors and FR errors for node n, respec-
tively. Otherwise, node n is not trustworthy with probability
1 − tp

(n)
k+1. Suppose that node n states that node a is secure.

If node n is trustworthy, then its claim is accurate. If n is not
trustworthy, its claim is not necessarily inaccurate.

Basic probability assignment reflects the evidence’s strength
of support [20]. For example, for node n, the basic probability
number mn(H) is defined as the portion of total belief assigned
to hypothesis H [20]. When n′s observation data y

(n)
k+1 for the

security state of node a at time k + 1 are equal to secure,
its basic probability assignment can be calculated as fol-
lows [20]:

mn(H) =P
(
s
(n)
k+1 = secure

)

× P
(
y
(n)
k+1 = secure|s(a)

k+1 = secure
)

mn(H̄) =P
(
s
(n)
k+1 = secure

)

× P
(
y
(n)
k+1 = secure|s(a)

k+1 = compromised
)

mn(U) =P
(
s
(n)
k+1 = compromised

)
. (5)

If node n claims that node a is compromised, its basic
probability assignment can be calculated as follows [20]:

mn(H)= P
(
s
(n)
k+1 =secure

)

×P
(
y
(n)
k+1 =compromised|s(a)

k+1 =secure
)

mn(H̄) = P
(
s
(n)
k+1 =secure

)

×P
(
y
(n)
k+1=compromised|s(a)

k+1 =compromised
)

mn(U) = P
(
s
(n)
k+1 =compromised

)
. (6)

In the remainder of this section, two biometric sensors b
and c are used to demonstrate how to apply Dempster–Shafer
theory in combining the belief mb of sensor b and the belief
mc of sensor c in the hypotheses. When these two biometric
sensors have the same accuracy estimations or they are in
situations where their probability assignments over the frame
of discernment can quantitatively reflect the ignorance of each
other’s observations, the equally trusting approach is used in
Dempster–Shafer evidence combination [20]. The combined
belief of sensors b and c can be calculated as follows [20]:

mb(H) ⊕ mc(H) =
1
K

[mb(H)mc(H)

+mb(H)mc(U) + mb(U)mc(H)]

mb(H̄) ⊕ mc(H̄) =
1
K

[
mb(H̄)mc(H̄)

+mb(H̄)mc(U) + mb(U)mc(H̄)
]

mb(U) ⊕ mc(U) =
1
K

mb(U)mc(U) (7)

where

K = mb(H)mc(H) + mb(H)mc(U) + mb(U)mc(U)

+ mb(U)mc(H) + mb(U)mc(H̄)

+ mb(H̄)mc(H̄) + mb(H̄)mc(U). (8)

If these biometric sensors observe with different accuracies,
the weighted Dempster-Shafer evidence combining rule is used
in Dempster–Shafer evidence combination [11]. Based on the
historical performances of the sensors in similar situations,
their corresponding correctness rates are used as the references
to decide how much the sensors’ current estimations should
be trusted from their current observation. Let wb and wc be
the corresponding estimation correctness rates in history for b
and c, respectively. Then, the combined belief of biometric
sensors b and c can be calculated as follows [11]:

mb(H) ⊕ mc(H) =
1
K

[wbmb(H)wcmc(H)

+wbmb(H)wcmc(U)
+wbmb(U)wcmc(H)]

mb(H̄) ⊕ mc(H̄) =
1
K

[
wbmb(H̄)wcmc(H̄)

+wbmb(H̄)wcmc(U)
+wbmb(U)wcmc(H̄)

]
mb(U) ⊕ mc(U) =

1
K

wbmb(U)wcmc(U) (9)

where

K = 1 − wawb

[
ma(H)mb(H̄) + ma(H̄)mb(H)

]
. (10)

If more than two sensors are chosen at each time slot, the evi-
dence can be computed by combining any pair of arguments and
then combining the results with the remaining arguments. Since
inaccurate detection is the main characteristic of untrustworthy
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sensors, only detection errors are considered in the proposed
scheme.

IV. FORMULATION OF THE DISTRIBUTED

AUTHENTICATION AND INTRUSION DETECTION

SCHEDULING PROBLEM

As we mentioned in the introduction, it is critical for the
system to optimally schedule the intrusion detection and au-
thentication activities for each time slot in a distributed man-
ner, taking system security and energy into account. In this
section, we formulate the distributed authentication and intru-
sion detection scheduling problem as a partially observable
Markov decision process (POMDP) multiarmed bandit problem
[17], [21].

A. Information State Formulation

The decision about which sensors are chosen should not
totally depend on the current observation values since the
sensors’ states are only partially observable. Therefore, all the
actions and observations in the history should be counted as a
basis for decision making under environmental uncertainties.
To this end, information state is developed to derive sufficient
statistical information for the past history, including all the
actions and observations. The information state of a sensor
refers to a probability distribution over the sensor’s states.
The entire probability space (the set of all possible probability
distributions) is referred to as the information space.

For an arbitrary sensor n, the information state at time k is
denoted as π

(n)
k , i.e.,

π
(n)
k =

(
π

(n)
k (i)

)
, i = 1, . . . , ζn (11)

where

π
(n)
k (i) = P

(
x

(n)
k = i|Yk, Ak−1

)
and

1′ζn
π(n) = 1.

In the preceding equation, Yk = (y(a0)
1 , . . . , y

(ak−1)
k ) and

Ak−1 = (a0, . . . , ak−1) denote the observation and action (sen-
sor selection) history, respectively, at time k. 1ζn

is an
ζn-dimensional column vector of ones.

If sensor n is chosen at time k, a new observation y
(n)
k+1

is obtained at time k + 1. Furthermore, an essential part of
information state is that it can be updated after each correspond-
ing action to incorporate one additional step of information
into the history. Specifically, the information state at that time
π

(n)
k+1 can be recursively updated by the hidden Markov model

(HMM) state filter known as the forward algorithm with the
new observation, i.e., [21]

π
(n)
k+1 =

B(n)
(
y
(n)
k+1

)
T (n)′π

(n)
k

1′ζn
B(n)

(
y
(n)
k+1

)
T (n)′π

(n)
k

(12)

where B(n) denotes the observation probability matrix of node
n, which denotes the probabilities of the observation y

(n)
k+1

acquired when sensor n is picked at time k + 1, given each
state of the Markov chain. When L nodes are used, the ob-
servation probability matrix is obtained by using the preceding
Dempster–Shafer evidence combining rules. Since the other
N − L sensors are not used at time k, their information states
remain unchanged at time k + 1.

The preceding POMDP multiarmed bandit problem can be
re-expressed as a fully observable multiarmed bandit problem
in terms of the information state, which means optimal sen-
sors can be chosen based on the information state [18]. This
is because, although the state of each sensor is not totally
observable, its information state space is totally observable.
Generally, we need to solve N -POMDP with large compu-
tational complexity. However, it is proven that an indexable
property exists that can dramatically simplify the computation
and implementation of the optimal policy, meaning that the
optimal policy can be found according to the Gittins indexes
[18] of the sensors. Sensors’ Gittins indexes γ(n)(π(n)

k )(n =
1, . . . , N) are used to choose the appropriate sensors at
time k [18]. Therefore, the optimal policy at time k is that the
L sensors with the largest Gittins indexes at that time should be
selected. The aforementioned problem can be transformed to
compute the Gittins index of each sensor. A finite-dimensional
value iteration algorithm proposed in [21] is used to compute
the Gittins index for each sensor.

B. Distributed Scheduling Process

To reduce the computational complexity of the proposed
scheme, the distributed multimodal biometrics authentication
and intrusion detection scheduling process can be divided into
offline and online parts.

1) Offline computation of Gittins index. As with any
dynamic programming formulation, the computation of
the Gittins index for each sensor can be done offline.
For an arbitrary sensor n, a set of vectors Λ(n)

k at each
iteration k is computed in advance based on the following
parameters: state transition probability matrix T (n),
observation probability matrix B(n), reward vector R(n),
initial information state π

(n)
0 , horizon length H , and

discount factor β.
2) Real-time sensor selection over horizon H . At time k,

each sensor stores the sensors’ current Gittins indexes
into an N -dimensional vector. The real-time sensor se-
lection includes the following steps.
a) Select L sensors with the highest Gittins indexes at

time k. For these L sensors, perform steps a to e.
b) Get new sensor observations y

(n)
k+1 at time k + 1.

c) Update the information states of the L chosen sensors
using the corresponding HMM filters.

d) Compute the Gittins index γ
(n)
H (π(n)

k+1) for each of
these L sensors only.

e) Broadcast the new Gittins indexes to the other sensors.
f) On receiving the messages, all the sensors update their

Gittins indexes. Go to step a.
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C. Discussion of Computational Complexity and
Communication Overhead

In the proposed scheme, the optimal policy can be found
by a Gittins index rule, which means that the scheduling
problem only needs to solve the individual POMDPs for each
sensor. Therefore, the computational complexity of the pro-
posed scheme is dramatically decreased. For online real-time
scheduling of different sensors, each sensor just looks up the
prebuilt index table to find the index value corresponding to
the current state. A lookup table can be designed with little
computational complexity. In addition, several computationally
efficient algorithms can be found in [22] to further reduce
the computational complexity of the proposed scheme. For
example, based on Lovejoy’s suboptimal algorithm, the value
function can be upper and lower bounded, and efficient sub-
optimal solutions can be developed [23]. Finally, by imposing
structural assumptions on the state transition probabilities, cost
vectors, and observation probabilities, some structural policies
(e.g., threshold policy) can be derived [24].

In the proposed scheme, communication overhead is mainly
due to multicasting the following two types of messages in the
real-time scheduling process:

1) INTIAL-SENSOR-INDICES (ISIND), 8 bytes, which is
sent at the beginning of the authentication and intrusion
detection process, so that each sensor knows the others’
Gittins indexes;

2) SENSOR-INDICES (SIND), 8 bytes, which is sent at the
beginning of each time slot by the L nodes active in the
previous time slot.

Any network layer multicast algorithm for ad hoc networks
can be used in the scheme. The proposed scheme’s total com-
munication overhead is proportional to 8N × (N − 1) bytes
plus 8L × (N − 1) bytes per time slot. Overall, the proposed
scheme’s communication overhead is similar to that of the
centralized scheme, as they are both bounded by O(LN).

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we use computer simulations to evaluate the
performance of the proposed scheme with and without using
data fusion. We consider the following simulation scenario:
A MANET is equipped with two biosensors for continuous
authentication, iris sensor, and fingerprint sensor. Each sensor
includes two security states, i.e., safe and compromised, and
two energy states, i.e., high and low, which means that there are
four states for each sensor. The iris sensor is more expensive
and also provides more accurate authentication. The fingerprint
sensor provides intermediate security authentication and has
intermediate energy cost. There is an IDS in the MANET, which
uses the least energy and has the least accuracy in detecting the
security state. The following defined matrices are based on the
preceding assumptions:

The security state transition matrices of the iris sensor,
fingerprint sensor, and IDS, when they are active, are defined

as follows:

U (1) =
(

0.95 0.05
0.30 0.70

)
, U (2) =

(
0.80 0.20
0.10 0.90

)

U (3) =
(

0.98 0.02
0.02 0.98

)
.

From these state transition matrices, we can see the prob-
ability of changing from one state to another. For example,
the iris sensor could be compromised with probability 0.05
and retrieved back to the safe state with probability 0.30. The
corresponding energy state transition matrices are defined as

V (1) =
(

0.96 0.04
0 1

)
, V (2) =

(
0.98 0.02
0 1

)

V (3) =
(

0.99 0.01
0 1

)

which means that, when the battery residual energy is low, it
cannot transition back to the high-energy level. The observation
matrices for the security state and energy state are defined as

B(1)
s =

(
0.97 0.03
0.03 0.97

)
, B(2)

s =
(

0.90 0.10
0.10 0.90

)

B(3)
s =

(
0.80 0.20
0.20 0.80

)
, Be =

(
0.90 0.10
0.10 0.90

)

respectively.
The cost matrices are defined as C(1) = (3, 8, 25, 27),

C(2) = (2, 7, 20, 26), and C(3) = (1, 4, 27, 31). Since there is
more potential for information leakage when a node is in the
compromised state than in the safe state, the information leak-
age cost of selecting a safe node is lower than that of selecting
a compromised node.2 When the network is compromised, an
extra cost Cnet is applied into the total cost. In our simulation,
Cnet is set to 30 based on the nodes’ cost matrices, although
different values could be chosen without affecting the results of
our comparisons.

It is a nontrivial task to set up transition matrices and cost
matrices for the proposed scheme. We assume that most nodes’
properties can be made known when constructing these matri-
ces, which should be realistic particularly for tactical MANETs
where initial device management and planning is an a priori
requirement. By “node properties,” we mean the information
and states that are used as inputs to the transition and cost matri-
ces. However, in a dynamic environment, where heterogeneous
nodes may join the network, it may not be realistic to assume
knowledge of all nodes’ properties. In these circumstances, we
should be able to predict and learn the nodes’ properties from
the history of observations and actions.

We used “pomdp-solve,” which is a program in C++ from
[25], to compute the set of vectors ∧H required for the algo-
rithm in [21]. In pomdp-solve, we chose the incremental prun-
ing algorithm developed in the artificial intelligence community
by Cassandra et al. [22] since it is one of the fastest algorithms

2For example, a compromised node could intentionally introduce collisions
in a cryptographic protocol.
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Fig. 3. Cost comparison among the proposed scheme with data fusion, the
proposed scheme without data fusion, and the existing scheme.

for solving POMDPs [10]. We implemented the computation
of the Gittins indexes in Matlab. All simulations are run, and
policy vectors are computed on a computer equipped with
Window 7, Intel Core 2 Duo P8400 CPU (2.26GHz), and
4-GB memory. In the simulations, the initial state for each node
is of high energy and secure. We adopt the hybrid Manhattan
and RWP mobility model [26] to simulate the nodes moving.
Block Rayleigh flat-fading wireless channel model [27] is used
in this paper.

A. Performance Improvement

We run simulations to compare the cost of three approaches:
1) the proposed scheme with data fusion; 2) the proposed
scheme without data fusion; and 3) a scheme that does not con-
sider optimal scheduling (that is, a scheme that randomly makes
selections). Each cost value is the averaged result of 10 000
simulations. Fig. 3 shows the average cost for the first 100 steps
of the simulation. Fig. 4 shows the relative information leakage,
which is defined as the information leakage of the selected
nodes divided by the information leakage when the nodes are
in the worst state. The results show that the proposed scheme
with data fusion and the proposed scheme without data fusion
have lower cost and less information leakage than the existing
scheme. Thus, through optimal node selection, the system can
be more secure and energy efficient. From these figures, we
can observe that data fusion can improve performance. The
reason the fusion scheme has better performance is that data
fusion using Dempster–Shafer theory increases the observation
accuracy by combining the observations from multiple sensors.

Various transition probabilities are also used in the simula-
tions to evaluate the dynamic stability of the proposed scheme.
Fig. 5 shows the average cost of these three schemes when
the first component in the security transition probability matrix
varies from 0.7 to 1.0, where high transition probability means
that the system is more secure. The results still show that the
proposed scheme with data fusion has the lowest cost among
these three schemes. From Fig. 5, we can also see that the
cost decreases when the system becomes more secure. This
is because the information leakage is smaller when the system

Fig. 4. Information leakage comparison among three schemes.

Fig. 5. Cost comparison among three schemes under different transition
probabilities.

becomes more secure; therefore, the cost is smaller. When the
security transition probability reaches 1, the proposed schemes
lose their advantages since all of the nodes always stay in
the secure states, that is, there is no added value in trying to
optimize security in an infallible network. Fig. 6 shows the
average information leakage within the first 40 steps when the
first component in the security transition probability matrix of
the IDS varies from 0.65 to 0.95 and all other probability values
remain constant. Results show that the information leakage of
the proposed schemes remains low and stable. The reason for
this is that the proposed schemes avoid choosing the compro-
mised nodes and therefore decrease information leakage and
network compromise probability.

Different numbers of nodes are also used in the simulations
to verify the scalability of the proposed scheme. Fig. 7 shows
the average cost within the first 100 steps of the simulations
of networks of different sizes. In these simulations, we use
the same three kinds of nodes mentioned earlier. Results show
that the proposed scheme with data fusion has the lowest cost
compared with the existing scheme and the proposed scheme
without data fusion. The results also show that the cost of
the proposed schemes and existing scheme decreases when the
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Fig. 6. Information leakage comparison among three schemes under different
transition probabilities.

Fig. 7. Cost comparison among three schemes with varying nodes in the
network.

number of available nodes in the network increases from 3 to
18. The reason is that there are more nodes that can be selected
for authentication and intrusion detection, and therefore, com-
promised nodes or low-energy nodes can be avoided. When the
number of nodes increases to a certain level, where most of
the nodes are in secure states, the average cost of the proposed
schemes approaches the same low value.

B. Network Compromise Probability Improvement

In these simulations, we investigate the network compromise
probability of the proposed scheme. In our simulations, the
network is compromised when all of the chosen nodes are in
the compromised states. For easy comparison of the network
compromise probability in these three schemes, the energy
transition probability of each node is set to 1 so that the network
dies from being compromised rather than energy exhaustion.
Fig. 8 shows the average network compromised probability
within the first 40 steps when the first component in the security
transition probability matrix of the IDS varies from 0.65 to
0.95 and all other probability values remain constant. Results

Fig. 8. Network compromise comparison among three schemes under differ-
ent transition probabilities.

Fig. 9. Network lifetime comparison between the proposed scheme and the
existing scheme under different energy transition probabilities.

show that the network compromise probability of two proposed
schemes remains low and stable. When the security transition
probability is low, meaning that the IDS is easily compromised,
the proposed schemes outperform the existing scheme by an
even greater amount than the case when the IDS is more secure.
The reason is that the proposed schemes avoid choosing the
compromised nodes, therefore decreasing the probability of the
whole network becoming compromised.

C. Network Lifetime Improvement and the Optimal Policy

Network lifetime performance has been evaluated for the
proposed scheme, which is shown in Fig. 9. To simplify our
scheme, data fusion is not applied to the energy state of the
nodes. For easy comparison of the network lifetime in different
schemes, each node’s security transition probability is set to 1
so that the network dies from energy exhaustion in all cases
rather than becoming compromised. In these simulations, the
network lifetime is defined as the time until all of the chosen
nodes are in the low-energy state.
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Fig. 10. Network average lifetime with varying number of nodes.

Fig. 11. Example of the policy derived from the proposed scheme without
data fusion. (Action = 1: The iris sensor is selected; Action = 2: The finger-
print sensor is selected; Action = 3: The IDS is selected).

We first check the performance when different energy transi-
tion probabilities are used. In the simulations, the first element
in the energy state transition probability matrix of the IDS
varies from 0.65 to 0.9, and all other probability values remain
constant. Fig. 9 shows that the proposed scheme has longer
network lifetime than the existing scheme since the proposed
scheme selects the nodes based on their energy states and
only selects the expensive energy-consuming sensors when
necessary. Hence, in the proposed scheme, the energy can be
more efficiently used. In addition, as we can see from Fig. 9, the
average network lifetime in the existing scheme is increased
when the energy transition probability is increased because
when the energy transition probability is increased, it is more
likely that the system stays in a high-energy state. The results
also show that the network lifetime of the proposed scheme
remains high and stable. The network lifetime is also compared
in Fig. 10, showing that the network lifetime increases with
the total number of nodes, and the proposed scheme shows
significant improvement over the existing scheme. The pro-
posed scheme provides longer network lifetime through optimal
scheduling.

Fig. 11 shows an example of the policy for optimal schedul-
ing in the proposed scheme without data fusion. We can see
that different sensors, iris, fingerprint, or IDS are dynamically
scheduled as the simulation runs to minimize the information
leakage and maximize MANET’s network lifetime.

VI. CONCLUSION AND FUTURE WORK

Combining continuous authentication and intrusion detection
can be an effective approach to improve the security per-
formance in high-security MANETs. In this paper, we have
presented a distributed scheme combining authentication and
intrusion detection. In the proposed scheme, the most suitable
biosensors for authentication or IDSs are dynamically selected
based on the current security posture and energy states. To
improve upon this concept, Dempster–Shafer theory has been
used for IDS and sensor fusion since more than one device is
used at each time slot. The problem has been formulated as a
POMDP multiarmed bandit problem, and its optimal policy can
be chosen using Gittins indexes. The distributed multimodal
biometrics and IDS scheduling process can be divided into
offline and online parts to mitigate the computational complex-
ity. Simulation results have been presented to show that the
proposed scheme can improve network security. Such meth-
ods of combining multiple sensor information in a distributed
fashion lend themselves well to the concept of cross-layer
security, which is a topic that is gaining interest in MANET
security.

Further work is in progress to reduce the computation
complexity of the proposed scheme by searching for some
structured solutions to the distributed scheduling problem. In
addition, we plan to consider more nodes’ states, such as mo-
bility and wireless channels, in making the scheduling decisions
in MANETs.
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