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ABSTRACT

Security managers often regard human behaviour as a secu-
rity liability, but they should accommodate it within their
organisation’s information security management procedures.
To further the comprehension of human-behavioural factors
we develop an information security ontology. This ontology
is intended for organisations that aim to maintain compli-
ance with external standards (in this case ISO27002) while
considering the security behaviours of individuals within the
organisation.

We demonstrate use of our ontology with an applied exam-
ple concerning management of an organisation’s password
policy, and how it may be perceived by individuals in the or-
ganisation. We formally represent information security con-
trols and findings regarding human behaviour, and relate
these to each other and the accomplishment of standards
compliance. In doing so we provide a model that informa-
tion security managers can use to consider the impact of
their security management decisions.
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1. INTRODUCTION

Increasingly organisations are looking to external, industry-
recognised best-practice standards for guidance on how to
manage their information security infrastructures (such as
the ISO27K series e.g., [1, 2]). By seeking compliance with
standards, an organisation can demonstrate that their in-
formation is adequately secured, and illustrate to customers
and business partners alike that they can be trusted to pro-
tect important information.

One shortcoming of applying information security stan-
dards in a “one-size-fits-all” manner is that there is no out-
ward consideration of the security priorities and working cul-
ture of individual organisations [25]. Organisations may for
instance differ in their willingness to exchange data to lever-
age business opportunities, and the behaviour they wish to
encourage within employees towards the data that they have
access to [16].

Information security managers need to understand the us-
ability requirements of employees [3], as well as the potential
risks posed by employee behaviour. Efforts have been made
to categorise how employees perceive information security
within the workplace [7], but not necessarily how they be-
have in reaction to security [9] or how security managers can
learn to respond appropriately.

Previous work examining the use of removable USB data-
storage devices within organisations [5, 9, 13] has shown a
need to consider human-behavioural factors when managing
information security policies and security mechanisms. Here
we seek to provide a standardised information model for
representing behavioural factors and how they relate to an
organisation’s security needs.

We achieve this goal by augmenting the use of best prac-
tice information security standards with a structured defi-
nition of the associated human-behavioural implications, en-
capsulated within an ontology (i.e. an information model).
This informs the decision-making process, allowing security
managers to account for the identifiable effects (be they di-
rect or indirect) that information security mechanisms have
upon individuals within an organisation.

As an example, a password authentication policy may
mandate that employees use complex passwords to reduce
the chance of passwords being guessed or cracked, and thereby
provide security. However, the mandated password complex-
ity may push those employees struggling to remember their
passwords to write them down in an unsecured location.
This could conceivably result in a less secure environment
than would have been experienced had simpler (and more



easily memorised) passwords been employed. In this case an
information security manager would have benefited from be-
ing able to see the consequences of their security decisions.
This and other examples are covered in the paper.

We frame our work within the context of information se-
curity standards compliance, referencing the ISO27002 stan-
dard [2]. Security ontologies based upon the ISO27K stan-
dards already exist but do not incorporate human-behavioural
factors. We have selected specific ISO27002 guidelines and
identified potential policy decisions that may be made dur-
ing their enactment. We focus on decisions that may impact
upon both the security of an organisation’s information as-
sets and the behaviour of employees as they use those assets.
This information is then structured within the ontology.

Throughout this work we have consulted an industrial
partner representative (a senior information security man-
ager within a large, international financial organisation),
who is responsible for the computer-system accounts of 50000
staff and 20000 contractors. The organisation has success-
fully applied ISO27K standards, and so our consultations
have provided an insight into how our work might be used
in practice.

Section 2 discusses the background to our work, includ-
ing appreciation of human behaviour in information security,
how an ontology can help, and related work. Section 3 intro-
duces our ontology, followed in Section 4 by an example of
its use in password policy management. Section 5 provides
an evaluation of the suitability and prospective use of the
ontology, followed by concluding remarks in Section 6.

2. BACKGROUND

2.1 Information Security & Human Behaviour

Information security managers have traditionally relied on
technical controls (e.g. firewalls, e-mail filtering) to secure
the information that an organisation values. However they
can ill afford to ignore the human element within the organ-
isation [4, 16].

Organisations often aim to employ individuals who have
a willingness to take risks and exploit opportunities to ben-
efit the organisation itself. At the same time this behaviour
can create human vulnerabilities, as security incidents may
occur as a result. Ill-informed or inappropriate attitudes to
information security can cause a great amount of damage, be
it through careless talk, excessive or accidental distribution
of documents, or simply failing to adhere to security proce-
dures [20]. Employee behaviour can at times be knowingly
insecure, intentionally malicious towards the organisation,
or a source of accidental security breaches [15].

When managing the human element in information secu-
rity it is necessary to consider both the impact that security
mechanisms will have upon the workforce and how they will
choose to react to those mechanisms. An individual will be
less willing to comply with security policies if they perceive
them as having a detrimental effect upon their primary work
tasks [10].

The burden placed upon employees can be measured in
different ways, such as a restriction of work capabilities, de-
layed tasks, or additional processes and information to re-
member and recognise. This can in turn have differing effects
upon an individual’s attitude towards security, for instance
instilling a sense of frustration or futility [19]. Inadvertently
influencing a person’s attitude in such a negative way only
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fuels the conscious choice to circumvent security controls, or
otherwise hold them (or the organisation) in contempt [16].

2.2 Taking Control

Organisations must cultivate an awareness of the human-
behavioural implications of their internal information secu-
rity decisions. The person best positioned to do so would
be the internal information security manager (CISO, CIO,
etc.) and, if applicable, any members of their team that
are normally included in the decision-making process. We
refer simply to the ‘CISO’ as a collective term for such an
individual.

Ideally those involved in the decision-making process would
have an awareness of the business goals of the organisation
(and with this the associated legal and financial concerns
[24]). The propensity for risk, as communicated by senior
management, must be adequately represented in the infor-
mation security policies of the organisation. Individual em-
ployees can (and arguably should) be capable of behaving
in a ‘risky’ manner to further the goals of the organisation.
CISOs are in a position to ensure that the right risks are
free to be taken at the right time, and that risks that senior
management do not want being taken are prevented all of
the time. This provides a challenge to clearly represent the
directives of senior management.

Predicting the usability needs of employees and tailoring
the information security infrastructure around them should
be a priority [25]. Understanding information security from
a human-behavioural perspective could also in turn be used
to promote desirable security behaviours, and pacify nega-
tive perceptions of information security within the organi-
sation [4]. Such an understanding could help in identifying,
managing, and potentially stemming the causes of persis-
tent problems (e.g. staff forgetting passwords), as opposed
to perpetually reacting to the symptoms [16].

2.3 How an Ontology Can Help

We now discuss a potential solution to the problem iden-
tified in the previous sections.

Organisations are driven to follow security standards by a
need to structure their security management processes and
furthermore demonstrate these processes to auditors and
customers. It has been observed that external standards
must be tailored to respect the organisational culture and
business priorities, and the usability requirements of em-
ployees [25]. Doing so serves to make standards compliance
a more viable endeavour [30]. We assume here that a CISO is
free to balance standards compliance and employee usability
requirements.

A fully-informed organisational view of information secu-
rity must to some degree include internal controls, external
standards, and usability concerns. Provision of a structured
information model would go some way towards achieving a
holistic view of information security management in terms of
both its intent and its impact upon members of the organisa-
tion. For example if a standard recommends deployment of
a password authentication system to protect access to valu-
able data, a model can be used to relate the CISO’s password
policy decisions to the projected end-user experience.

Representing such a view in an ontology would be appro-
priate for a number of reasons:

e By providing a taxonomy of information security ter-
minology security engineers can broaden their knowl-



edge of related concepts [34], in this case the human-
behavioural implications of security decisions.

e By encapsulating a standardised taxonomy an ontol-
ogy can provide a common language [35], which may
facilitate improved communication of information se-
curity needs and outcomes [34]. This may serve to
bridge differing “auras of understanding”, as may be
seen between senior management and CISOs.

e Ontology content can be reappropriated for other uses,
and developed over time [35].

e An ontology provides opportunities for inter-operability
e.g., between different assessment methodologies or soft-
ware tools [36]. This has the potential to generate new
knowledge.

e Creating ontology content requires that a diverse array
of terms, concepts and relations be reduced into a more
refined, structured information model. This serves to
organise and make precise any contained knowledge.

An ontology can thus serve as a framework within which
to associate human-behavioural research findings with the
requirements of a CISO. This would require an appropri-
ate structure to represent the complex relationships and de-
pendencies between concepts within both human behaviour
research and information security management.

2.4 Related Work

A number of ontologies, taxonomies and models have been
developed for purposes relating to information security. It
is useful to review notable works to better understand what
is required of our ontology.

Work by Magklaras & Furnell [26] provides a tool for es-
timating the level of threat originating from an organisation
insider. The argument here is that “all actions that consti-
tute I'T misuse lead back to human factors”, and that indi-
viduals within an organisation have greater access capabili-
ties than those outside. A taxonomy was developed to rep-
resent properties of users, including behavioural motivations
e.g., intentional and unintentional behaviour. There are also
basic representations of the system-level consequences of in-
sider threats. It is proposed that the taxonomy be used to
profile individual users, and that these profiles be correlated
with related system activity to determine the threat posed
by each system user. This work supports the point that a
particular pattern of security behaviour can have a num-
ber of causes and consequences, and that a CISO needs to
consider these.

Another investigation into the misuse of information is de-
scribed in the work of Braz et al [32]. This work discusses
using high-level policies to mitigate procedural threats. For
instance, “verify source of information” would counter “cus-
tomer provides false info”. The model also describes the
combination of policies and their implementation as techni-
cal security controls. This work demonstrates the concept
of composing controls to influence potential user behaviours.
Furthermore it provides examples of security controls that
can be used to align user behaviour with organisational pol-
icy.

A further study of the threat posed by malicious insiders is
found in [41]. The authors provide a model representing the
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behavioural and technical indicators of malicious insider ac-
tivity (specifically sabotage and espionage), and the causal
relationships between these events (e.g., stressful events as
precursors to malicious activity). Experts used the model to
encapsulate knowledge of insider threats and convey advice
on limiting malicious insider activity. Behavioural and tech-
nical indicators of malicious activity are formalised in the
model such that organisations can apply it to better man-
age their own workforce. With our ontology we also seek to
encapsulate and communicate expert knowledge of human
factors in security, and provide a model that is of potential
use to security managers when making policy decisions.

The ROPE methodology [39] and related security ontol-
ogy [14] provide organisation-wide evaluation of IT secu-
rity management, with a focus on business processes and
risk-management. The ontology encapsulates well-known
information security concepts such as assets, vulnerabili-
ties, threats and controls. These inter-related concepts form
a framework for arranging organisation-specific knowledge,
used for both high-level decision-making and as input to a
risk assessment process. The work in [39] and [14] illustrates
use of organised infrastructure knowledge as a tool in holis-
tic security management decision-making. Our work aims
to provide a similarly ‘global’ view of organisational prior-
ities. The security ontology in [14] stresses the need of IT
managers to represent and communicate qualities of the IT
infrastructure to provide justification for security decisions
and reduce the reliance on intuition. We aim to utilise an
ontology for similar reasons, however we introduce qualities
that represent the behaviour of the organisation’s employ-
ees.

A security ontology incorporating external standards is
described in the work of Fenz et al [33]. Here individual
guidelines from the ISO27001/2 standards are related to
tangible security control implementations within an organ-
isation, providing a means of evaluating internal security
policies against the ISO standards. Our work also informs
per-organisation security management with a consideration
for external standards, but also considers human factors.

Work by Lee et al [38] describes the derivation of se-
curity requirements from external standards (e.g. US De-
partment of Defense guidelines). A process is developed for
determining interdependencies across content from different
standards, and the derivation of criteria for use in adapt-
ing standards to internal security configurations. This work
demonstrates adaptation of natural-language security stan-
dards to internal security infrastructures by way of an in-
formation model. This approach is used to help predict and
understand how standards will function when they are ap-
plied to an organisation’s technical infrastructure. In our
work we use an ontology to relate a standard to the secu-
rity compliance of employees, through the effects of security
infrastructure upon working practices.

We take the approach of formalising knowledge of hu-
man factors in information security, as also demonstrated
in [26], [32] and [41]. We represent these factors in an ontol-
ogy alongside recommendations from security standards and
policies (building on evidence from [33] and [38]). Human
behaviour is arguably too rich and varied to be reduced to
an ontology. However by adapting familiar concepts within
information security (e.g., asset, vulnerability, etc., as also
seen in [14]) we provide a framework that allows us to relate
aspects of both human behaviour and information security.



2.5 Requirements

The previous discussions regarding information security
ontologies and human behaviour have highlighted a number
of requirements that we must consider when developing an
ontology:

e Information security mechanisms are guided by poli-
cies. These policies are increasingly informed by ex-
ternal standards. Standards should be recognised and
suitably accommodated in the ontology.

e The usability and security behaviours of staff must be
considered as part of an organisation’s information se-
curity policies. This includes identification and repre-
sentation of:

— the information assets that IT users have access
to;
— the vulnerabilities that IT users create;

— the intentional or unintentional threats user ac-
tions pose to organisational assets and the infor-
mation security infrastructure, and;

— the potential process controls that may be em-
ployed to manage user behaviour, and their iden-
tifiable effects upon that behaviour.

e CISOs must be able to relate ontology content to the
security infrastructure they manage. Ontology ele-
ments representing both human factors and external
standards should be:

— presented clearly and unambiguously, and;

— related logically to one another so as to illustrate
interdependencies.

3. DESIGN

Here we introduce an ontology that represents attributes
of external information security standards, and aligns these
with the potential human-behavioural implications of their
implementation. This requires separating the content of
each standard guideline to identify individual security pro-
cesses and controls, which can then be associated with the
usability concerns that they may raise in practice.

We use the international ISO27002 standard [2] as a frame-
work. ISO27002 establishes guidelines and guiding princi-
ples for information security management [2], built upon
a prescribed security management process detailed in the
ISO27001 standard [1]. The ISO27002 guidelines were de-
termined by a joint technical committee, based on accepted
information security management requirements. ISO27002
is intended as a framework for the development of internal
security policies and practices.

We assume that CISOs should have the capacity to in-
tentionally or otherwise stray beyond the guidance of the
standard if they believe it to be beneficial to the organi-
sation. The goal is then a balance of security, user policy
compliance and business process constraints. The ontology
in its present form does not model the business processes
within which a particular user behaviour may manifest, nor
the probability of a behaviour manifesting. It can however
record the owner of an information asset and the perceived
cost to the organisation of a potential threat or control, and
the causal relationships between different behaviours.
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We do not consider technical- or configuration-level con-
cerns in our ontology (e.g. the mandated length of passwords
or the required character sets). New or alternative technolo-
gies emerge with greater regularity than security standards,
and so we focus on high-level, procedural controls. Other
works have made a similar distinction (e.g., [22, 32, 35]).

During development of our ontology we followed the ad-
vice for creation of ontologies as outlined in [40]. By adher-
ing to these recommendations we ensured that the structure
of our ontology would be consistent, robust and ultimately
usable. We also built upon ontology concepts previously de-
veloped by Fenz et al. [33] to align ISO27K standards with
components of an organisation’s security infrastructure.

Our ontology has been implemented in the Ontology Web
Language (OWL) [17]. We use OWL as it is a well-supported
ontology language, and there are code libraries available to
facilitate building software applications on top of the ontol-
ogy in future. We used the Protégé Ontology Editor appli-
cation [18] to construct the ontology and enter data for our
applied example (described in Section 4).

3.1 Overview

The concepts represented in our ontology are shown in
Figure 1. Each individual concept has a relationship with
one or more other concepts. The objects Chapter, Section,
Guideline and Guideline Step represent content from the
1SO27002 standard. An individual Guideline can be asso-
ciated with a particular information Asset by way of the
‘hasSubject’ relationship. Otherwise if a Guideline has
been broken down into more refined Guideline Steps it will
be these that are linked to an Asset. We represent those in-
formation Assets identified in a Guideline or Guideline
Step that either must be secured or which are crucial to an
information security management process. In our ontology
an Asset can be ‘ownedBy’ someone that has an identified
Role, who is then responsible for its maintenance.

The ontology also represents the security and usability
weaknesses of an Asset that may promote or inhibit certain
employee behaviours. It is with the Vulnerability concept
that we introduce these human-behavioural factors into the
ontology.

A Vulnerability may be ‘exploitedBy’ a Threat (e.g.,
if “memorisation of password is difficult” it may follow that
“password is forgotten”), which renders the Asset unusable
or insecure. Note that when a Vulnerability is ’exploited’,
this may be intentional or accidental.

A Threat may be either an Infrastructure Threat or
a Procedural Threat. The former represent activities that
directly affect security mechanisms, whereas the latter rep-
resent security events that impact upon an individual and
their behaviour. A Threat may also affect productivity, for
instance if an employee forgets a password and is unable
to access a system until it is changed. For each Procedu-
ral Threat we record the Behavioural Foundation, as a
means to classify behaviours and indicate the concerns that
they raise within an organisation (e.g., a person’s memory
capabilities or attitude towards security).

A Vulnerability may be ‘mitigatedBy’ a Behaviour Con-
trol. A Behaviour Control represents a procedural activ-
ity that can be enacted by a CISO to manage the interactions
between humans and organisational security controls.
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Figure 1: Overview of the concepts and relationships in the information security ontology.

Each Behaviour Control has a Control Type which in-
dicates the associated risk management approach, such that
a Behaviour Control ‘managesRiskOf’ a specific Threat.

Further details regarding each of these concepts and their
relationships are described in the following sections.

3.2 Chapter, Section, Guideline & Guideline
Step

In the ISO27002 standard content is arranged into Chap-
ters. Each Chapter refers to a general area of information
security management (e.g. “Access Control”, “User Training
& Education”), and has a number of Sections which each
address a specific area of the Chapter’s subject matter. Each
Section contains a number of Guidelines detailing specific
procedural concerns (e.g. “User Password Configuration”,
“Notifying New Employees of Terms of Use”). Each Guide-
lines contains ‘Implementation Guidance’, which in some
cases is broken down into discrete steps (referred to here as
Guideline Steps).

We resolve the discourse between external standards and
infrastructure concepts (such as information assets) by asso-
ciating infrastructure components with specific Guidelines
or Guideline Steps. We accept that the standards struc-
ture we have chosen is tightly-bound to the structure of the
ISO27002 document. However, it is not inconceivable for
other external standards to be modelled also (owing to the
natural extensibility provided with use of an ontology).

3.3 Asset

Within the ontology an Asset is an identifiable informa-
tion artifact which is of value to the organisation (be it mon-
etary or as a means to further the organisation’s business
goals). By identifying Assets and the controls that can be
employed to secure them (as described in the ISO27002 stan-
dard), it is possible to begin informing the development of
internal policies for their protection.
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3.4 Vulnerability

An Asset may exhibit some weakness that makes it sus-
ceptible to exploitation. Such a weakness is referred to
as a Vulnerability. We choose to concentrate our efforts
on identifying those vulnerabilities exposed in security pro-
cesses that may be influenced directly or indirectly by human
behaviour. That behaviour may be intentionally malicious
or an unintentional mistake or oversight. An example would
be asking an employee to remember a password when they
already have any number of work-related passwords to re-
member, which may cause that individual to forget or con-
fuse one or more old and new passwords.

At this stage we rely on the judgement of the CISO to
determine whether a given Vulnerability is exhibited by
their information security infrastructure. Since each Vul-
nerability we identify is based in a potential pattern of
behaviour, and less in a technical configuration, this essen-
tially requires a judgement on the capabilities and working
culture of the organisation’s employees.

We consider both behaviour that affects security and secu-
rity that affects behaviour, as one can influence the other. A
Threat (Section 3.5) to a Vulnerability constitutes the for-
mer, and a Behaviour Control (Section 3.6) the latter. For
example if an organisation has encouraged a culture of trust
among its employees, deploying a password-authentication
system might make individuals question who and what they
trust.

3.5 Threat

An Asset may be perceived as vulnerable to some form of
exploitation, but that is not to say that it will necessarily be
exploited. A Vulnerability becomes a problem when there
is some means of exploiting it (a Threat) and a perceived
probability of that Threat manifesting.

In our ontology we make a distinction between those threats
that affect the infrastructure of an organisation (e.g. “IT



Table 1: Types of Behavioural Foundation

Cultural Different cultural practices may exist across geographic (or perhaps even social) boundaries

Ethical Basic ethical considerations should be noted, e.g. personal privacy

Temporal Conditional changes may exist based upon the time of day or the duration of an event (e.g. employees
may lose focus on their work or have diminished patience at the end of the working day)

Mi Someone’s disposition could indicate that they may behave maliciously or opportunistically with

indset feation?

respect to the organisation’s assets

Capability Thfsre may be indiv.idual.siwithiril the Work'force Wh.O have some form of physical impairment.
This may affect their ability to interact with security mechanisms

help desk too busy to answer password-reset requests”), and
threats that affect the human-oriented procedures and us-
ability requirements inherent in using a particular Asset
(e.g. “user has forgotten system log-on password”). We refer
to the former as Infrastructure Threats, and the latter as
Procedural Threats.

A Threat may hinder user productivity and adversely af-
fect an individual’s attitude to security. If security measures
are not attuned to the usability requirements of the organisa-
tion’s employees, they may feel inclined to sidestep security
measures that they regard as cumbersome in order to “get
the job done”. It may then be said that the ontology identi-
fies potential Threats to the desirable security behaviour of
an organisation.

We record the potential consequences of each Threat should
it occur (an approach also seen in e.g., [36, 37]). The ontol-
ogy permits any text-based record of the potential impact
of a Threat upon individuals and infrastructure within the
organisation.

Regarding the probability of a Threat manifesting, we as-
sume that a CISO would base this on either their own ex-
perience or on the output of some methodologies external
to the ontology. The ontology also as yet has no repre-
sentation of the passage of time, and as such no measure
of how compounded security behaviours may affect an in-
dividual (i.e. how the human-behavioural implications of
co-dependent Threats may influence each other as they are
aggregated over time).

3.5.1 Behavioural Foundation

Procedural Threats are essentially events that constitute
a conflict of usability and security instigated by an individual
within an organisation. It is beneficial to have a basic com-
prehension of the individual or societal behaviour that drives
this conflict. We refer to this as the Behavioural Founda-
tion. The Behavioural Foundation allows us to classify a
Procedural Threat, and assess it in terms of the organisa-
tion’s desired security behaviour. Table 1 shows the basic
types of Behavioural Foundation that we have considered
in our work so far.

Knowing the Behavioural Foundation also informs the
level of sensitivity required when managing a Procedural
Threat. An individual who tells a ‘trusted’ colleague their
password in confidence fearing they might forget it them-
selves should be approached differently to an individual who,
without prompting, tells their password to a colleague sim-
ply because they do not acknowledge the security value of
that password. The solution changes based upon the iden-
tified behaviour. Forgetfulness may (or may not) be accom-
modated by security training workshops. Ignorance might
be stemmed through careful use of sanctions (thereby forcing
an individual to address the source of their own ignorance).
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The focus is not to address the root cause of behaviours that
cause incidents (e.g. why some people forget passwords, or
why they act maliciously), but to provide guidance to CISOs
so they may reason about security decisions to manage com-
plex or conflicting behaviours.

The scope of a Behavioural Foundation can be refined.
One potential application of this would be in establishing
which aspects of the information security policy to concen-
trate on during staff education programmes. In the case of
a person’s security ‘Mindset’ (see Table 1) we have defined
different actor behaviours (e.g. “Traitor”, “Foe”, “Oppor-
tunist” etc.), based on those in [9]. These relate motives to
behaviour, allowing CISOs to approach altering or counter-
ing a person’s perceived intentions. Refined scopes for other
kinds of Behavioural Foundation can also be defined.

3.6 Behaviour Control

A CISO may have methods available to manage a human-
behavioural Vulnerability. We therefore approach the mit-
igation of each Vulnerability in terms of the potential
system-wide policy or high-level infrastructure changes that
can be applied. We refer to these changes as Behaviour
Controls.

Each Behaviour Control describes a procedural solution,
and leave it to the CISO to decide how to enact the control
in practice. We would for example consider a mechanism
of policy change at a level of “make passwords more com-
plex” over “include one or more punctuation characters not
in succession within the mandated 8-12 character password”.

Work by Neubauer et al [6] discusses representing “coun-
termeasure side-effects”. Our ontology represents the usability-
oriented side-effects of deploying a Behaviour Control by
way of its human-behavioural implications. In our ontology
it is possible for a Behaviour Control to introduce further
Vulnerability concerns. For instance, an unwieldy pass-
word authentication system could be mitigated by relying
on token-based security - it is then conceivable that employ-
ees could lose their tokens or pass them to other people.
In this sense our ontology can inform CISOs of the human-
behavioural implications of the security mechanisms or poli-
cies they intend to implement.

A stakeholder role can also be associated with each Be-
haviour Control, to clarify who should be consulted should
it be enacted.

3.6.1 Control Types

Decisions relating to information security management
must be explicitly agreed by senior management if they
are to have the resources they need. This is not simply
a case of mitigating every Vulnerability or neutralising
every Threat, as senior management may regard the associ-
ated costs or resultant restrictions on user behaviour as too
great to be justified. The security management choices that



Chapter Single Password Memorisation
Number: 11 Difficult
Name: “ Access Control”

R hasVulnerabilit

Section Y
Number: 11.3
Name: “User Responsibilities”
Objective: ... Password

v A
Guideline

Number: 11.3.1

Name: “Password Use”

Control: ...

Implementation Guidance (Additional): ...
Other Information: ...

v

hasSubject

Implementation Guidance Step

Number: 11.3.1 (d)
Guidance: “select quality passwords with sufficient minimum length which are:
1) easy to remember;

Figure 2: Sample of ontology content relating to
password policy.

are made must reflect both the organisation’s risk propensity
and its working culture.

To this end we associate a Control Type with each Be-
haviour Control, as a record of the risk management ap-
proach that the control offers toward a particular Threat.
We use the category of risk approaches described in Section
4.2 of [2] i.e., risk retention, risk reduction, risk transfer and
risk avoidance.

An example of the use of Control Types would be of a
password policy that mandates complex passwords, which
individuals may find difficult to remember. There is a Threat
that staff may forget their passwords, which could be tar-
geted by making passwords simpler (but less secure as a
result). Another Behaviour Control might be to maintain
the same policy but employ IT help-desk staff to manage
password resets. This does not make passwords any easier
to remember (thereby side-stepping the Threat), but man-
ages the implications of the Vulnerability. The choice of
control should be aligned with the risk approach of the or-
ganisation. In this sense a Behaviour Control can be used
to promote those working practices that fit the organisa-
tion’s idealised security behaviour.

4. EXAMPLE - PASSWORD POLICY

To assess the efficacy of our ontology we created content
based on specific ISO27002 guidelines. Here we examine an
example based on one of those guidelines.

Researchers have already investigated the usability issues
associated with passwords (e.g., [11]). Here we provide a
means for a CISO to consider some of the concepts of this
research alongside compliance with the ISO27002 standard.

We consulted experts at the Human Centred Systems Group

at University College London (UCL) [42] and examined ex-
isting research to identify issues that users typically raise
when using passwords (e.g., “forgetting password”).

We selected an ISO27002 guideline relating to password
policy, specifically Guideline Step (d) of Guideline 11.3.1,
“Password Use”. This is shown, in abbreviated form, in Fig-
ure 2 (note that Figures 2-5 follow the style conventions as
in Figure 1). We identified a user’s Password as the As-
set requiring protection (since a Password provides access
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to business data). The example ontology content then rep-
resents possible behaviours resulting from use of passwords,
from the perspectives of both an employee and a CISO.

Guidance Step 11.3.1(d) stipulates a number of qualities
that a password should have, but here we focus on one qual-
ity (that passwords should be “easy to remember”) and one
Vulnerability that directly relates to it. The other quali-
ties that passwords should exhibit and further Vulnerabil-
ity types are found in the extended Guideline Step exam-
ple.

4.1 Applying the Ontology

To derive ontology content, we chose an individual ISO27002
guideline that related to information security (as opposed to
physical security). We then identified the information As-
sets to which the guideline refers. Through consultation
of ’human factors’ experts and relevant research material
we derived the Vulnerability types that could potentially
manifest when the Guideline was enacted. This involved
the identification of those research findings stating that a
particular security quality of the Asset would be under-
mined by a human behaviour that may be instigated by the
security process. Each event where a security quality was
placed at risk would form the basis of a Vulnerability.

With a set of distinct Vulnerability types defined, the
Threats that might apply to each Vulnerability (and the

Behaviour Control instances that then applied to each Threat)

were identified, through a similar process of consultation.

It is worth noting that the consultation process also served
to define knowledge precisely. As an example, the Threat
“Password Stored Externally to Avoid Recall” was initially
referred to as “Recall Aids Used”. This was perceived by
contributors not only as a reference to external storage of a
password, but also to the use of memory training techniques
to aid recall of a password, and so the definition was refined.

The process of creating ontology content for a particu-
lar guideline may be regarded as complete once Threat and
Control instances have been derived upon which the CISO
cannot exert influence. For instance, the CISO cannot af-
fect the likelihood of an individual successfully completing
a user-training programme.

Within the password policy example we identify a number
of concerns linked to password policy, as described in the
following discussions. These examples illustrate that a CISO
must understand the impact that their information security
decisions have upon the behaviour of employees.

4.2 Example Password Policy Decisions

Password Memorisation: For the Asset Password iden-
tified in Figure 2 there is a Vulnerability “Single Password
Memorisation Difficult”. This represents the possibility that
an individual could have difficulty remembering a password
with the complexity required by the organisation’s password
policy.

There are a number of behavioural Threats which may
exploit this weakness. Figure 3 illustrates that a Password
may be forgotten, perhaps due to an individual’s Capabil-
ity (or more precisely their memory). The consequence of
this would be that the individual would be without system
access until they could remember their password or have it
changed.



Single Password Memorisation Maintain Password
Difficult Policy
S R/ " Single Password
SRl Forgotten <

User temporarily without access

D)
Make Password Easier
To Remember

Figure 3: Ontology content for password memorisa-
tion.

Single Password Memorisation
Difficult

>

Educate Users in \
Recall Techniques \

Password Stored Externally
to Avoid Recall

Insecure storage medium can
be exploited by malicious party

Implement ISO27002 Guideline 11.3.1 (b),
“avoid keeping a record of passwords”

Figure 4: Ontology content for management of pass-
word recall methods.

Mindset

The organisation may accept that this is a possibility but
choose to “Maintain Password Policy” as a Behaviour Con-
trol (valuing perceived security over usability). Otherwise
a choice may be made to “Make Password Easier To Re-
member”; thereby reducing the chance of someone forgetting
their Password (though potentially at the cost of perceived
security).

Managing Password Recall Methods: If an individual
is having difficulty remembering a Password it is possible
that they will for instance write it down, or use some other
record of the Password to avoid the need to recall it them-
selves. An insecure record of the Password (e.g., on a piece
of note paper next to the user’s workstation) could be ex-
ploited by a malicious party.

One method of reducing the need to record a Password
would be to “Educate Users in Recall Techniques” (as in
Figure 4), thereby teaching users how to remember complex
Passwords. A different approach to the problem of insecure
Password records would be to enforce a ‘clear desk’ policy,
whereby users are not permitted to leave any artifacts at
their desks which may contain or allude to secured informa-
tion. This Behaviour Control does not solve the problem
of users forgetting passwords, but would strictly limit the
range of insecure behaviours that may impact upon protec-
tion of passwords.

Password Reset Function: To balance the security and
usability of passwords organisations can utilise an internal
“Helpdesk Password Reset Management” Control function
[8], as shown in Figure 5. If a member of staff forgets a
Password, they can then make a request to the help desk to
have their Password changed.
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If an IT helpdesk team must carry the cost of users for-
getting their Passwords, this cost may be measured by the
number of reset requests that have to be resolved. If many
system users are having difficulty with their passwords the
helpdesk may be too busy to answer requests promptly. This
would prolong the time for which callers are unable to ac-
cess the system. One solution is then to employ “Additional
Helpdesk Staff” in an effort to expedite call resolution.

Helpdesk staff must typically be provided with details ver-
ifying the identity of a caller, to ensure the communication
of passwords to the correct recipients. A malicious party
within the helpdesk team may exploit these details to gain
access to an individual’s system account. A CISO must then
consider that employing a helpdesk function to increase us-
ability introduces security concerns of its own.

An individual may find the “Password Reset Process La-
borious”, growing impatient with the time it requires. A
consequence of this may be a reduced willingness to comply
with the process, especially if it detracts from the caller’s
primary work tasks. One answer to this would be to in-
troduce an “Automated Password Reset System” (assuming
here that such a system would answer requests quicker than
a helpdesk operative).

5. EVALUATION
5.1 Applicability

During development of our ontology and example content
we consulted a large IT consultancy and human factors re-
searchers. This provided insight into the requirements and
usability needs of prospective users of the ontology.

With reference to the ontology evaluation criteria outlined
in [27], consultation with potential users of the ontology has
provided us with assessment of its syntax, usability and con-
tent requirements. In consulting human factors researchers
regarding our password policy example, we made effective
use of expert knowledge to guarantee the completeness, cor-
rectness, and consistency of the ontology content that we
have developed.

By following guidance on ontology development [40] and
encoding our ontology in OWL, we have served to demon-
strate that the concepts in the ontology are well-defined and
that the relationships between those concepts are precise.
The use of OWL also provides us with application-based
evaluation of the ontology content [29].

5.2 Envisaged Use of the Ontology

Ideally organisations would have both an IT security ana-
lyst and a human-behavioural expert in their employ. With
this we envisage that case studies would be formulated to
concentrate on specific information security mechanisms and
associated human-behavioural concerns. We have demon-
strated in our example how research relating to human fac-
tors in password authentication procedures can be appropri-
ately incorporated into our ontology, by associating expert
knowledge with relevant ISO27002 guidelines.

External standards can act as a foundation for an organi-
sation’s internal security policies [8], to be translated by the
security team into workable security mechanisms [24]. Here
we envisage that our ontology would provide a perspective
on how policy directives can affect employee behaviour be-
fore they are realised, and allow the CISO to consider the
behaviours that they need to promote or prohibit.



Single Password Memorisation
Difficult

\
[}
|

@r temporarily without access

Single Password N
Forgotten

Automated Password L
Reset System I/

Employee Becomes
Impatient

Capability

o | Temporal

Helpdesk Password
Reset Management

Helpdesk Provided With 3%
Identity Verification Details \'

Password Reset Process |
Laborious
. User Account

Mindset

Details Stolen

Malicious party gains access

S IT Helpdesk Cannot
Satisfy Reset Request

(User compliance diminished

- Additional Helpdesk Stafrr._ _____

User temporarily without access

Figure 5: Ontology content for a password reset function.

It is logical to include representatives from all areas of the
organisation affected by information security in the compli-
ance process [23]. Our ontology is well-placed to provide nat-
ural language recommendations in a structured manner, pro-
moting an inclusive approach to information security man-
agement.

An approach of consultation similar to that described in
[31] would facilitate effective use of our ontology, wherein the
business processes and security properties of an organisation
are identified (as found in e.g., resource manifests). Use of
an ontology is recommended during such a process.

A CISO may augment use of the ontology with other forms
of risk/benefit calculations. We assume that the ontology
would be integrated into a broader framework of standards
and assessment tools.

6. CONCLUSION

We have investigated the need to understand the usability
requirements and security behaviours of employees within an
organisation to ensure the effectiveness of information secu-
rity measures. We have provided an ontology that combines
content from information security standards with represen-
tations of the potential human-oriented security concerns
that their implementation may create. The ontology pro-
vides a framework for investigating the causal relationships
of human-behavioural implications resulting from informa-
tion security management decisions, before security controls
are deployed.

We conclude that it is possible for organisations to consol-
idate standards compliance with a consideration for human
factors, and have shown that our method of associating secu-
rity infrastructure properties with their human-behavioural
implications can identify potential user behaviours or effects
upon behaviour for the benefit of information security man-
agers. We demonstrated use of the ontology to encode ex-
pert knowledge of human factors in password policy man-
agement, and the ontology can be applied to other aspects
of information security management.

Alongside this work we have been actively investigating
the usability issues of the ontology from the perspective of
an information security manager. For this purpose we have
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been progressively integrating the ontology into a prototype
‘Knowledge Base’ application [28].
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