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Calibration of NASA’s Deep Impact spacecraft instruments allows reliable scientific interpretation
of the images and spectra returned from comet Tempel 1. Calibrations of the four onboard remote
sensing imaging instruments have been performed in the areas of geometric calibration, spatial
resolution, spectral resolution, and radiometric response. Error sources such as noise (random,
coherent, encoding, data compression), detector readout artifacts, scattered light, and radiation
interactions have been quantified. The point spread functions (PSFs) of the medium resolution
instrument and its twin impactor targeting sensor are near the theoretical minimum [~ 1.7 pixels full
width at half maximum (FWHM)]. However, the high resolution instrument camera was found to be
out of focus with a PSF FWHM of ~9 pixels. The charge coupled device (CCD) read noise is ~1
DN. Electrical cross-talk between the CCD detector quadrants is correctable to <2 DN. The IR
spectrometer response nonlinearity is correctable to ~1%. Spectrometer read noise is ~2 DN. The
variation in zero-exposure signal level with time and spectrometer temperature is not fully
characterized; currently corrections are good to ~10 DN at best. Wavelength mapping onto the
detector is known within 1 pixel; spectral lines have a FWHM of ~2 pixels. About 1% of the IR
detector pixels behave badly and remain uncalibrated. The spectrometer exhibits a faint ghost image
from reflection off a beamsplitter. Instrument absolute radiometric calibration accuracies were
determined generally to <10% using star imaging. Flat-field calibration reduces pixel-to-pixel
response differences to ~0.5% for the cameras and <2% for the spectrometer. A standard
calibration image processing pipeline is used to produce archival image files for analysis by
researchers. © 2008 American Institute of Physics. [DOL: 10.1063/1.2972112]
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. OVERVIEW

In support of the U.S. vision for space exploration,
which is to advance the nation’s scientific, security, and eco-
nomic interests through a robust space exploration program,
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NASA’s Science Mission Directorate carries out the scien-
tific exploration of the Earth, Moon, Mars, and beyond;
charts the best route of discovery; and reaps the benefits of
Earth and space exploration for society. NASA conducts sci-
entific exploration that is enabled by access to space, extend-
ing humankind’s virtual presence throughout the solar sys-
tem via robotic visitors to other planets and their moons, to
asteroids and comets, and to icy bodies in the outer reaches
of the solar system. The principal goals are to understand our
origins, to learn whether life does or did exist elsewhere in
the solar system, and to prepare for human expeditions to the
Moon, Mars, and beyond. The particular goal in the area of
planetary science is to advance scientific knowledge of the
origin and history of the solar system, the potential for life
elsewhere, and the hazards and resources present as humans
explore space.

As one means of achieving this goal, spacecraft are sent
to various solar system bodies from which to make scientific
measurements not possible to make from Earth. These mea-
surements are obtained using science instruments designed
for that purpose and capable of performing reliably in the
harsh space environment. Digitized data from such instru-
ments are radioed back to Earth for analysis. However, in
order for the measurements made by these instruments to be
scientifically useful, the digitized engineering data they send
back must be converted to physical units representing some
aspect of the object that was observed. This conversion is
enabled by accurately calibrating the output of the instru-
ments in response to observations of other well-known
source targets. These calibrations are typically carried out
using both ground-based laboratory measurements and in-
flight measurements using celestial or onboard targets.
Equally important for scientific analyses is knowing the un-
certainties in the calibrated measurement quantities and the
possible sources of error that could invalidate the measure-
ment interpretations.

One recent NASA mission called Deep Impact (DI) sent
a robotic spacecraft to investigate comet Tempel 1. The
spacecraft carried four scientific instruments: three digital
cameras with identical detectors and electronics but different
optical telescopes and one infrared (IR) imaging spectrom-
eter that used as its fore optics the same telescope as the
highest resolution camera. These instruments can be used to
make measurements of the size, shape, and relative spatial
locations of target objects, of the morphology of surface fea-
tures, of the reflectance properties of objects as a function of
wavelength, of the temperatures of target objects, and of any
time variability in these properties. Thus, it is essential to
calibrate the instruments in the areas of the geometric fidelity
of their images, the spatial resolution of the images, their
absolute spectral response rates to source radiance at each
pixel as a function of wavelength, the precise wavelengths of
the light being measured, as well as the accuracies of each of
these calibrations and a quantification of the possible sources
of error that could degrade the data quality. The techniques
for calibrating these instruments are presented here along
with the results of the calibrations. This information will be
critical for any researcher intending to do scientific research
using the DI instrument data. The general calibration tech-
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091301-3 Deep impact instrument calibration
niques and processes should also be of interest to anyone
using similar instruments to do scientific research.

We begin with a brief description of the DI mission fol-
lowed by a high-level description of the various science in-
struments. We include a summary of the calibration data
available for these instruments—both ground-based and in-
flight. The results of the calibrations are then presented. Re-
sults for the three cameras are discussed together since many
of their performance parameters are similar. The calibration
of the IR spectrometer is presented next. We discuss geomet-
ric calibration, spatial resolution calibration, and radiometric
calibration for each instrument. Finally we present the stan-
dard data processing steps the DI science team used to create
calibrated data sets for science analysis.

Il. INTRODUCTION TO THE MISSION

The primary scientific goals of NASA’s DI mission' are
(1) to determine the differences between a comet nucleus’
surface, with its ambient outgassing, and its interior, which
might contain enhanced volatiles or otherwise different com-
positions, and (2) to determine the structural properties of the
nucleus surface layers, such as whether those layers are
strong or strengthless. These goals were addressed by creat-
ing a high-energy impact into a comet nucleus and observing
from close range the resulting crater and the impact ejecta
outflow characteristics. The comet selected for investigation
was the short-period comet 9P/Tempel 1, whose nucleus has
a mean radius of about 3 km.> The DI spacecraft was
launched from Cape Canaveral on 12 January 2005 and ar-
rived at Tempel 1 on 4 July 2005 (GMT) at a range of about
1.5 AU from the Sun and 0.9 AU from the Earth.

The flight system consisted of two fully functional
spacecraft. The main spacecraft, which was designed to
make a close flyby of the nucleus of Tempel 1, carried an
impactor spacecraft, which was intended to impact the
nucleus to create a crater opening up the subsurface of the
nucleus for investigation. The impactor weighed 364 kg and

TABLE I. Deep Impact instrument suite summary.
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carried a charge-coupled device (CCD) camera (described in
Sec. III) for both science and autonavigation, an S-band ra-
dio link to the flyby spacecraft, a thruster-based attitude con-
trol system with both a star tracker and a gyro for attitude
measurement, and a complete autonavigation system de-
signed to analyze the images onboard and target the impactor
to a site on the nucleus that would be in sunlight and visible
from the flyby spacecraft. The impact speed was 10.2 km/s,
which resulted in a kinetic energy of impact of about 19 GJ,
corresponding to the explosive power of 4.5 tons of TNT.

The flyby spacecraft with the impactor mated to it was
initially placed on a trajectory that would result in an impact
with the nucleus. The impactor then separated from the flyby
spacecraft 24 h before impact, at which point the flyby
spacecraft diverted to miss the nucleus by 500 km and
slowed down by 100 m/s to provide an 800 s viewing win-
dow after impact. The instruments on the flyby spacecraft
(described in Sec. III) are body mounted, so the flyby space-
craft had to be rotated as it passed by the nucleus in order to
keep the instruments pointed at the comet. At 500 km prior
to closest approach, the flyby spacecraft froze in an attitude
that kept its dust shields in the direction of its relative veloc-
ity vector to protect the spacecraft from damage due to pos-
sible particle impacts near closest approach. After passing
through the innermost coma, the spacecraft turned and
looked back at the comet to take additional data.

Both spacecraft performed their mission as planned. The
impactor selected and achieved an impact site that was sunlit
and viewable from the flyby spacecraft throughout the avail-
able viewing period. The impact event produced a spectacu-
lar explosion of material from the nucleus subsurface. The
flyby spacecraft kept its instruments pointed at the nucleus
prior to and after the impact event. The instrument pointing
after impact turned out to be biased somewhat further away
from the impact site than planned because the plume of im-
pact ejecta was much brighter, optically thicker, and more
persistent than expected. This bright plume caused the au-
tonavigation system to interpret the plume as part of the

HRI-IR HRIVIS MRI ITS
Telescope
Aperture diameter (cm) 30 30 12 12
Focal length (m) 10.5 10.5 2.1 2.1
fl# 12° 35 17.5 17.5
Imaging
Largest format 512X 256° 1024 X 1024 1024 X 1024 1024 X 1024
Pixel size (um) 36 21 21 21
IFOV (urad) 10 2 10 10
FOV (mrad) 2.5 2 10 10
FOV (deg) 0.15 0.118 0.587 0.587
Scale per pixel (m) 7 at 700 km 1.4 at 700 km 7 at 700 km 0.37 at 37 km
Mass® (kg) 56.8 19.4 17.9
Imaging power” (W) 40 35 35

“Within the spectrometer.

1024 x 512 pixels at 18 um each, a majority of the data taken during the encounter was rebinned 2 X 2.

“Includes optical sensor, cables, and electronic box.

9Does not include mechanism power, light blocker or filter wheel.
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LVDS to S/IC
VIS image data

FIG. 1. HRI block diagram (Ref. 3,
used with permission); FPA, focal
plane array; TLM, telemetry; LVPS,
low-voltage power supply; LVDS,
low-voltage  differential ~ signaling
interface.

LVDS to S/C
IR image data
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nucleus resulting in an offset in its calculation of the direc-
tion toward the nucleus’ center of brightness. However, de-
spite this pointing bias, excellent science data were collected
throughout the encounter.

lll. INSTRUMENT DESCRIPTIONS

The four DI instruments are described in this section. A
more detailed description can be found in Ref. 3. All four
instruments are remote sensing imagers; they vary in their
spatial resolutions and in their spectral ranges and spectral
resolution capabilities. In addition to the instrument descrip-
tions, we describe the standard orientation of the data in the
archived image files, the available methods for compressing
the data within the instruments, and an overview of how the
instruments actually performed in flight.

The DI science instrument suite consisted of three indi-
vidual instruments—a high resolution instrument (HRI) and
a medium resolution instrument (MRI) on the flyby space-
craft, and an impactor targeting sensor (ITS) on the
impactor.3 Fundamental parameters of the instruments are
shown in Table I. Figures 1 and 2 show block diagrams of
the HRI and MRI/ITS configurations, respectively, showing
all the major system components.

The HRI consists of a 10.5 m focal length (fl) Casseg-
rain telescope, with a 30 cm aperture, feeding both a filtered
CCD camera and a long-slit imaging spectrometer. The two
channels are separated by means of a dichroic beamsplitter,
reflecting visible (vis) light from 0.34 to 1.05 um wave-
length, and transmitting IR light from 1.05 to greater than
4.8 um. The vis light passes through one of nine filters and
is collected by a 1024 X 1024 pixel split-frame-transfer
CCD. The distance between the closest filter surface and the
CCD is 58.5%0.5 mm for both HRI and MRI. The CCD is

v
1553 Bus

(Command
& TLM)

divided into four independent 512X 512 pixel quadrants,
each with a separate readout chain, in which the signal is
converted to 14 bit digital data. HRI filter characteristics are
shown in Table II.

The IR light is focused onto the slit of a two-prism spec-
trometer. The wavelength range of the spectrometer is
1.05-4.8 um, with spectral resolving power of greater than
200 over the entire spectrum, and as high as 700 at 1.05 um.
The spectra are collected on one-half of a 1024
X 1024 pixel HgCdTe midwave IR (MWIR) detector, for an
effective 1024 spectral and 512 spatial pixels. Similar to the
CCD, the IR detector is divided into four quadrants, two of
which are converted to 14 bit digital data for storage.

To handle the large dynamic range between the warm
nucleus and dim gas emission lines, an antisaturation filter
was placed over the center third of the slit. The filter was
chosen to attenuate the spectrum at wavelengths longer than
2.7 pm, and thus the thermal spectrum of the nucleus. De-
tector rows 172 through 329 are located behind the antisatu-
ration filter.

The pixel scale for the HRI vis channel is 2 urad, and
for the HRI IR channel is 5 urad per physical pixel. The slit
width of the spectrometer is set to span two physical pixels,
and most of the encounter data were taken in binned modes,
with an effective pixel scale of 10 urad.

The MRI and ITS are structurally very similar. Both are
based on a 2.1 m fl Cassegrain telescope, with 12 cm aper-
ture. The MRI has a nine-position filter wheel, while the ITS
light is not filtered. MRI filter characteristics are shown in
Table II. This paper considers radiometric calibration only to
the level of average flux within a filter bandpass. Calibration
techniques for separating the continuum- and emission-band
fluxes in the cometary coma can be found in Ref. 4 in the

MRIITS CCD Pre-Amp  Electronics Box
Telescope Mech. —
& Structure TLM ’ L,
Filter Wheel 5
-> (MRI Only) } Y TT a LVDS to S/C
y CCD ;{>__., cco e g VIS image data
,J\_—, Electronics =) @ FIG. 2. MRI/ITS block diagram (Ref.
7 % 3, used with permission); acronyms
Dight S > are defined in Fig. 1 caption.
O Blocker S l
®
LvPS B 1553 Bus
(Command
& TLM)

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp



091301-5 Deep impact instrument calibration

Rev. Sci. Instrum. 79, 091301 (2008)

TABLE II. Deep Impact filter characteristics (Ref. 3, used with permission).

Filter MRI center MRI filter HRI center
wheel wavelength MRI filter target wavelength HRI filter
position (nm) width (nm) measurement (nm) width (nm)

1 650 >700* Context 650 >700*
2 514 11.8 C2 in coma 450 100
3 526 5.6 Dust in coma 550 100
4 750 100 Context 350 100
5 950 100¢ Context 950 100¢
6 650 >700" Context 650 >700"
7 387 6.2 CN in coma 750 100
8 345 6.8 Dust in coma 850 100
9 309 6.2 OH in coma 650 100

“Filters in positions 1 and 6 are uncoated fused silica and not band limited.

®The 950 nm filter is longpass.

“The coating on the 350 nm filter is shortpass; the substrate limits the short wavelength to ~320 nm. The
dichroic beamsplitter limits the short cutoff to ~300 nm (for HRI only).

context of ground-based narrow-band comet observing fil-
ters. Both MRI and ITS have the same four-quadrant frame
transfer CCD as the HRI, and are both converted to 14 bit
digital data. The pixel scale for both MRI and ITS is
10 prad.

The two instruments on the flyby spacecraft (HRI and
MRI) are body mounted on the antisunward side of the
spacecraft (shaded by the solar array) to enable passive ra-
diative cooling of the HRI IR spectrometer. During the en-
counter the optical bench of the spectrometer maintained a
temperature of ~137.5 K, producing a dark signal rate of
~750 DN/s (DN=data number, the digitized output of de-
tector counts from the instrument). The IR detector itself was
cooled to 84 K with a two-stage radiative cooler. Two-
dimensional IR images are built up by slewing the spacecraft
at a rate that moves the slit by one slit width during a frame
time.

A. CCD

The design of the DI CCD is common to all three vis
instruments (HRI vis, MRI, and ITS) and is a split-frame-
transfer device with an active imaging area of 1024
X 1024 pixels. The CCD is read out via four independent
amplifiers each fed by a symmetric image area quadrant. The
devices are thinned and back-side illuminated to improve
overall quantum efficiency. The architecture of the DI CCD
is shown in Fig. 3. The timing pattern generator was con-
structed to produce several readout modes including full
1024 X 1024 pixel frames and subframe images reduced by
factors of 2, down to a minimum of 64 X 64 pixels, with
subframe readout times approximately a factor of 2 shorter
for each factor of 2 in frame size dimension. Figures 1 and 2
show that each instrument includes a light blocker in front of
its CCD. This blocker is used simply to shield the image area
while the image that has been transferred to the storage areas
is being read out. This precludes a bright scene from saturat-
ing within the image area during the 1.4 s readout time and
bleeding charge into the storage area, possibly corrupting the
image being clocked out. This light blocker does not control
the integration time; that is set by the timing of the split-

frame-transfer architecture. The addition of the light blocker
does result in a bit more complexity in the number of image
modes that are possible. For smaller subframes, where im-
ages are clocked out as fast possible, the light blocker is not
needed. Figure 4 shows typical readouts for modes using and
modes not using the light blocker between each exposure.
Exposure times are selectable, with a minimum commanded
time of 0 ms and a maximum of 1 048 576 ms (1048 s), with
a 1 ms resolution. Due to timing pattern generator overhead,
a commanded time of 0 ms results in an effective 3.5 ms of
exposure time. For modes that do not use the light blocker
for each image [see Fig. 4(b)], the minimum exposure time is
governed by the readout time of the image size, and the
commanded exposure time is in addition to that readout time.
Table III lists the available CCD imaging modes. Detailed
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FIG. 3. CCD architecture (Ref. 3, used with permission).
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FIG. 4. Generalized timing patterns (Ref. 3, used with permission). (a)
Timing pattern for a single exposure when the light blocker is used between
each exposure. If N exposures are commanded, then this pattern is repeated
N times. (b) Timing pattern when the light blocker is not used between each
exposure and there is no additional commanded integration time beyond the
minimum. In the second case the number of exposures, N, can be com-
manded as 1. Both figures show when the time stamp saved in the image
header is collected with the arrow and label “VTC.” In both cases the time
stamp is collected at the end of the exposure period.

Image Read

information on the camera modes and timing can be found in
Ref. 3.

B. IR focal plane

The IR detector used for the DI IR spectrometer is a
hybrid array with a mercury cadmium telluride (HgCdTe) IR
sensor indium bump bonded to a Rockwell Science Center
HAWAII-1R multiplexer,5 The readout circuit was originally
developed for the HST (Hubble Space Telescope) Wide-Field
Planetary Camera III instrument. For DI, a custom MWIR

Rev. Sci. Instrum. 79, 091301 (2008)

HgCdTe substrate with a cutoff wavelength at 4.8 um was
developed. The complementary metal oxide semiconductor
(CMOS) readout array has 1024 X 1024 pixels that are
18 wm square, and has four electrically independent quad-
rants with separate readout amplifiers. The optical system
was designed such that only two of the quadrants are illumi-
nated. (Thus while each IR image only has two-halves, these
halves are still called quadrants). The detector orientation
was chosen such that the fast-readout direction is along the
spectral direction, while the slow readout is along the slit, in
the spatial direction, as seen in Fig. 5. Therefore the spec-
trum of each spatial sample has the same time history.

The array is read out in a ripple mode with each pixel
addressed directly. Therefore the time history of each pixel is
slightly different. Figure 6 shows a diagram of the IR focal
plane array (FPA) timing for two readout modes, alternating
and interleaved. Most encounter data were taken in inter-
leaved mode. The imaging command accepts an exposure
time parameter (termed the integration delay time) that
ranges from O to 65 535 ms, in 1 ms steps. As seen in Fig. 6,
the total integration time is the sum of the integration delay
time and the minimum frame-to-frame time for the given
readout mode. Table IV lists the available IR spectrometer
operating modes.

C. Inflight stimulators

The three CCD channels included an in-flight light emit-
ting diode (LED) stimulator. The LEDs were mounted within
the light blocker structure and shine on the back of the light
blocker blade. They produce a broad region of illumination
on the CCD with a minimum to maximum brightness ratio of
greater than 3. The LED was driven directly by spacecraft
bus power (tied directly to decontamination heater circuits),
and the illumination was not guaranteed to be constant either
in a single calibration session (short term) or from session to
session (long term). The stimulator images were used to de-
tect any change in high-spatial-frequency performance of the
CCD—e.g., dust redistribution, as well as gross changes in
quadrant-to-quadrant performance—e.g., gain changes be-
tween quadrants.

The instrument design did include an IR internal stimu-
lator designed to shine on the back surface of the dichroic
beamsplitter, which would reflect the light into the IR slit.
However, the sensitivity of the stimulator to electrostatic dis-
charge events caused it to fail after a single ground test, and
it was not repaired prior to any further ground test or flight.

D. Quadrant nomenclature

In order to understand the data from the instruments at
the level of calibrations, it is important to understand both
the way in which pixels are read out from the detector and
the way in which they are stored in the resultant Flexible
Image Transport System (FITS)/Planetary Data System
(PDS) images.6 Throughout this paper we identify the four
physical quadrants of the detectors as A-D (or just A and B
in the case of the IR detector, which only uses two of the
quadrants on the physical detector). The nomenclature in
Figs. 7-9 assumes the standard convention for displaying
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TABLE III. Visible (CCD) imaging modes (Ref. 3, used with permission).

Light
Serial Parallel blocker
Stored o’clocked Serial o’clocked Parallel used on
size size o’clocked size o’clocked each
No. Mode (X and Y) X) co-add (Y) co-add image? Dither?
1 FF 1024 8 0 8 4 Y N
2 SF1 512 4 0 4 4 Y N
3 SF2S 256 4 0 4 4 Y N
4 SF2N 256 4 0 4 4 N N
5 SF3S 128 2 0 2 4 Y N
6 SF3N 128 2 0 2 4 N N
7 SF40 64 0 0 1 2 N N
8 SF4NO 64 0 0 0 0 N N
9  FFD 1024 8 0 8 4 Y Y
FITS files: the faster-varying index in the data file (samples)
is displayed to the right, and the slower varying index (lines)
a) Fast (pixel) is displayed up (in PDS images the directions are controlled
by keywords, which for our images are set to match the
< > standard FITS display). Thus, the first byte of the FITS/PDS
> « file appears in the lower left corner of the window, and the
last byte in the FITS/PDS file appears in the upper right. All
_— Slow (row) ~ FITS/PDS archival 'images. are struct.ured to display a true
image of the sky, with arbitrary rotation about the center of
[ 1 the image, rather than a mirror image of the sky. The header
nlv information in the downlinked data is always written in the
first 100 bytes of quadrant A.
Figure 7 shows an in flight, vis image from HRI, in
which the directions in the labels are referred to by the order
> < of the bytes (pixels) in the archived data files. The images
g > from the thermal-vacuum (TV) calibrations have the same
orientation. For MRI and ITS, the different numbers of re-
512 pixels . ™ Reference flections in the optical path of the instruments lead to a right-
h 1024 pixels " 5 pixels left mirroring between the physical quadrants and the image
of the sky and a mirroring between the TV calibrations and
) the in-flight data. Since the quadrant labeling refers to physi-
b) < 1014 pixels cal quadrants, the TV calibrations have the same orientation
507 pixels of the quadrants for all three instruments (A in upper left and
| D in lower right), but they have different orientations for
inflight data, i.e., the in-flight data for MRI and ITS have
7D> Qi . . .
. : quadrant A in the upper right and quadrant D in the lower left
‘ ‘ for normally displayed FITS images. Thus the quadrants for
v v in-flight images from MRI and ITS are shown in Fig. 8.
Lo The readout order of the pixels is different from the or-
der of bytes in the images since each quadrant is read out
independently in parallel, and the bytes are then rearranged
into an image. The direction of the split-frame rapid transfer
Spectrometer Spatial is up and down in Figs. 7 and 8, symmetric about the cen-
Opucal Featprint (Along Sii) terline. This affects the smear of bright sources in short ex-
posures (Sec. V C 4). After shifting to the shielded region of
< > the detector, the top and bottom rows are read out first (top
I and bottom of the relevant subframe when only a subframe is
Spectral read), and in each of these rows the outermost pixels are read
1.05 um 4.8 um out first. The rows immediately above and below the center-

FIG. 5. IR focal plane array architecture (Ref. 3, used with permission). (a)
Architecture of the full IR FPA; (b) spectrometer mapping onto the FPA.
Only Quads II (A) and IV (B) are used; Quads I and III are not used.

line are read out last, and within these two rows, the pixels
immediately adjacent to the centerline are read out last. The
header information is overwritten on the first 100 bytes of
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a) Total integration VTC time tag | pata are saved
time per line for Line 1 from this read
N
~25 ms ~2ms .
LV 2.859,1430,0r0.7155 | v [ Repeat multiple frames
Read/reset line-by-line Integrate*T Read/reset line-by-line Integrate*
Prep for
Prep for read*
read* L W

X

I Data are discarded from this read |

| Frame-to-frame repeat

[aaleteba el b el bbbt

182,77,

or lims

»l |

Always in

Mgde 4

3.08,1.54,0r 0.77s | |

*commanded varjable

#*frame sync, line sync, quick step to first line to read

b)

S/W delay constant Integrate*

I y
SwW '

delay| Only when a single frame is commanded |

Data from this reset
frame are saved | Frame-to-frame repeat
A N 188 ms
~25 ms ~2 ms ~2 ms
| M [ 143s [+] 143s ]+| 143s |_Repeat multiple frames; ¥ | (l4s,
Reset frame Integrate™ T ead frame T Reset frame Integrate* T Integrate™® T
S/W
Prep for Prep for Prep for /W delay
# constant
reset? read reset? delay

H_J

| Total integration time per frame |

Data from this
read are saved

VTC time tag for

Line 1

FIG. 6. IR focal plane readout timing. Timing for two different readout modes, (a) interleaved and (b) alternating, are shown.

quadrant A image data (upper left quadrant for HRI in-flight
images and upper right quadrant for in-flight images with
MRI and ITS) after the image is constructed. Overclocked
pixels and rows are read out after the image pixels, but they
are moved to the outside of the FITS/PDS image to preserve
the contiguity of the image in normal displays.

The situation for the IR spectrometer is shown in Fig. 9.
The normally displayed image, whether using the FITS stan-

dard display convention or displaying via the relevant PDS
keywords, has wavelength increasing from left to right and
the long spatial dimension of the slit oriented vertically. The
vertical spatial direction in the spectrometer image is the
same as in the HRI vis image, terminator at the top and limb
at the bottom for a spectrum at the time of Fig. 7. There are
only two quadrants used, although the actual detector has
two additional quadrants that are not exposed to light and are

TABLE IV. IR spectrometer operating modes (Ref. 3, used with permission).

Minimum Frame-to-frame
Mode Stored exposure time time for minimum
No. mnemonic Mode image size (s) exposure (s)
1 BINFF Binned full frame 512X 256 2.86 2.862
2 BINSF1 Binned sub-frame 1 512X 128 143 1.432
3 BINSF2 Binned sub-frame 2 512X 64 0.71 0.717
4 UBFF Unbinned full frame 1024 X512 2.86 2.862
5 ALTFF Alternating binned 512X256 1.43 2.868
full frame
6 DIAG Diagnostic 1024 X512 1.43 1.432
7 MEMCK Memory check 1024 X 512 N/A 2.862
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Image
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(1023,1023)
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X
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Axis (Samples)

FIG. 7. (Color) A full-frame, HRI vis image taken shortly before impact,
displayed with the FITS convention. This orientation reproduces a true sky
image (ecliptic north is to the right). The first and last bytes are those read
from the FITS file and are not connected with the order of detector readout.
Quadrants A-D noted throughout this paper are labeled in the image.

not read out. The orientation is the same both for in-flight
data and for thermal-vacuum calibrations—A is on the left in
a standard FITS/PDS display and B is on the right.

Since the IR detector is reset and read out on a pixel-by-
pixel basis, the readout order affects the actual time at which
a pixel is exposed, unlike the situation for the vis CCDs.
Each pixel has the same exposure duration, but the exposure
of the last pair of pixels read out does not start until one
integration delay time plus ~2 ms before the first pair of
pixels is read out (see Fig. 6). As with the lower half of the
vis images, the bottom row is read out first, and within that
row the outermost (leftmost and rightmost) pixels are read
out first. The spectral row at the upper end of the slit in this

Image
Header

Last Byte
(1023,1023)

Slowest-varying
Axis (Lines)

First

Byte (0,0) _—
Fastest-varying
Axis (Samples)

FIG. 8. (Color) A full-frame, MRI image taken at nearly the same time as
the HRI vis image in Fig. 7. Displayed with the FITS convention, a true sky
image is reproduced (ecliptic north is to the right). The first and last bytes
are those read from the FITS file and are not connected with the order of
detector readout. Quadrants A-D noted throughout this paper are labeled in
the image.
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2 _ Last Byte
59 (1023,1023)
© C

25 T

i e A

o<

» — >

Fastest-varying

First
Byte (0,0)
Axis (Samples)

Image Header

FIG. 9. (Color) A full-frame, HRI-IR image taken shortly before impact,
displayed with the FITS convention. For this FITS display, the wavelength
increases as the fastest-varying axis increases to the right. The slowest-
varying axis is the spatial direction along the slit. The first and last bytes are
those read from the FITS file and are not connected with the order of
detector readout. IR quadrants A and B noted throughout this paper are
labeled in the image.

standard display is read out last, and within that row the two
pixels on either side of the centerline are read out last. The
header information is again written over the first 100 bytes
of quadrant A, now in the lower left of a normal display.

E. Image compression

Image data can be compressed by means of a simple
look-up table (LUT), which converts the 14 bit data to 8 bit
values. To accommodate the desired volume of images re-
quired during the encounter, nearly all of the prime science
data were stored as compressed images. Each detector (in-
cluding the IR FPA) had four dedicated LUTS to choose
from, which allowed for some optimization of the compres-
sion based on the expected image characteristics. The LUT
can be selected to emphasize low-signal or high-signal im-
ages. The specific LUT to route the image through was speci-
fied in the image command; commands specifying multiple
images result in all of those images having the same LUT.
Figures 10-13 show the LUTs used during the encounter.
Prior to June 18, 2005, the LUTs on the flyby spacecraft
were different, and are shown in Appendix A.

F. General flight performance

While, in general, the instruments performed as ex-
pected, as described in detail in the rest of this paper, there
were two aspects of the HRI performance that did not meet
expectations; the focus of the HRI telescope and the operat-
ing temperature of the spectrometer at encounter.
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FIG. 10. HRI CCD encounter LUTs for converting 14 bit DNs to 8 bit DNs.
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FIG. 11. MRI CCD encounter LUTs for converting 14 bit DNs to 8 bit DNs.

1. HRI focus

The HRI focus failed to meet a mission requirement.
Calibration images of stars early in the mission showed that
the HRI telescope was significantly out of focus. A combined
JPL, Ball, and U. of Maryland tiger team was formed to
determine the cause of the defocus, as well as any possible
methods to recover the focus. The cause was traced to a
reference flat mirror used in ground TV tests that distorted
more than expected at cryogenic temperatures. Once the fo-
cus was determined to be forward of the CCD (secondary
despace was away from the primary), a planned bakeout of
the graphite epoxy structure took place that reduced the de-
focus from 1 to 0.6 cm, changing the spot size from effec-
tively 12 pixels to slightly less than 9 pixels. To gain back a
significant fraction of the expected resolution, deconvolution
algorithms were applied to many HRI vis images, as dis-
cussed in Sec. V B 3.

2. IR spectrometer operating temperature

The spectrometer operating temperature did not in and of
itself specifically violate a mission requirement, but did in-
crease the system noise level and therefore degrade potential
scientific return. The dark signal of the IR spectrometer was
dominated not by detector dark current, but by IR emissions
from the spectral imaging module (SIM) structure. Several
design enhancements were made to the spectrometer design
to reduce the SIM temperature and therefore the dark signal
from the SIM structure. Two cold shields were added to the
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FIG. 12. ITS CCD encounter LUTs for converting 14 bit DNs to 8 bit DNs.
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FIG. 13. HRI IR FPA encounter LUTs for converting 14 bit DNs to 8 bit
DNs.

two-stage detector passive radiator to reduce the out-of-field
view from the detector to the structure. The SIM cover was
oversized by ~10 cm to increase the radiating area of the
spectrometer. During cruise and approach the SIM bench ran
several degrees warmer than expected due to greater instru-
ment platform heating from direct solar radiation, which
could not be well characterized during ground testing. Ob-
servation of the elevated temperature resulted in a significant
effort to develop a full thermal model of the instrument plat-
form and SIM so that the temperature of the SIM could be
predicted correctly at encounter. Several encounter scenarios
were modeled, and based on these results, the science team
and operations teams developed a set of activities that main-
tained adequate SIM temperatures at encounter. The desired
SIM temperature was <130 K (as reported by the instrument
temperature sensors—the absolute accuracy is *2 K). The
SIM temperature at the time of encounter was just 137.5 K.
Thus the dark signal was approximately 10 000 electrons/s
over that at the desired SIM bench temperature.

The elevated background had two impacts on science
return. First, and most obviously, the noise associated with
the increased dark signal reduced the effective signal-to-
noise ratio (SNR) of the spectrometer. Second, as described
in Appendix A, the increased dark signal required an in-flight
update to the IR LUTs so that the dark signal collected in the
minimum IR detector integration times would be compressed
to a value close to zero. This LUT change helped to maintain
the effective dynamic range of the compressed IR data.

IV. CALIBRATION DATA COLLECTION

We summarize in this section the calibration data that
were collected for the DI instruments both on the ground
before launch and in flight. Researchers who might wish to
perform their own calibrations or to verify the results pre-
sented in this paper can use the summaries provided here to
help find the appropriate data for their purpose.

Calibrations and other engineering characterization of
the DI instruments took place not only prior to launch in both
ambient and in TV conditions but also throughout the
6 month cruise to Tempel 1. The majority of the prelaunch
data used in calibrating the instruments was taken during
four separate TV test programs at Ball Aerospace. These
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tests and the data collected are summarized in Table V. The
four tests are designated TV1-4. These data were analyzed
prior to launch to determine instrument performance charac-
teristics. The results are reported here only to the extent that
they have not been superseded by in-flight calibrations.

The performance of the DI instruments was character-
ized at many times and in various ways throughout the post-
launch period. The instruments were first turned on and
checked out 2 days after launch (L+2 days). Calibrations us-
ing the Earth and the Moon were carried out over the next
3 weeks until the distance to these targets became too great
and their direction became too close to that of the Sun. After
that calibrations were carried out using other celestial targets
such as stars, clusters, and planets. Radiometric standard
stars and astrometric star clusters were selected for observa-
tion by the vis cameras and the IR spectrometer. Planetary
nebulae with known spectral lines were also observed by the
IR spectrometer. The full set of engineering and science data
that could prove useful for calibrating instrument perfor-
mance is listed in Table VI. Full science calibration se-
quences were carried out in April, May, June, and July (post-
encounter). Abbreviated calibrations of selected parameters
(HRI vis PSF, IR spectrometer response, and dark frames for
all instruments) were obtained closer to the impact event on
July 2, 3, and 9 (the last excluding the previously destroyed
ITS). With only a few exceptions, the calibration data were
acquired uncompressed. The extensive calibration and test
program not only comprehensively characterized instrument
performance but also helped the flight team learn in detail
how to operate the instruments and spacecraft so as to make
successful observations.

V. VIS CAMERA CALIBRATIONS

The calibration results for the three vis cameras are pre-
sented here organized by calibration type. Since the cameras
all use the same detector and electronics, many of their per-
formance characteristics are similar, and discussing each area
of performance for all cameras together rather than discuss-
ing each camera separately avoids having to duplicate much
of the text. The geometric calibrations of each camera in
terms of its fl, which gives the pixel scale projected onto a
target, the level of geometric distortion present in the images,
and the relative alignments of the boresights of the various
cameras are discussed. The camera’s spatial resolution capa-
bilities are presented in terms of their PSFs. In particular, the
poor focus of the HRI telescope is quantified, and our suc-
cess at restoring the inherent resolution of the HRI images
via PSF deconvolution image processing techniques is de-
scribed. The radiometric response of each camera is quanti-
fied including their response linearity, zero-exposure back-
ground levels, relationship between output DN and signal
electrons, detector full-well capacities, flat-field response
variations, and absolute sensitivity factors for converting DN
to scene radiance or surface reflectance. In addition, we dis-
cuss quantitatively the various data degraders such as ran-
dom and coherent noise in the systems, accuracy of analog-
to-digital conversion, data compression effects, detector
readout artifacts due to low-level cross-talk and frame trans-
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fer image smear, scattered light response, bright image
blooming and residual signal, and radiation noise effects.

A. Geometric calibrations
1. Focal length and geometric distortion

Images of star clusters were used to obtain fls and dis-
tortion factors for the cameras. Primary calibration data are
from NGC3114, with some additional data from M11, al-
though the latter did not provide the good spread of many
detectable stars across the field of view (FOV) as did the
former cluster.

The usual technique is to relate the observed coordinate
of each star image on the detector (x,, y, in millimeters from
the optical center derived from sample/line coordinates at
0.021 mm/pixel) to an “undistorted” position as

x, = (sample-oc,)/pixel,

y, = (line-oc,)/pixel,
R= SQRT(xIZ7 + yﬁ) (radius from optical center),
xe=x,(1+ kR?),

ye=y,(1+kR?),

where oc, and oc, are the optical center coordinates in pixels,
pixel is equal to 47.619 pixel/mm, x, y. are the undistorted
positions (mm), and k is the “distortion coefficient.”

The differences between observed and predicted posi-
tions on the detector are the residuals, and the solution is
taken where the sum of squares of the residuals is mini-
mized. A few clearly anomalous points were eliminated;
typically 4—6 out of ~300 star coordinates in an image. The
optical center was only weakly defined for all imagers, so it
was assumed to be at (512, 512).

Stellar image positions are located by a centroiding al-
gorithm, and their RA, Dec locations’ and image locations in
pixels are recorded. The solution of predicted versus actual
positions on the detector includes camera orientation, fl, and
distortion (k). Goodness of solution, and fl, depended upon
inclusion of a 1/3 pixel offset between top and bottom quad-
rant pairs designed into the detector (i.e., in the changing line
direction).

The MRI and ITS nominally have the same optics and
detector geometry. For the MRI, six clear filter and seven red
filter images were found suitable for analysis. 265-331 stars
were measured in each image, and root-mean-square residu-
als were between 0.107 and 0.120 pixels.

The MRI clear filter gave f1=2101.44*0.01 mm and
k==7.7%X10"7. The red filter gives f1=2101.62+ 0.05 mm
and k=—6.8 X 107. The uncertainties are standard deviations
of solutions found for individual images. These are small
distortions. If no distortion is assumed (k=0), then fl for
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TABLE V. Prelaunch calibrations of the DI instruments.

Test

Calibrations conducted

designation Dates HRI vis

MRI vis

IR ITS

TV1 6/27/02-7/2/02

TV2 8/15/02-9/3/02 Dark current versus detector
temperature, response intensity,
gain, read noise, full well, test target

imaging, alignment, focus

TV3 12/24/02-1/30/03

TV4 2/23/03-3/11/03 Alignment, focus, plate scale,
geometric distortion, test target
imaging, dark current versus detector
temperature, response linearity, gain,
read noise, full well, flat field,
absolute radiometric response in all
filters, shutter light leak, ADC
uniformity, STIM, latent images, frame-
transfer smear, electrical crosstalk, in-
field scattered light, inter-instrument
interactions

Alignment, focus, plate scale,
geometric distortion, test target
imaging, dark current versus detector
temperature, response linearity, gain,
read noise, full well, flat field, absolute
radiometric response in all filters,
shutter light leak, ADC uniformity,
STIM, latent image, frame-transfer
smear, electrical crosstalk, in-field
scattered light, inter-instrument
interactions

Alignment, focus, emission and

absorption lines, radiometry with

blackbody sources and tungsten lamp,

flat field, linearity, gain,

read noise, full well, dark level,

scattered light, latent images, bad pixels

Alignment, focus, emission and

absorption lines, spatial resolution,

geometry, radiometry with blackbody

sources and tungsten lamp through

various windows and filters, flat field,

linearity, gain, read noise, full well,

dark level, scattered light, latent

images, bad pixels, meteorite sample

reflectance spectrum, mechanical

interactions
Focus, plate scale, geometric distortion,
test target imaging, dark current versus
detector temperature, response linearity,
gain, read noise, full well, flat field,
absolute radiometric response, shutter
light leak

Alignment, focus, emission and

absorption lines, spatial resolution,

geometry, radiometry with blackbody

sources and tungsten lamp through

various windows and filters, flat field,

linearity, gain read noise, full well,

dark level versus mode switches and

variable delays, scattered light

(including glint off edge of

antisaturation filter), latent images,

bad pixels, ADC uniformity,

inter-instrument interactions
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TABLE VI. Summary of inflight tests and calibrations using the DI instruments.

Data types

Date of DOY(s) of
Aquisition downlink Activity HR vis MR vis IR ITS Target(s) Purpose Comments
1/12 Launch
1/14 15, 16 Quick instrument Stars, darks, Stars, darks, Darks Darks, STIMs NGC3532 Engineering validation of All instruments operational with good
alignment and STIMs STIMs operability, alignment, psf relative alignment. Noted HRIVIS to
engineering checkout be out of focus.
1/16 17, 18 Earth/moon calibration Darks, moon, Darks, moon Darks, moon, Earth, moon Radiometry, focus Incorrect lunar exposures caused some
Earth Earth Earth saturation, most IR data saturated due
to insufficient cooling of instrument
bench, larger than expected pointing errors
due to insufficient settling time allocation
with the slow ADCS convergence algorithm
employed for launch.
1/25 26, 27 MRI stray light and moon Darks, moon Moon Radiometry, scattered light MRI turned off by onboard fault protection
radiometry calibration shortly after sequence initiation due to
requested exposure time in excess of
5 min
1/26 27,28 Flyby autonav moon test Moon Moon Moon Autonav test Clear filter only
1/28 29 MRI stray light and moon Darks, moon, Darks, moon, Darks, moon. Earth, moon Radiometry, focus Good data
radiometry calibration (rerun) Earth Earth Earth
1/29 30 IR radiometry and scattered light Moon, star Moon, star Moon Moon, iCar Radiometry, scattered light, IR scattered light test revealed error in
calibration and HRI focus test focus data compression LUT (data degraded), IR
bench still warmer than desired resulting
in elevated background levels and noise,
IR flat field only partially successful
due to timing mismatch in the
sequence, star imagery successful.
2/4 36 IR radiometry and scattered light Moon, star Moon, star Moon Moon, iCar Radiometry, scattered light, Obtained good IR flats, IR compression
calibration and HRI focus test focus LUTs still incorrect, moon only 58° from
(rerun) the Sun resulted in heating of HRI telescope
baffle and excess 5 wm signal
2/5 37 Flyby autonav Jupiter test Jupiter Jupiter Jupiter Autonav encounter test Clear filter only
2/15 46 HRIVIS focus diagnostics Star Star Canopus Determine focal plane Long exposures through all filters to bring
(aka a “ghost test”) position up ghost image from reflection off filter
surface, also “knife-edge” images with
filter aperture partially obscuring
image beam, HRI bakeout heaters on.
2/18 50 Impactor checkout Star Background stars Test ITS image quality Good performance verified
at cruise attitude
2/21 52,53 HRIVIS ghost test 2 Star Star Canopus Observe focus as a function
of bakeout
2/22 55 ITS quick alignment check Stars NGC3532 Engineering validation of Successful

alignment and psf
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TABLE VI. (Continued.)

Data types

Date of DOY(s) of
Aquisition downlink Activity HR vis MR vis IR ITS Target(s) Purpose Comments
3/2 62 MRI stray light and geometric Stars NGC3114, Engineering validation of Successful, clear filter only
calibration and precise various rich focal length, geometric
alignment fields, distortion, psf, alignment
determination encounter
attitude
star background
3/8 67 HRIVIS ghost test 3 Star Star Canopus Observe focus as a function
of bake-out
3/11 70 HRIVIS ghost test 4 Star Star Canopus Observe focus as a function
of bake-out
3/13 72 HRIVIS ghost test 5 Star Star Canopus Observe focus as a function
of bake-out
3/15 74 HRIVIS ghost test 6 Star Star Canopus Observe focus as a function
of bake-out
3/17 76 HRIVIS ghost test 7 Star Star Canopus Observe focus as a function
of bake-out
3/17 76 HRIVIS ghost test 8 Star Star Canopus Observe focus as a function
of bake-out
3/18 78 HRIVIS ghost test 9 Star Star Canopus Observe focus as a function
of bake-out
3/21 81 HGA “jittar” test Star ? See effects of the HGA Smear observed was minimal
tracking the Earth during
encounter attitude
maneuver on
image smear
3/24 83 Encounter validation Darks Darks Darks None Validate downlink to be
used on encounter day
3/31 91 MRI opnav photocal Darks, stars 21 standard stars Determine MRI response to Clear filter only
stars of various types
4/5-4/8 95-99, April science calibration Stars, Stars, Stars, Stars, Achernar, iCar, Radiometry, focal length, The clusters and planetary nebula were
119,123 clusters, clusters, clusters, clusters, 16CygA, Vega, geometric distortion, psf not detectable with the IR, the ITS images
darks, darks, darks darks, STIMs Canopus, bet were mostly mispointed due to a
STIMs STIMs Hyi. HD60753, sequencing error (got a few of M11 and
Sirius, some over exposed Vega images
NGC8543, M11, useful for crosstalk characterization), good
NGC3114, stellar radiometry data in all filters (except
1C2391 for ITS), good IR and VIS
linearity data, good geometric data for
HRIVIS and MRIVIS
4/18 109 HRIVIS stray light, HRI/MRI Darks, stars Stars NGC3114 and Enginearing validation; Clear filter only: ADCS test failed
alignment encounter ADCS attitude knowledge due to setup errors
attitude characterization

star background
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TABLE VI. (Continued.)
Data types
Date of DOY(s) of
Aquisition downlink Activity HR vis MR vis IR ITS Target(s) Purpose Comments
4/23 113, 114 HRIVIS stray light, HRI/MRI Darks, stars Stars NGC3114 and Engineering validation; Clear filter only
alignment (rerun) encounter ADCS attitude knowledge
attitude characterization
star background
4/27-4/26 118 HRIVIS/IR stray light Star, darks, Star, STIMs Star, darks Canopus Stray light calibration and Successful
STIMs ADC performance
4/30 120, 121 ITS autonav Saturn test Saturn Saturn Autonav ITS encounter test Successful
5/8 126, 127 ITS stray light and alignment Stars Encounter Navigation test Successful: no apparent stray light in ITS at
attitude encounter attitude
star backgrounds
5/10-5/13 130-136 May science calibration Stars, Stars, Stars, Stars, Achernar, iCar, Radiometry, focal length, Obtained first good ITS calibration, good
clusters, clusters, clusters, clusters, 16CygA, Vega, geometric distortion, psf, crosstalk data, measured IR alignment,
darks, darks, darks darks, STIMs Canopus, bet VIS crosstalk, IR alignment obtained IR geometric distortion data over
STIMs STIMs Hyi, HD60753, half the slit with 47Tuc, missed IR coverage
Sirius, 47Tuc, of NGC7027 and 16CygA
NGC3114, due to pointing errors (did cover
NGC7027 16CygB), Incomplete IR coverage of Sirius
due to use of wrong scan rate, good
radiometry and linearity data, good VIS
geometric data
5/21-5/24 145 ITS/ADCS attitude estimation Stars NGC3114 Navigation test Successful
5/28 148 LUT check outs Darks, Darks, Darks Darks, STIMs None Verify updated LUTs New IR LUTs were still incorrect: VIS
STIMs STIMs LUTs good
6/3 153 ITS/ADCS attitude estimation Stars NGC3114 Rerun of DOY 145 test to Successful
verify repeatability
6/3 154 MRI/HRI engineering images Stars Stars Cruise attitude Autonav test to No hot pixels found
star background characterize cosmic rays
and hot pixels
6/7-6/9 158-161, June science calibration Stars, Stars, Stars, Stars, Achernar, iCar, Radiometry, focal length, Good radiometry, geometry, linearity,
163, 169 clusters, clusters, clusters, clusters, 16CygA, Vega, geometric distortion, psf, crosstalk data, covered other half of IR slit
darks, darks, darks darks, STIMs Canopus, bet VIS crosstalk, IR alignment with 47Tuc, lost MRI data of 47Tuc,
STIMs STIMs Hyi, HD60753, Canopus, and Achernar plus most of betHyi
47Tuc, and 2 dark frames when camera fault
NGC3114, protection turned it off. missed IR unbinned
NGC7027 scans of NGC7027 due to erroneous zero
scan rate in sequence (got binned-mode
scan).
6/10 164 Autonav ITS engineering test Stars Cruise attitude Autonav test to No hot pixels found, representative sample
star background characterize image quality, of cosmic rays
cosmic rays and hot pixels
6/14 165 Minical Star, darks Stars Star, darks 16CgyA, HRI psf, IR response at Good dithered HRI psf images, IR unbinned
NGC7027 encounter temperature scan of NGC7027
6/16 167 IR LUT update checkout Darks None Verify corrected IR Verified to be correct.

compression LUTs
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TABLE VI. (Continued.)

Data types
Date of DOY(s) of
Aquisition downlink Activity HR vis MR vis IR ITS Target(s) Purpose Comments
6/19 170 Autonav HRI/MRI engineering Stars Stars Cruise attitude Autonav test of image No hot pixels found
test star background quality and hot pixels
6/25 178 Impactor checkout Stars Cruise attitude Engineering validation
star background
6/27-7/3 179-183 ITS engineering checkout Stars Cruise attitude Navigation test of image No hot pixels found
star background quality and hot pixels
7/2 183 Minical Star, darks Stars Star, darks 16CygA, HRI psf, IR response at Good dithered HRI psf images, IR unbinned
NGC7027 encounter temperature scan of NGC7027.
713 184 Encounter dark frames Darks, Darks, Darks Darks None Final dark/STIM data Data acquired successfully
STIMs STIMs before encounter
7/6-7/8 188-190 Post-encounter calibration Stars, Stars, Stars, Achernar, iCar, Radiometry, focal length, Good radiometry, geometry, linearity data,
clusters, clusters, clusters, 16CygA, Vega, geometric distortion, psf, covered both halves of IR slit with 47Tuc.
darks, darks, darks Canopus, bet VIS crosstalk, IR alignment
STIMs STIMs Hyi, 47Tuc,
NGC3114,
NGC7027
7/9 190 Minical Star, darks Stars Star, darks 16CygA, HRI psf, IR response at Good dithered HRI psf images, IR scans
NGC7027 encounter temperature
7/13-7/14 195 Additional HRIVIS STIMs STIMs, Improve HRIVIS flat field Successful
darks
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091301-17  Deep impact instrument calibration

TABLE VII. Focal-length solutions for each HRI filter position.

Rev. Sci. Instrum. 79, 091301 (2008)

TABLE VIII. Image frame misalignments between the MRI and HRI.

HRI filter fl (mm) Images
Clear 1 10499.94+0.41 3
Blue 2 10500.28 =0.56 7
Green 3 10499.75+0.28 6
Violet 4 10502.01 £0.63 4
IR 5 10500.52 £ 1.80 3
Clear 6 10500.05 =0.15 4
Red 7 1050091 +0.17 2
NIR 8 10500.93 £1.40 3
Orange 9 10500.69 =0.02 3
clear=2101.55=0.01 mm, and fl for red=2101.75

*0.02 mm. The pixel-scale difference between the two MRI
filters tested is 9.5 X 107>, or ~0.1 pixel across the detector.
The use of an average fl and distortion for all MRI images is
fully warranted. The best value would be f1=2101.53 mm;
k==7Xx107".

The ITS images give fl=2103.82*+0.05 mm and
k=-7.0x107". For k=0, the ITS f1=2103.93 = 0.06 mm.

Data from the May NGC3114 images allowed fl for the
HRI in all nine filters to be measured. The stellar images are
doughnut shaped (see Fig. 19), and a specialized centroiding
routine was implemented to obtain centers. The distortion
factor is taken to be 0. Only 9-18 stars per image were
reliably centroided, because the defocused PSF leaves low
data number values. Table VII gives the results.

Image quality did not allow equal data for all filters, but
the results are consistent for uniform parameter use, espe-
cially given the slightly out-of-focus situation. Residuals
were between 0.1 and 0.2 pixels.

2. Relative boresight alignments

Knowledge of the relative misalignment between the
HRI and MRI is important for the scientific interpretation of
the encounter observations. One can break down the error
budget of the relative misalignment into two parts: (1) the
instantaneous error that is due to the measurements and data
fit and (2) a buildup of misalignment with time due to ther-
mal drifts between the two cameras. The latter was expected
to contribute the bulk of the misalignment error.

The basic plan for the coalignment measurements was to
take simultaneous MRI and HRI observations of a star field
at a Sun-boresight orientation close to that used at encounter,
with a sufficient number of stars in the FOV of each camera
to allow an accurate determination of their instantaneous
inertial orientations. From these measurements the rotation
between the HRI and the MRI coordinate frames can
be obtained, averaged over all measurements. The images
were commanded to be simultaneous at the midpoint
of their exposure with different exposures between HRI and
MRI.

The instantaneous error budget can be further broken
down into two parts: (a) the absolute determination of each
camera’s inertial orientation per picture (spatial error) and (b)
timing errors between cameras that were commanded to take
simultaneous pictures (temporal error). These timing errors

¢ (mrad) x (mrad) Q (mrad)
(1-0) (1-0) (1-0)
DOY 108 -0.119 660 0.060 092 2.1550
(%£0.000 017) (£0.000 070) (*£0.0316)
DOY 113 -0.120672 0.060 807 2.248 2
(=0.000 017) (=0.000 035) (+0.0309)
Mean of -0.120 166 0.060 449 2.200 4
both days

could cause an angular displacement of one camera relative
to the other that could be interpreted as additional rotation of
the two boresights. Initial observations at L+2 days showed
that the relative timing error between MRI and HRI was in
the 0—10 ms range (largest timing error observed), time
scales over which the angular spacecraft motion is not de-
tectable. A small number of frames was therefore sufficient
to average down spatial errors from image to image.

On DOYs 108 and 113 (DOY =day of year 2005), nine
simultaneous full frames were acquired per instrument of the
center of the open galactic cluster NGC3114. The average
number of cataloged stars per frame was 474 and 30 for MRI
and HRI, respectively. All MRI images were taken with 4 s
exposures, and all HRI images with 5 s exposures. The data
reduction process was the same as that described above for
the geometric calibration of the cameras. For each image we
estimated three rotation angles, « (right ascension), B
(declination), and ¢ (twist).

The typical 1-o uncertainty in the determination of the
camera’s pointing per frame was 0.01 urad across boresight
and 2.6 urad about boresight (twist) for the MRI and
0.05 wrad across and 50 urad about boresight for the HRI.
The misalignment between HRI and MRI is described by a
matrix that rotates the coordinate system of the HRI to that
of the MRI, where the right-handed coordinate system of
each camera is such that X is along the sample direction
(positive toward increasing sample numbers in the FITS im-
ages), Y is along the line direction (positive toward decreas-
ing line numbers in the FITS images), and Z is along the
boresight (positive in the viewing direction). This rotation
matrix is decomposed into three rotations about the camera’s
coordinate system as

Mygrimri = R3(Q)R1 (= X)R(h),

where the offset angles i, x, and ) are rotations about the
line, sample, and boresight axes, respectively. This descrip-
tion allows separation of the misalignment into across- and
about-boresight components. The estimated offset angles
and their 1-o uncertainties are given in Table VIII for each
day.

In matrix form, the mean rotation from HRI to MRI is

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp



091301-18  Klaasen et al.

0.9999975719 0.002200 422 1
M =-0.002200414 8 0.999 997 5772

This rotation places the MRI boresight at line 542.6 and
sample 452.4 in a HRI FITS image. The misalignment across
boresight, the root sum square (RSS) of ¢ and y, is
133.90 prad on DOY 108 and 135.13 urad on DOY 113 for
a mean value of 134.51 urad. Although the formal uncer-
tainty of the instantaneous measurement of the misalignment
across boresight on either of the 2 days is <0.07 wrad, the
difference between the 2 days is much larger than their re-
spective uncertainties and equal to 1.23 urad. We attribute
this to thermal drifts in the course of 5 days, and we believe
that this is a more representative figure for the error of the
boresight alignment knowledge across the field of view.

B. Spatial resolution
1. MRI and ITS point spread functions

In flight, both the MRI and ITS were found to be very
close to best possible focus even shortly after launch, so the
PSFs can be well characterized using two-dimensional circu-
lar Gaussian fits. On January 14, only 2 days after launch, a
quick analysis of one of the alignment images taken by the

FIG. 14. Central strip of the MRI alignment image of star cluster NGC
3532, taken 2 days after launch, heavily stretched to show dimmest star
images, noise, and bias differences in the four quadrants. Note the triangular
shape of the heavily overexposed images due to stressing of the optics by
the mounts and six offset diffraction spikes due to the nonradial secondary
mount spider vanes.

0.000 120032 6
—0.000 060 713 7 .
—0.000 120 1659 0.000 0604495 0.999 999 991 0

Rev. Sci. Instrum. 79, 091301 (2008)

MRI (Fig. 14) was performed. This 6 s exposure has about
1400 star images, about 650 of which were identifiable from
catalogs going down to 14th magnitude. After discriminating
against cosmic rays, about 1296 star images had a peak SNR
greater than or equal to 100, and circular Gaussians were fit
to these images.

The FWHM is plotted as a function of distance in pixels
from the center of the detector in Fig. 15. There is a clear
trend of increasing FWHM with increasing distance from the
center of the detector. Near the center the mean FWHM
=1.65 pixels; at greater than 400 pixels from the center, the
mean FWHM increases to 1.9 pixels; and at greater than
500 pixels from the center (the corners of the detector),
FWHM increases to more than 2 pixels.

The primary contributors to the widening of the PSF
independent of radius are

(1) smear, which even at the subpixel level can broaden the
wings of the PSF, and

(2) random registration of the stars on the pixel-line grid,
which can broaden the PSF substantially (the difference
in FWHM between a star at the center of a pixel and the
same star at the corner of 4 pixels can be 0.2—0.3 pixels
or more).

For purposes of understanding the focus variation across
the field of view, we may disregard the FWHMs that do not
follow the general trend: those that are low are likely unex-
cluded cosmic rays or stars that have inadequate Gaussian
wings due to falling close to the center of a pixel, whereas
those that are high are likely blended images or images con-
taminated with unexcluded cosmic rays.

The surfaces of best focus of the optics of both the MRI
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FIG. 15. PSF FWHM in MRI quick alignment images for SNR larger than
100 (1296 stars) as a function of distance in pixels from the center of the
detector.
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FIG. 16. The PSF FWHM of the MRI after bakeout for 707 stars with peak
SNR greater than 100 as a function of distance in pixels from the center of
the detector.

and ITS are paraboloids of revolution opening toward the
optics. Thus we see a paraboloidal defocus term as a function
of distance from the optic axis, which was aligned to be
nearly coincident with the center of the detector. There is
also a limiting best focus defined by diffraction by the optics
and signal electron diffusion within the detector, which tends
to flatten the curve in the area closest to best focus. The
optical design limits the effects of coma to <0.25 pixels at
the corner of the field making its effect negligible. From this
analysis, it can be seen that the MRI is very near best focus
within about 300 pixels of the center of the detector but pro-
gressively further out of focus as the distance from the center
of the detector increases. The design of both the MRI and the
ITS presumed that focus would be set to provide best focus
in a ring about 250 pixels from the center of the detector, to
provide reasonably good focus over the entire detector. Com-
parison of this measurement with a model provided by the
optical designer (James Baer of Ball Aerospace), indicated
that the MRI was out of focus by approximately the amount
and in the direction predicted by the uptake of humidity by
the optics mounting structure, and therefore that baking the
structure to remove the water should provide a restoration of
the desired focus.

A similar image of the same star cluster was also taken
using the ITS camera, with similar results, except that the
ITS appeared to be closer to optimal focus, as expected if the
moisture had not penetrated to as great a degree to the ITS,
located in the interior of the spacecraft. Therefore both the
MRI and ITS were baked for several days at an elevated
temperature to drive off water, allowed to cool, and then
images of a star cluster were taken again.

The results for the MRI after bakeout are shown in Fig.
16. As can be seen, the relatively flat area close to the center
of the detector has expanded outward by over a hundred
pixels, with parabolic defocus once again appearing at larger
distances from the center, but with a smaller amount of de-
focus at the largest distances.

The similar plots for the ITS before and after bakeout are
shown in Figs. 17 and 18. Note that there is essentially no
change due to bakeout, indicating that very little moisture

Rev. Sci. Instrum. 79, 091301 (2008)
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FIG. 17. The PSF FWHM of the ITS from the quick alignment images of
1638 stars with peak SNR greater than 100 as a function of distance in
pixels from the center of the detector.

was taken up by the ITS structure, buried deep inside the
Impactor spacecraft, which was largely inside the Flyby
spacecraft.

Determination of the MRI and ITS PSFs out beyond a
few pixels from their centers can be addressed to some de-
gree using long exposures of bright stars. Some images like
this were acquired in flight in the clear filter only, but analy-
sis to determine extended PSFs has not yet been done.

2. HRI point spread function

In the first images taken after launch with the HRI, the
star images were clearly out of focus, showing a ringlike
structure with an outer diameter of 11.59 pixels. However,
some degree of defocus was expected due to the uptake of
humidity by the graphite composite telescope structure dur-
ing the hours before launch. Unfortunately, bakeout reduced
the degree of defocus by only a small amount, reducing the
outer diameter of the ring to about 8.95 pixels and leaving
the HRI best focus image location several millimeters in
front of the detector. This was a surprise because the focus
had changed by the equivalent of 10 pixels of image diam-
eter during ground tests of baking out moisture. Because no
focus mechanism had been included in the final design of the
system, this degree of defocus continued for the remainder of
the mission.

Considerable effort and observation time were dedicated
to gathering data both before and after encounter to charac-
terize the HRI PSF through all filters. The results are shown
in Fig. 19. The PSF is seen to have threefold symmetry re-
flecting the three-point mounting of both the primary and
secondary mirrors. Through all filters there is a similar
amount of defocus, with PSF FWHMs ranging between 8.7
and 9.1 depending on the filter, but the longer-wavelength
filters also show considerable amounts of light scattering,
which tend to fill in the center of the PSF to a larger degree
than is seen in the shorter-wavelength filters. The additional
scattering in the long-wavelength filters is attributed to the
colored glasses used to help provide out-of-band blocking
having greater numbers of scattering centers than those used
in the shorter-wavelength filters.
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FIG. 18. The PSF FWHM of the ITS star images after bakeout for 710 stars
with peak SNR greater than 100 as a function of distance in pixels from the
center of the detector.

Besides providing a better representation of the actual
PSF than a single critically sampled image can provide, sub-
sampled PSFs can be used to restore images with subpixel
resolution. Sub-pixel resolution may result in better restora-
tions than just interpolating in solution space since it actually
adds new information from the finer sampled PSF into the
restoration process.

The calibrated data sets used in this PSF characterization
included 45 exposures (5 exposures in each of nine filters) on
14 June 2005 and again on 9 July 2005, plus five exposures
on 2 July 2005. The stars used as point sources were 16 Cyg
A and B, both solar analogs, with exposure times of 2 s for
the clear filter images, 8 s for green, and 10 s for all other
filters. The subpixel PSFs were derived using 20 or 22 nearly
randomly positioned images, obtained by using a slow drift
of the spacecraft pointing over a range of several pixels both
vertically and horizontally. The technique used is termed
“drizzle” and was developed for the first Hubble Deep Field
North and exists as a set of tasks in the STSDAS package
analysis.dither.8 It is used routinely as an integral part of the
Hubble Space Telescope Advanced Camera for surveys cali-
bration pipeline.

The pre- and post-encounter data sets were indepen-
dently processed to provide two measurements of PSFs in
each filter. Comparison of the two sets of measurements sup-
ports the following conclusions:

e Using 16 Cyg A and B combined PSFs appears to be rea-
sonable.

e Significant changes occurred between pre-encounter and
post-encounter PSFs (systematic residuals larger than al-
lowed by noise). This is especially true on the clear filter in
position 6 (see Table II). There is also evidence of a small
focus shift (ringed residuals).

e The post-encounter set is closer in time to encounter, while
the pre-encounter set has slightly better coverage in frac-
tional pixel offsets, thus slightly better resolution (for com-
bined A+B stars).

Generally, it appears better to use the post-encounter set of
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FIG. 19. The measured PSFs through the nine filters of the HRI, as deter-
mined by a short exposure of a bright star (to minimize pointing drift
during the exposure). The second column displays the logarithmic stretch
of a single image of the PSF intensity to show in detail the extended
low-intensity part of the PSF. The third column shows a single image
of the measured PSF intensity, scaled to linearly display minimum
brightness as black and maximum as white. The fourth column displays a
3 X3 subpixel sampled drizzled PSF derived by combining ten nearly
randomly positioned images of the stars 16 Cyg A and B taken on 14 June
2005 using the STSDAS drizzle function (see text). It appears that the PSF
for the Clear-6 filter is contaminated by significant drift during at least one
of the exposures, presumably the very first one, which was the reference
image.
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PSF determinations, which varies only slightly from those
illustrated in Fig. 19.

3. HRI deconvolution

Image restoration algorithms were investigated for cor-
recting the blurred HRI PSF to improve the spatial resolution
of the images via deconvolution. Under any condition, the
PSF of an optical system is finite sized. In a linear and shift-
invariant imaging system, the recorded image is the convo-
lution between the “real image” and the system PSF, plus
additive noise. The inverse problem is usually to divide the
observed image by the system PSF in Fourier space. How-
ever, this problem is usually ill conditioned because of the
loss of information due to the finite frequency distribution of
the PSF and the existence of noise having a very wide fre-
quency distribution. A number of inverse algorithms have
been developed, such as maximum entropy, least-square
techniques, the Richardson-Lucy algorithm, and Pixon-
based algorithms, and have been widely used in many
fields.”"”

The algorithm adopted in our pipeline calibration pro-
cess to restore the degraded HRI images is the so-called con-
strained least-square method,9 which is a linear inverse-filter
type algorithm, much faster than iterative algorithms such as
Richardson—Lucy, but less effective in terms of suppressing
noise and artifacts. The objective in this constrained least-
square solution is to minimize the norm between the solution
and a trial image, while keeping constant the norm of the
difference between the solution convolved with the PSF and
the actual image; this difference is presumed to be the noise.
The trial image is taken as the original image with all
negative-valued pixels set to 0. Any imperfection in the im-
ages, such as cosmic rays, bad pixels and lines, or dust
specks can be problems that affect photometry and generate
PSF-like or linear artifacts; therefore, the images have to be
pretreated in order for deconvolution to generate good qual-
ity images. The finite pixel size in both the images and the
PSFs, as well as the nonperfect sampling of the PSFs, are the
origin of ringing artifacts appearing as overshooting and un-
dershooting at the sharp edges of deconvolved images, but
the strength of these artifacts is usually less than 5% of the
local brightness contrast. Total photometry is conserved, but
negative pixel values higher than the noise level could exist
at undershooting places. An example showing the improved
resolution in convolved images is shown in Fig. 20. Readers
are referred to a companion paper discussing the various
methods used for deconvolution of DI images for more
details."

C. Radiometric calibration
1. Linearity

The response linearity of the CCD detectors to varying
light input in the visible cameras was measured during
ground calibrations. Response was shown to be very linear
over the full dynamic range (noise level to full well) of the
detectors, as was expected from high-quality CCD devices.
Figure 21 shows the results of fitting a straight line to the
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FIG. 20. An example of the deconvolution step in the calibration pipeline
applied to a HRI image through the clear filter in wheel position 6. Left
panel shows the original image; right panel shows the deconvolved image.
Small-scale features that are blurred in the left panel can be distinguished in
the right panel. Also note that noise is amplified by deconvolution. The
horizontal dark line at the center of the deconvolved image is a deconvolu-
tion artifact caused by a very slight dark line (1%-2% level) in the original
image due to flat-field residual at the edge between the upper and lower
pairs of CCD quadrants.

HRI vis response versus integration time averaged over
broad areas of flat-field images taken of a constant-radiance
source during TV2. The fit minimizes percentage errors in
response using a least-squares criterion. Points with signal
levels above 15 000 DN were eliminated from the fit because
they reflect some fraction of the pixels hitting their full-well
limits. Fits are shown for each of the four quadrants of the
CCD with their DN levels offset progressively by 1000 DN
for visibility. Differences in gain of up to 4% exist between
quadrants. Figure 22 shows the percent residuals to linear fits
of HRI vis TV4 data in each quadrant taken through the clear
filter. These residuals are typical of linear fits for other
cases. Residuals are <1% for all signal levels between 15
and 15 000 DN above the bias. Residuals tend to be negative
at low and high-signal levels and positive at intermediate
signal levels. A check of a representative set of individual
pixels showed that their linearity functions were indistin-
guishable from those of the average over broad areas of
pixels.

The same analysis of the MRI and ITS cameras gave
similar results with only slightly higher residuals in a few
MRI cases (<2 %). These results justify the use of a simple
linear radiometric calibration function in the vis pipeline
processing.

Response linearity for the HRI vis and MRI was checked
in flight using lunar images. Instrument responses were ana-
lyzed for four regions on the Moon in clear-filter images
using 15 different exposure levels in each camera. Correc-
tions for readout smear were applied (see Sec. V C 4). Linear
fits to the corrected response versus integration time yielded
residuals of <2% for HRI vis and <1% for MRI, confirming
that the inflight linearity remained excellent for these cam-
eras. This result was also verified later using internal stimu-
lus lamp images of various exposure times for both cameras
on the flyby spacecraft as well as for the ITS.

2. Gain/full well

The performance of the CCD cameras in terms of their
system gain (ie., conversion factor from signal electrons to
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FIG. 21. HRI vis response linearity. Results for the various quadrants are offset by 1000 DN for visibility.

output DN) and their full-well capacity (i.e., the maximum
signal for which the detector response remains linear and
charge is retained strictly within the pixel packet in which it
was originally created) was determined using the photon
transfer technique. This technique involves taking a number
of exposures of a source with a relatively uniform radiance
field and measuring the random noise level versus the signal
level over the entire dynamic range of the detector. Such
measurements were made during ground calibrations using
images of integrating sphere apertures as well as in flight
using the internal stimulus lamps.

The photon transfer technique employs the relationship
between noise and signal given by

0.25

noise, = SQRT(signal, + read noise?),

where all quantities are in units of electrons. Here the signal,
term represents the square of the shot noise in the signal due
to photon statistics, and the read noise, term is the inherent
noise in reading out the CCD independent of any signal. In
units of DN, this relationship becomes

noisepy = SQRT(signalpy/g + read noisepy),

where g is the system gain in electrons/DN, and any quanti-
zation error is assumed negligible.

The random noise is measured in frames with relatively
uniform signal across the array by subtracting two sequential
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FIG. 22. Residuals to a linear fit of the HRI vis response.
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FIG. 23. (Color) Photon transfer data for HRI vis.

identical frames and calculating the standard deviation/,2 in
the difference image over a number of blemish-free subareas
in the frame. The signal level in each subarea is determined
by taking its dark-subtracted median value.

Photon transfer curves were determined using prelaunch
data for each CCD quadrant in each filter position for each
camera. Figure 23 shows an example of the results for Quad
C of the HRI vis. A fit of the equation above was found by
solving for read noise and g and is plotted in the figure.

As expected, no systematic differences were observed as
a function of filter position in a given camera. Measurable
differences were observed for the different quadrants of the
different cameras, however. The prelaunch results were con-
firmed in flight using stimulus lamp images. Table IX lists
the best-fit values for gain and read noise found in each case.
The inflight data are not quite as accurate as the prelaunch
data because fewer frames could be taken; we adopt the
prelaunch values as the best estimate of the inflight perfor-
mance.

The photon transfer curves also provide a very sensitive
measure of the detector full-well level. The signal level
above which the random noise value starts to fall below the
value predicted by the noise equation above indicates the
signal level at which charge is no longer being kept totally
isolated from pixel to pixel. This signal level can be taken as
a conservative level at which some pixels have reached their
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full-well limit. This limit is ~12 000 DN (~350 000 elec-
trons) for all cameras in all quadrants. Most pixels will con-
tinue to respond linearly to increased photon integration be-
yond this level, as can be seen in the previous discussion of
linearity, where a less conservative full-well limit of
~15 000 DN (~440 000 electrons) can be defined with lin-
earity residuals remaining <1% for the average response
over an extended area of the array.

The only direct use of the gain and read noise values in
the calibration processing pipeline is in calculating the SNR
in each pixel for the radiometric quality map of an inflight
image (Sec. VII C). The absolute radiometric conversion fac-
tors only depend on the product of (gainX CCD quantum
efficiency X pixel area), so knowing the gain independently
is not necessary. The variation in (gainX quantum
efficiency X pixel area) from quadrant to quadrant is cali-
brated out using the normalized flat-field files. Therefore, we
use averaged quadrant-independent values for gain and read
noise in calculating SNR. The full-well limit is used to flag
pixels whose radiometric response is unreliable because their
raw DN level exceeds either the conservative full-well limit
determined from the photon transfer curves or the less con-
servative limit defined by loss of response linearity over an
extended area.

3. Zero-exposure level

The bias, sometime also called offset, is due to an inten-
tional electrical offset applied in the output signal chain to
ensure that DN levels do not fall below zero. The bias adds a
constant signal to each image that must be subtracted to get
the real signal from a given source. The bias varies with the
CCD temperature and the signal-chain electronics tempera-
ture.

The HRI, MRI and ITS CCDs all have four quadrants,
with serial overclocked (SOC) pixels that can be used to
calculate the bias in each quadrant.3 This is the most robust
method since bias varies with temperature (primarily that of
the CCD) and time. For a fixed CCD temperature, variations
in bias of <10 DN were observed in flight; an increase in
bias of about 25 DN was observed when the HRI CCD tem-
perature increased to ~—40 °C from its normal operating
temperature of ~—103 °C. For a given frame, the bias from
the SOC value is within <1 DN of the applicable bias in the

TABLE IX. Best-fit gain factor and read noise for each quadrant of each vis camera.

Gain (e/DN)

Read noise (DN)

Camera Test Quad A Quad B Quad C Quad D Quad A Quad B Quad C Quad D
HRI vis TV4 29.1 29.0 28.8 29.9 0.9 0.9 0.7 0.9
April Cal 27.1 28.2 27.5 274 0.6 0.8 0.7 0.6
May Cal 27.2 28.1 26.8 27.1 0.9 0.7 0.6 0.7
June Cal 27.0 28.0 27.2 27.2 0.6 0.7 0.7 0.6
MRI TV4 27.9 28.4 28.7 28.5 1.3 1.0 1.0 1.0
April Cal 26.5 27.4 274 26.9 0.8 0.9 0.6 1.0
May Cal 27.9 27.4 26.7 26.8 2.1 1.0 0.7 1.0
June Cal 25.7 27.9 27.2 28 0.9 1.3 0.7 1.3
ITS TV4 30.3 30.8 30.2 30.5 1.0 14 1.2 1.1
June Cal 30.3 32.0 29.4 30.2 1.3 1.1 1.0 1.5
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TABLE X. Bias (DN) for modes 7 and 8, where there are no serial overclocked pixels, and values of the
parameters C (nA/cm?) and E, (eV) used for the dark current model (see equation in text).

Quadrant A Quadrant B Quadrant C Quadrant D
HRI vis Bias 376 367 374 361
Dark (C; E,) 0.58; 1.215
MRI Bias 356 358 354 359
Dark (C, E,) 0.58; 1.201
ITS Bias 393 428 384 404
Dark (C, E,) 0.48; 1.213 0.53; 1.226 0.49; 1.213 0.36; 1.209

active array. Therefore, the SOC value is used for bias sub-
traction in our processing pipeline. The actual bias in the
active array has been observed to vary by up to 1 DN on time
scales shorter than a line readout time.

Unfortunately, the above method cannot be used for
CCD operating modes 7 and 8 (64 X 64 subframe modes)
since they do not produce SOCs. As a consequence, for in-
flight data in modes 7 and 8, the bias in each quadrant is
taken to be the median value of all the SOC pixels in each
quadrant for all the other modes, derived from the May in-
flight science calibration (Table X), and this value is used for
the pipeline bias subtraction.

The dark current level also depends on the CCD tem-
perature. Even without any incident photons, thermal agita-
tion within the CCD induces a small current (signal) that is
added to the real signal when the CCD is read. The dark
current increases rapidly with temperature and must be sub-
tracted from the measured signal.

For obvious time and storage reasons, we could not take
dark frames during encounter for all CCD and electronics
temperatures and exposure times. For inflight data, we rely
on a dark current model, based on the physical characteristics
of silicon, and widely used in the past. The model was suc-
cessfully applied to ground and inflight science calibration
data

dark current (DN/s) = Cp?2.55 X 107"

Xexp(— E,q/2kT),

where E,=E;—(7.021X107* T?)/(1108+T) is the silicon
band gap (eV), C is current density (nA/cm?), p, is pixel
size (mm), T is CCD temperature (K), ¢ is electron charge
(Coulomb), and k is Boltzmann’s constant (J/K). The two
unknown parameters are E, and C, and we used ground and
inflight science calibrations to determine them (Table X).
Values of C ranging from 0.36 to 0.58 nA/cm? indicate good
quality CCDs for all three cameras. Dark current values de-
rived from the equation are subtracted along with the bias in
our pipeline processing.

Figure 24 illustrates the dark current as a function of
CCD temperature for HRI. We obtain similar results (but
slightly different values) for MRI and ITS. HRI operates at
about —103 °C, where the dark current is negligible, ~3
X 107> DN/s. MRI operates at about —96 °C, where the dark
current is also usually negligible, ~2 X 10~ DN/s. ITS op-
erates at about —30 °C, where the dark current is not negli-
gible, ranging from 7 to 10 DN/s depending on the quad-
rant. In practice, the dark current correction model is only

required for ITS. A more detailed analysis indicates that the
dark current in ITS is line and sample dependent, but we do
not correct for this effect, so that our model is good within
+1.5 DN at short exposure time (100 ms) and +4 DN at
long exposure time (2000 ms). Concerning ITS bias, we
studied its variations during the last 24 h before impact for
the different modes. We notice some short time variations of
*1 DN for uncompressed data and up to =3 DN for com-
pressed data for a given mode. However, within those error
bars, the bias values agree with Table X, so that the May
calibration still gives a good approximation for the mode 7
and 8 biases. Overall, the bias and dark subtraction add an
uncertainty of less than 2 DN for HRI and MRI and up to 7
DN for ITS.

4. Frame transfer smear

The DI CCDs are split-frame, frame-transfer devices.
Image integration time is controlled by the time between
successive frame transfers out of the active area of the array
into the masked storage regions. While the cameras do in-
clude “shutters,” these are more properly called light block-
ers. They do not control the signal integration time. They
serve primarily to keep bright scenes from continuing to pro-
duce signal in the active portion of the array while image
storage and readout are taking place, which could cause
charge bleeding into the storage regions before frame readout
is complete.

In this type of CCD, charge integration takes place not
only during the commanded integration period when the
CCD parallel clocks are held fixed and the image is collected
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FIG. 24. Dark current as a function of CCD temperature for quadrant C of
the HRI instrument. The model is the solid line and the data are the squares.
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FIG. 25. 100 ms exposure, dark subtracted, Gaussian stretched image show-
ing frame transfer smear.

but also while the charge packets are being shifted across the
array during the last frame flush prior to the integration pe-
riod and during the frame transfer period after integration is
complete. The extraneous charge that is collected in a frame
during the last frame flush and the frame transfer we call
frame transfer smear. For both the top and bottom halves of
the split-frame CCD, all charge packets in a column within a
frame pass under the scene being imaged on that column and
collect charge as they do so. The line shift rate during the last
flush prior to stopping the parallel clocks for integration is
the same as that used for the frame transfer after integration.
So given no pointing instabilities during a frame time, each
pixel in the top and bottom halves of a column will accumu-
late the same amount of extraneous frame transfer signal.
The time required to shift a row across the unmasked region
of the array is 5.46 ms; therefore, frame transfer smear can
contribute >1% of the total signal for exposure times of
500 ms or less. Figure 25 shows an example of the effect of
frame transfer smear in a 100 ms mode 1 image. The DN
values in the bright areas range from 100 to 400 DN. The
frame transfer smear signals (vertical streaks) are at the 1-4
DN level.

For proper radiometric calibration of an image, this ex-
cess charge needs to be subtracted out. Two methods for
determining the amount of frame transfer smear signal in
each half-column of an image have been developed. The first
involves using the parallel overclocked (POC) pixel values
to determine the smear signal. The POC pixels accumulate
frame transfer smear charge during the frame transfer pro-
cess only; their charge packets have not even been created by
the time image integration ends. So they should provide a
fairly accurate measure of the frame transfer smear signal in
each half-column. Note the frame transfer smear signal ex-
tending into the POCs (top and bottom eight rows) of Fig.
25. Four rows are summed in the CCD serial register to
create each POC value, so the POC values need to be divided
by four prior to subtracting them from the image columns.

FIG. 26. Version of Fig. 25 corrected for frame transfer smear using parallel
overclocked pixel value.

This correction technique can only be used in camera modes
1—6; in modes 7 and 8 no POCs are created. The number of
POC rows with reliable values varies with mode; in mode 1
only the first and last five rows have good values, in modes
2—4 the first and last four rows are good, and in modes 5-6
only the first and last two rows are good.

The second frame-transfer smear correction algorithm is
used in modes 7 and 8. It involves estimating the frame
transfer smear signal as a fraction of the average dark-
subtracted signal in each column of the actual image area,
where the fraction depends on the ratio of the frame transfer
time to the total signal integration time. This approach can be
subject to significant errors if (a) there are saturated signals
in the image area, or (b) there are significant differences
between the scene brightness in the top and bottom few rows
of the returned subframe and that in the rows outside the
subframe that are not returned.

Figure 26 shows the results of correcting the frame
transfer smear seen in Fig. 25 using the POC values. The
residual frame transfer smear correction errors are about 1
DN.

5. Absolute sensitivity

The goal of radiometric calibration is to be able to accu-
rately measure the radiance of a scene at each point in its
image. The pertinent equation for the single-pixel response
to a spatially resolved source radiance assuming a linear in-
strument response function is

DN=thaJS)\T)\F)\N)\P)\d)\'FDNo(t),

where DN is the linear instrument response in DN, ¢ is the
integration time (s), g is the gain setting in DN/signal elec-
tron, () is the solid angle of optics equals area of entrance
pupil/effective 1> (sr), a is the area of pixel (m?), \ is the
wavelength of light (um), S, is the detector quantum effi-
ciency (signal electrons / photon) at wavelength N, T) is the
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transmission of the optics at wavelength A, F) is the trans-
mission of the filter used at wavelength \, N, is the radiance
of the scene (W m2sr™! um™'), P, is equal to \/1.986 48
X 107! photons W= s7!), d\ is the wavelength interval
(um), and DN(z) is the zero-exposure DN output for inte-
gration time t.

Making radiometric measurements with the DI cameras
requires inverting this equation to solve for the scene radi-
ance, N. In the case where we do not know a priori the
spectral shape of the radiance curve, we assume that the
radiance is constant over a given filter bandpass f and solve
for

B DN — DN(7)
= thafS)\T)\F)\P)\d)\ '
For solar-illuminated scenes, we can also solve for the reflec-
tance of the scene, assuming it is constant over the filter
bandpass. Reflectance R(\), also known as I/ F, is related to
radiance by

ROV = I(_)\)_ 7N(\)

CFN) HOD
where H(\)=mF(\) is the solar irradiance incident on the
reflecting surface at wavelength \, and I(\)=N(\). Thus for
filter f,

__a[DN-DNy(1)]
I~ t¢QafS\T\F\H\P\d\

While an initial derivation of the vis camera absolute sensi-
tivities (i.e., 1/[gQafS\T\F)\P\d\] for each camera and
each filter) was done using ground-based radiance sources
during TV calibrations, the most accurate determinations
were done with in-flight calibrations using photometric stan-
dard stars. The stars used for this purpose are listed in Table
VI. Absolute radiometric response calibrations were carried
out four times in flight—in April, May, June, and July, 2005.
Note that when deriving the spectral response calibration us-
ing point sources as opposed to spatially resolved sources,
the response equation is more usefully written as

[DN — DN(#) Jiorar = 18A f S\I\E\\PydN,

where [DN—=DN(7)J;or is the total dark-subtracted signal
from the star over all pixels, A is the area of optics entrance
pupil (m?), and I, is the irradiance of the starlight at the
camera entrance aperture (W m=2 um™).

The objective of our in-flight stellar calibration is then to
determine the gAS\ T F) that causes the above equation to be
true for any star’s ). From that, we can derive the absolute
camera sensitivity factors required to convert from dark-
subtracted DN/ms to radiance or reflectance for spatially re-
solved sources. S, T\ F, is assumed to be the same across the
entire CCD array; any pixel-to-pixel or quadrant-to-quadrant
differences in response are corrected by a separate flat-field
correction as discussed in Sec. V C 6.

The absolute spectral irradiances from 200 to 1200 nm
of the standard stars observed were obtained from a combi-
nation of data and model spectra.lzf18 Morel and Magnenat12
provided U, B, V, R, I, and J absolute photometry of most of
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our standards; supplementary photometric measurements
were obtained from Kharchenko,'6 Monet et al.,17 and
Neckel et al.'® Burnashev'® and Kharitonov et al.,15 pub-
lished absolute irradiance spectra but only shortward of
750 nm. Pickles’" stellar irradiance model spectra for the
appropriate spectral type and luminosity, which span the en-
tire 115-2500 nm range at a resolution of 0.5 nm, were
scaled to fit the data points of Morel and Magnenat and the
spectra of Burnashev or Kharitonov et al. for each star to
provide interpolations with higher spectral resolution. These
scaled irradiance spectra were then used as our absolute ref-
erences. Figure 27 shows the absolute irradiance spectra
adopted for three of our standard stars. The uncertainties in
our reference spectra are estimated to be <5% for a given
star at a given wavelength.

Using these standard sources, the DI vis camera in-flight
absolute spectral sensitivities were determined in a best-fit
sense. Very good repeatability was seen throughout the four
in-flight calibrations spaced over a 3-month period bracket-
ing the encounter event. However, the in-flight sensitivities
showed significant differences from the prelaunch values,
which had been derived from camera responses to an inte-
grating sphere flat-field light source, whose spectral radiance
had been absolutely calibrated, viewed through the TV
chamber window. Part of the reason for these differences
might have been the need to extrapolate the integrating
sphere radiance and the chamber window transmission below
350 nm, since their measurements cut off there. In addition,
the chamber window transmission was estimated by adjust-
ing the measured transmission of another similar, but thinner,
chamber window rather than measured directly. The in-flight
data suggest that the absolute calibration of the integrating
sphere source radiance and/or the estimate of the chamber
window transmission was systematically high.

Figure 28 plots the ratio of the HRI and MRI camera
responses in terms of total DN/ms through each filter for
each in-flight calibration ratioed to those of the May calibra-
tion; the ratios are plotted versus the effective wavelength of
each filter. The ratios are all very near 1; the ratios for the
different calibration dates are offset by 0.5 units in the plot
for visibility. The variations are seen to be <10% with no
systematic trends. The variation in ITS response between
May and June (the only two successful ITS calibrations) was
<2%.

The scatter in the measurements is larger than the formal
errors that would result just from random noise in the im-
ages. One probable cause of the increased scatter is uncom-
pensated cosmic ray signal either within the star images
themselves or in the surrounding background area used to
determine the offset level to subtract. Another probable cause
is inaccuracies in removing the frame transfer smear signal.
The data suggest that any individual star calibration mea-
surement is uncertain to about the 5% level for the MRI and
to about the 2% level for the HRI (the defocused HRI means
that much higher total star signals can be achieved without
saturating the peak pixel, which results in much higher SNRs
than are possible with the MRI). The greater degree of scat-
ter in the April ratios is due to using a mix of short and long
exposure times and no repeat frames for this first calibration
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FIG. 27. (Color) Absolute spectral irradiance of se-
lected photometric standard stars.
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and to severely underexposing the HRI images because the
exposure times were set assuming an in-focus system.

Figure 29 plots the ratio of the observed in-flight re-
sponse to the various photometric standards averaged over
all four calibrations to that predicted based on the prelaunch
calibration; as in Fig. 28, ratios are plotted versus the effec-
tive wavelength of each filter. For all three cameras, the in-
flight response was about 25% higher than predicted in the
clear and midwavelength filters, with response at the UV end
being elevated the most and response near 1 um being close
to the predicted level.

The in-flight response rates were used to adjust the spec-
tral response math models for each camera that were devel-
oped prior to launch. The CCD quantum efficiency (QE)
estimates were adjusted first because they were the least
well-known aspect of the model. For MRI, additional adjust-
ments were made to the peak transmissions of the three

narrow-band UV filters. These adjustments were needed to
reconcile the star responses in the clear filter for all spectral
types with those through the UV filters. We determined that
in order to reduce the discrepancy in the model predictions in
the 387-nm MRI filter for 8 Hyi compared to those for the
other stars, we require either that the filter bandpass be
shifted 2 nm longward from its prelaunch value or that the
deep absorption band in the 8 Hyi spectrum around 385 nm
be shifted 2 nm shortward. What combination of these ad-
justments is actually correct cannot be determined. In gen-
eral, calibration of the MRI response in the UV filters is
problematic. Many of the stellar sources have narrow absorp-
tions in their spectra below 400 nm, and high-spectral-
resolution irradiance measurements of these sources are not
available (we are relying on Pickles’ model spectra for the
high-resolution features). In addition, the clear-filter MRI re-
sponses, particularly to blue stars, includes added uncertainty
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because nothing in the system cuts off UV response, and the
component-level calibrations of detector QE were not made
below 350 nm nor were clear-filter transmission data taken
below 300 nm. Deriving a model that reconciles the clear
and UV-filter MRI predictions with the observed responses is
not very deterministic. Therefore, absolute radiometric cali-
bration accuracy in the MRI UV filters is no better than 20%.
The HRI escapes similar problems because its filter band-
passes are all broad, and the beamsplitter in the HRI does not
allow light shortward of 300 nm to reach the detector.

The other terms in the camera response model equation
were fixed at their nominal values of g=1 DN/30 electrons,
a=4.41x107""m?, and 0=6.41x10"* sr for the HRI and
2.57 %1073 sr for the MRI and ITS. T, was taken to be the

1.2

value determined from prelaunch component-level calibra-
tions. A few of the filters have red leaks longward of 1 um,
the worst being the HRI 350 nm filter, with less severe leaks
for the HRI 550, 650, and 850 nm filters. Moreover, while
the long-wavelength leak in the MRI 309 nm filter is no
worse than 107>, the system response rate is so low in the
main bandpass at this short wavelength that the out-of-band
response can be non-negligible in this filter. While these
leaks are not significant in most cases, they need to be ac-
counted for when doing the calibrations.

With adjustments to the detector QEs and the MRI UV
filters in the camera models, the calculated response rates
could be made to match all the observations to within 20%.
Excluding the MRI UV filters, the matches were good to
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TABLE XI. Radiometric conversion constants and effective wavelengths for each filter in each vis camera.

HRI spectral response model results

Solar-illumination

Gray radiance Effective reflectance conversion Effective
conversion constant wavelength constant wavelength
Filter (W m™2 um™" sr™!)/DN/ms I/F at 1 AU/(DN/ms) (nm)
Clear-1 0.117 4 653.02 2.508 X 107 624.52
Clear-6 0.117 5 653.00 2.511x10™ 624.50
350-4 2.867 375.39 8.737x 1073 375.15
450-2 0.962 2 452.48 1.611x1073 454.19
550-3 0.5949 550.43 1.010x 1073 549.88
650-9 0.586 3 648.44 1.154x 1073 646.63
750-7 0.664 6 746.18 1.634x1073 744.40
850-8 1.014 844.94 3.105x 1073 843.24
950-5 1.931 951.82 7.335x1073 948.71
MRI spectral response model results
Clear-1 0.034 07 626.07 7.505 %1073 610.28
Clear-6 0.034 11 626.08 7.513% 1073 610.29
309-9 30.02 309.48 1.026 X 107! 309.63
345-8 13.42 345.41 4.084 %1072 345.38
387-7 10.36 388.80 2.617x 1072 388.97
514-2 1.759 515.31 3.002x 1073 515.20
526-3 3.676 525.95 6.203 1073 525.92
750-4 02125 746.00 5.223 %107 744.23
950-5 0.5879 957.35 2,258 %1073 953.31
ITS spectral response model results
None 0.035 51 626.07 7.822% 1073 610.28

better than 10% with a few exceptions. Most of the residual
scatter is attributed to uncertainties in the absolute spectral
irradiances of the various sources used and to uncorrected
cosmic ray and readout smear signal. Some systematic dis-
crepancies were observed; for example, Canopus appears to
be redder than indicated by the Ref. 12 spectrophotometric
data by 15%-20% at 950 nm compared to 350 nm. This
trend is seen in both cameras across all calibrations. How-
ever, by averaging over all the stellar sources, we estimate
that the absolute calibration is good to 5% for the HRI for all
filters except for 950-nm, which is only good to 10%, and to
10% for MRI except for the UV filters, which are only good
to 20%. Figure 30 plots the ratio of the observed stellar re-
sponses to the revised modeled responses and shows good
agreement. The three data points for each filter are from each
of the three calibration sessions in May, June, and July. The
error bars represent the standard deviation in the measure-
ments of each star within each calibration session (typically
eight repeat frames were taken of each star in each filter
during each calibration).

The revised camera response models were used to cal-
culate the camera predicted response rates to spatially re-
solved sources with spectral radiances equal to
1 Wm™2sr™! um™" at all wavelengths and equal to that of a
surface with a reflectivity of 1.0 at all wavelengths illumi-
nated by the Sun at a distance of 1 AU. The solar irradiance
at 1 AU used is the ASTM E490 model." Figure 31 plots the
modeled response rate per pixel for each camera/filter com-
bination when viewing an extended source of radiance

1 Wm™2sr! um™ at all wavelengths. The resulting radio-
metric conversion constants and effective wavelengths for
each filter in each camera are given in Table XI.

The relationship between the total integrated DN/s for a
star and its absolute visual magnitude, V, have also been
derived for HRI and MRI in the clear 1 filter and for ITS.
These relationships20 are

HRI:

V=m+12.003-0.146(V-R),

V=m+12.004—0.127(B- V).
MRI:

V=m+17.274-0.459(V - R) + 1.022(V - R),

V=m+17.304-0.381(B-V) + 0.374(B - V)°.
ITS:

V=m+17.485-0.303(V-R),

V=m+17.417-0.728(B = V) + 0.637(B - V)?,

where m is the instrumental magnitude=-2.51log;, (inte-
grated DN/s), V=R is the absolute magnitude difference in
the Cousins>' V and R bands, and B—V is the absolute mag-
nitude difference in the Cousins B and V bands.

The residual scatter is about 0.08 magnitudes for HRI,
0.03 magnitudes for MRI, and 0.04 magnitudes for the ITS
using B—V (but 0.121 magnitudes using V-R).
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While it was obviously not possible to continue to moni-
tor the ITS calibration all the way in to impact, we have
examined the ITS nucleus images during its late approach
phase to see if its radiometric response seemed to change.
The observed ITS response rate starts to decrease about 10 s
before impact and continues to decrease roughly linearly
with range to the nucleus (see Fig. 32). The total reduction
by the time of the last image (about 4 s before impact) is
about 15%. The images used to produce Fig. 32 are small
subframes of the full CCD; the nucleus is much larger than
these subframes at this time, so the apparent brightness re-
duction seen cannot be due to an increased fraction of scat-
tered light being lost outside of the image field. Another
possibility is that this was due to degradation of the ITS
primary mirror due to dust impacts. However, using empiri-
cal dust damage models used for HST,22 the amount of dam-
age expected was two orders of magnitude less than could
account for a 15% reduction in throughput. As the impactor
is deflected due to dust impacts during approach, the ITS
images parts of the nucleus at phase angles different than the
average approach phase angle. The greatest deviations from
the average approach intensity coincide with the two largest
impactor deflections indicating that the change in intensity
may simply be a measure of the local phase function on the
nucleus.

6. Individual pixel response

Every CCD has a few bad pixels that need to be identi-
fied to fulfill the scientific objectives. For our analysis, we
looked for 6 different types of bad pixels. The results are
illustrated in Fig. 33.

e “Hot” pixels that reach saturation rapidly or that always
saturate (marked as a on Fig. 33). This group includes all
pixels that have a full well under 10 000 DN and all pixels
that are always saturated with a signal higher than 16 000
DN (above full well) independent of the integration time.
The first and last rows (numbers 8 and 1015) of the active
CCD are hot pixels (i.e., excluding the overclocked pixels)
for all cameras in every mode.

* “Cold” pixels that always have a low signal (marked as b
on Fig. 33). This group includes all pixels that have a
signal >5 times lower than the average signal of their

ITS Image at indicated time

quadrant. There is a group of 33 cold pixels in the lower
left corner of the HRI CCD that are returned in mode 1.
There are no cold pixels for MRI or ITS.

* Pixels that vary significantly from one image to the other.
This group includes all pixels that vary randomly and sig-
nificantly from one image to the other one by more than
1%. There are no pixels of that type for any of the cameras.

 Overclocked pixels that behave strangely (marked as ¢ on
Fig. 33). This group includes overclocked pixels that have
a signal too high or too low compared to their neighbors.
This effect is seen in the overclocked pixels located in the
rows that correspond to the rows of hot pixels for all cam-
eras in every mode.

e Pixels with nonlinear response residuals above the 5%
level rms (marked as d on Fig. 33). Pixels from row 1014,
column 8-17, in HRI mode 1 have a nonlinear response.
The response is linear for all other HRI pixels and all
pixels in MRI and ITS.

* Pixels that have higher bias level (marked as e on Fig. 33).
This group includes all pixels that have a bias at least 5%
higher than the average bias of the quadrant. The first and
last columns (Nos. 8 and 1015) of the active CCD have
higher bias (i.e., excluding the overclocked pixels) for all
cameras in every mode.

Recovering useful measurements from bad pixels is de-

(1023,1023)
4 a c
1015
d
e e
b
[ ] a 4
8
0,0
(0.0) 8 1015

FIG. 33. Bad pixels for HRI, MRI, and ITS in mode 1. The figure is not to
scale for illustration purposes. See the text for the definition of marks a—e.
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sirable but not always possible. For all cameras, the first and
last rows and columns of the active area of the CCD are
always bad. Since they comprise large areas (an entire row
and/or column) on the edge of the detector, it is not possible
to fill in reasonable DN values at these locations using the
median value of the neighbor pixels, for example. Useful DN
values are also unrecoverable for the group of cold pixels in
the lower left corner of the HRI, since they span a large area.
Concerning the nonlinear pixels in HRI, a more detailed
analysis indicates that those pixels are linear with an accu-
racy of 12%-18%, which we consider usable. So, we use
those pixels with caution in our scientific analysis with no
correction.

The flat-field correction is an early step in the data re-
duction. Each pixel of the CCD detector has a somewhat
different response to a uniform source. At small scale, the
response is nonuniform because of the different characteris-
tics of each pixel (e.g., QE). At larger scale, the response is
nonuniform because mirrors and filters may have small dust
particles on their surfaces that decrease the number of pho-
tons received by the detector in specific areas. Moreover, the
optics themselves, even if excellent, induce small variations
in the system sensitivity across the detector. We also have
quadrant-to-quadrant variations since each quadrant has its
own signal-chain electronics. To correct for all these effects,
we divide all raw images by an image of a uniform source:
the flat field. Since flat fielding corrects for optical and elec-
tronic effects, we must use a different flat-field correction for
each filter and each mode of the instruments.

Flat fields were taken on the ground, during TV tests
using a 65 in. integrating sphere, in every mode and every
filter for each camera. The ability to correct for high-spatial-
frequency response variations using those flat fields was then
successfully validated in flight. To generate the flat field, we
normalized to one the average of several flat fields with good
SNR by dividing by the mean value of all pixels. In more
detail, we used the following algorithm.

* Select a set of flat-field frames with good SNR, same mode
and same filter.

e Subtract the bias, pixel by pixel, for each frame (Sec.
VvV C3).

e Subtract the dark current, quadrant by quadrant, for each
frame (Sec. V C 3).

e Normalize each frame to 1, dividing by the mean value of
all good pixels of the active CCD.

e Create an image sdev, which is the standard deviation
J({(x®)=(x)?) of the value at each pixel across the n normal-
ized frames. The image sdev is used to track and remove
flat-field frames with cosmic rays.

e Create an image flat field which is the average of the n
normalized frames (excluding those with cosmic rays).

e Set overclocked pixels of flat field to 1 (to leave them
unchanged).

e Write in FITS format the resulting flat field.

We repeated the above algorithm for all modes and all
filters of HRI, MRI, and ITS. The number of frames aver-
aged together to generate each flat field varied from 2 to 16,
depending on the instrument, mode, and filter. A typical
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number is 8 frames. Figure 34 shows the flat fields for HRI,
MRI, and ITS, in mode 1, using filter 1 (no filter for ITS).
Figure 35 gives a profile for each of them along row 250 as
an example.

From Fig. 34, we can identify large-scale nonuniform
responses. The quadrant-to-quadrant correction is the most
significant. Then, the two central rows of each CCD have a
lower value, about 20% lower than the average flat field.
This is a well-known effect on the DI CCD due to the
1/3 pixel gap between the top and bottom quadrant pairs.
Next, the cold pixels in the lower left corner of the HRI CCD
are clearly visible, as well as a ring, due to a dust particle on
filter 1. Similar patterns are visible in other filters for HRI
and MRIL

From Fig. 35, we can quantify the small-scale nonuni-
form responses. The pixel-to-pixel variation is ~3% rms for
all cameras. A more detailed analysis indicates that this level
of pixel-to-pixel variation is representative for all modes and
all filters of all cameras, except for mode 9, where the pixel-
to-pixel variation is ~1% (not shown here). We note that we
did not use mode 9 during the entire mission.

We also performed an analysis to compare full-frame flat
fields (mode 1) with subframe flat fields (modes 2, 3, 4, 5, 6,
7, and 8). The result is that the two different flat-field files
are the same within errors of 2% for HRI and MRI and 4%
for ITS. This gives us confidence in the stability and reliabil-
ity of our CCD detectors when they operate in subframe
modes.

The final test to validate and quantify the quality of our
flat fields was to apply them to real data. For that purpose,
we took a series of stimulator images during the in-flight
science calibration phases. The stimulator is a light, located
between the filter wheel and the CCD that provides diffuse
illumination of the CCD. It cannot be used to test large-scale
nonuniform response of the CCD, but it is extremely useful
for observing the pixel-to-pixel variations. Figure 36 shows
the profile of a stimulator image before and after flat-field
correction for HRI (top), MRI (middle), and ITS (bottom).
The improvement due to the flat field is significant, as the
pixel-to-pixel variation is reduced in all cases. A more quan-
titative analysis indicates that before flat-field correction, the
pixel-to-pixel variation is ~3%, while after flat-field correc-
tion, it is down to ~0.5%. The flat fields we generated from
the TV tests on the ground apply very well to correcting
inflight data.

For HRI vis, in order to recover the expected spatial
resolution using deconvolution, we had to improve the pixel-
to-pixel correction beyond the accuracy achieved from the
ground-based calibration. For that purpose, we took a hun-
dred HRI internal stimulator images in flight at the end of the
post-impact lookback sequence. We combined these hundred
stimulator images to derive improved pixel-to-pixel relative
responses, using a resistant mean to reject cosmic rays and a
high-pass filter to remove low-spatial-frequency intensity
variations. Then, the previously generated flat fields were
corrected with these new pixel-to-pixel relative-response
variations. Figure 37 illustrates the results with the profile of
a coma image corrected with the new and old flat-field files.
To first order they look similar, but a close look indicates that
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FIG. 34. HRI (top), MRI (middle), and ITS (bottom) flat field for mode 1
and filter 1 (no filter for ITS). Each flat field is a 1024 X 1024 pixel frame
covering all four quadrants. Data span the range from 0.8 (black) to 1.2
(white) in this display with the mean response normalized to 1.0. The upper
left quadrant corresponds to quadrant A in the text, the upper right quadrant
to B, the lower left quadrant to C, and the lower right quadrant to D.
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FIG. 35. Profile of HRI (top), MRI (middle), and ITS (bottom) flat field
corresponding to Fig. 34 along row 250.

the new correction removes some of the high-frequency
variations, like on pixels 23 and 53, for example. A more
quantitative analysis indicates that the bottom part of the
figure (corrected using the old flat field) has a standard varia-
tion of ~14 DN, while the upper part (corrected using the
new flat field) has a standard variation of ~13 DN. This is
only a slight improvement, but enough to affect the decon-
volution process, which is very sensitive to high-frequency
variations. Therefore, we have adopted the revised flat-field
corrections for use in the calibration pipeline.

7. Noise

a. Random. The random noise in CCD images consists of
the detector read noise, signal shot noise due to photon sta-
tistics, and analog-to-digital conversion (ADC) quantization
error. Measurements of the random noise levels in the DI
instruments were made as part of the photon transfer analysis
discussed in Sec. V C 2. Figure 23 shows the relationship
between the random noise level and the signal level illustrat-
ing that we are shot noise dominated over most of the detec-
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HRI-VIS — Before flat correction
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HRI-VIS — After flat correction
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tor’s dynamic range. Table IX lists the read noise levels mea-
sured for each quad of each camera. Assuming a perfect
ADC, quantization error would be at only the 0.3 DN level
and would be insignificant. Actual ADC performance is dis-
cussed in Sec. VC7c.

b. Coherent. The DI CCDs and associated readout elec-
tronics were largely free of coherent noise, which we define
as obvious and patterned electrical interference from external
sources. Most images show a small (on the order of 1 DN)
variation in bias level that varies every few rows, which
results in some mild horizontal striping when images are
stretched to enhance low-signal levels. The result is a reduc-

Column number

tion in effective SNR that must be accounted for in SNR
calculations. Its effect is included in the readout noise deter-
mined above. The effect is most strongly seen in MRI
narrow-band filtered images, for which signal levels are typi-
cally low.

Superimposed on top of many images is an apparent
interference signal, sometimes of a few DN (<10) ampli-
tude, peak to peak. The signal is largely sinusoidal or some-
times half-sinusoidal (signal is only increased), and is shown
in Fig. 38. In the time domain, the frequency of the sinusoid
is ~8 kHz. This sinusoidal noise is not truly coherent in that
it does not occur at the same time, and therefore the same
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FIG. 37. Comparison of the profile of a coma image with the new flat field
including the stimulator pixel-to-pixel relative-response variations and the
TV4 flat field.

position, within the image. In fact, many images show no
sign of this sinusoidal noise. When it does occur, it is com-
mon to all four quadrants and occurs symmetrically within
the CCD, though each quadrant will have a different ampli-
tude of the noise. In the few cases where the noise has been
examined in some detail, the pattern is stable in frequency
and may even exhibit a long-term pattern (over many readout
rows) that could be used to create an improved subtraction
technique. With the relatively low amplitude and unpredict-
able occurrence within an image, there were no specific cali-
bration steps derived to subtract this noise signal. A routine
that detects rows in which the noise occurs was developed,
but is limited to images with primarily dark backgrounds and
illuminated scenes covering fewer than a few 10 s of pixels.

A 100 ms HRI CCD dark exposure with the CCD at
room temperature (~22 °C) is shown in Fig. 39. There are
two distinct features in the image that are common to all
three CCDs. First is a series of diagonal stripes, which are
due to metallization layers in the CCD. The bright bands are
repeated every 8 pixels in an individual row and shift hori-
zontally by one pixel from row to row. The stripes are con-
tinuous across left-to-right boundaries, but are discontinuous
over the top-to-bottom boundary. The second is a large in-
crease in the dark signal within a horizontal area near the
center of the image. The first is observed over all CCD tem-
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FIG. 39. CCD room-temperature dark current pattern. The center 256
X256 pixels of a room-temperature HRI image are shown.

peratures, while the second seems to diminish when the CCD
is operated below —30 °C. These patterns become undetect-
able at normal HRI and MRI operating temperatures.

c. ADC. Analysis of the accuracy of the digital encoding
of the CCD analog signals was performed using HRI images
taken with the internal stimulator (STIM) turned on. The
STIM results in images with a smoothly varying left-right
signal gradient that spans roughly a factor of 2 in brightness.
An ideal ADC would output data from such an image that
has a smoothly varying histogram with approximately equal
numbers of DNs within the neighborhood of each signal
level in the image. Figure 40 shows a representative histo-
gram from one of the prelaunch STIM images. The histo-
gram indicates that the CCD ADC performance is less than
ideal, with encoding bin sizes that vary from level to level by
as much as a factor of 2. The 14 bit encoding is actually only
reliable to 13 bits at certain DN levels, particularly those
separated by an interval of 16 DN (and to a lesser extent,
those separated by 8 DN). The ADC performance appears to
be repeatable in a statistical sense in that certain DN levels

FIG. 38. An example of a recurring
a low-level noise sometimes seen in all
three CCD imagers. A segment from
one quadrant of a HRI CCD image is
shown below, and two DN profiles
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FIG. 40. Histograms of HRI CCD STIM images showing uneven ADC bit
weighting: (a) full histogram, (b) expanded view.

are always under-represented while others are always over-
represented. Therefore, an improved measure of the true ana-
log signal for a given pixel could be obtained by mapping
each DN level to the center of its actual ADC encoding bin
(fractional DN). Such a correction would improve the image
SNR, at least for lower signal levels (<100 DN) where en-
coding error is a significant noise source. The data exist to
determine such corrections; however, we have not yet de-
rived correction files for pipeline use. MRI and ITS ADC
performance has not yet been analyzed; however, we expect
their performance to be comparable to that of the HRI vis
ADC.

d. Compression. Application of the data compression
LUTs to convert from 14 bit encoding to 8 bit causes an
increase in encoding error and therefore an increase in the
noise level of any pixel’s measurement. The LUTs for the vis
cameras were designed with a square-root structure, based on
the observation that the detector performance is shot-noise
limited over most of the dynamic range of each detector.
Because the bias varies from quadrant to quadrant for each
detector and also with the temperatures of the detector and
the associated electronics, the LUTs each start out with a
linear section for minimal signal levels covering the range of
bias levels expected during operations. The second section of
each LUT is then a square-root function. As shown in Figs.
10-12, the various LUTs span different sections within the
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TABLE XII. Comparison of encoding step size to signal shot noise for VIS
data compressed using various LUTs.

LUT
Uncompressed Compressed DN
HRI/MRI ITS DN range step/shot noise
3 0 0-2000 1.72
2 1 0-6000 3.23
1 2 0—full well 52
0 3 0-3000 33
3000-full well 12.6

system dynamic range with the increases in encoding error
being less when a smaller range is spanned and larger when
the entire range up to full well is covered. One LUT has a
dual-slope character with smaller encoding steps at the low
end of the dynamic range and larger steps at the high end.
Table XII summarizes the approximate range of uncom-
pressed DNs above the bias spanned by each LUT and the
ratio of the compressed DN encoding step to the shot-noise
value that applies for each LUT.

e. Cross-talk. The DI cameras exhibit electronic cross-
talk between the various quadrants of the CCDs. The cross-
talk is an electronic effect generated within the readout elec-
tronics. Images with significant and structured signal show
mirrored, low-intensity images in other quadrants. The mag-
nitude of this effect is 0.15% or lower depending on the
combination of quadrants used. This effect is negligible for
faint sources (e.g., coma), with the mirrored signal being less
than 1 DN for a primary signal lower than 650 DN, but
becomes non-negligible for bright sources (e.g., nucleus)
producing mirrored signals larger than 10 DN for a primary
signal higher than 6500 DN. In order to quantify this effect,
we designed a specific sequence that was executed during the
in-flight science calibration phases. The sequence is an ob-
servation of Canopus (a bright star) in each quadrant, which
we exposed normally and then saturated about 100 times
above full scale (16 383 DN) in order to have a good cross-
talk signal in the other quadrants. From these observations,
we were able to derive the fraction of signal (called the
cross-talk ratio) that goes from one quadrant to the other for
every combination of quadrants. The results are given in
Table XIII for HRI, MRI, and ITS. The cross-talk ratio varies
from 0.03% to 0.15%. Using these ratios, a correction for
cross-talk can be made by subtracting the correct percentage
of the mirrored signal in each quadrant from every other
quadrant.

Figure 41 illustrates the results before and after the
cross-talk correction. Before the correction, we see Canopus
(saturated) on the lower right quadrant and an electronic
ghost in the other three quadrants. After the correction, the
electronic ghosts disappear from these three quadrants. A
more detailed analysis indicates that the ghosts do not com-
pletely disappear but remain at a level lower than 2 DN, a
reduction of at least a factor of 3. We consider this result
acceptable.

8. Scattered light

Measurements were made of the vis cameras’ stray light
responses, i.e., the response at a given pixel location due to a
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TABLE XIII. Cross-talk ratios for HRI, MRI, and ITS. The ratio is the
fraction of the primary signal that is produced in another quadrant.

ITS crosstalk

Quadrant HRIVIS crosstalk MRI crosstalk ratio
combination ratio(107%) ratio(107%) (107%)
B over A 4.0 5.0 6.0
C over A 3.5 3.0 5.0
D over A 3.5 3.0 5.0
A over B 3.5 6.0 6.5
C over B 7.0 8.0 14.0
D over B 4.0 5.0 3.0
A over C 3.0 3.5 5.5
B over C 8.0 9.0 15.0
D over C 5.0 3.0 8.0
A over D 3.3 4.0 6.0
B over D 4.0 4.0 3.0
C over D 6.0 3.5 10.0

source not imaged directly on the pixel (including sources
outside the FOV). Such calibrations are impractical on the
ground for a well-baffled telescope, so they were conducted
in flight. It is useful in theory to consider the “stray light”
due to sources in the FOV simply as extended characteristics
of the PSF. However, some contributions to the in-field stray
light, such as reflections off the filter substrate surfaces, de-
pend on the position of the source within the FOV, whereas
the PSF from the telescope has very little variation over the
FOV. We did not attempt to decouple and characterize the far
wings of the PSF from scattered light due to other spatially
dependent causes.

Two calibrations were performed using the moon for
MRI and Canopus for HRI. Reference images of both objects
were taken along with long exposure images of adjacent
fields with the object illuminating the inside of the baffle (not
the CCD). Figures 42 and 43 show the stray light pattern for
HRI. A quantitative measure of the HRI stray light response
along a diffraction spike is plotted in Fig. 44. Figures 45 and
46 show the stray light for MRI. A quantitative measure of
the MRI stray light response along a diffraction spike is plot-
ted in Fig. 47.

The in-field stray light was measured using lunar images
taken shortly after launch. An initial assessment of the stray
light showed it to be so low that correction techniques were
not necessary. More detailed analysis of the stray light
proved this to be true for all filters except the IR (950 nm).
The method used for measuring the stray light was to create
a lunar mask image slightly larger than the actual lunar im-
age and use it for measuring the total lunar signal inside the
mask and for measuring the total signal falling outside the
mask. The ratio is a measure of the integrated in-field scat-
tered light. In Fig. 48 the results for the HRI are shown. In
Fig. 49 the similar results from MRI are shown.

Note that MRI vis shows about six times more scattered
light than HRI vis. This is expected because the focal ratio of
HRI is f/35 compared to f/17.5 for MRI and because the
obscuration of MRI (31%) is 2.3X higher than that of HRI
(13%). Errors in this measurement can result from the zero
reference not being exactly zero and from the imperfection in
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FIG. 41. Saturated image of Canopus before (top) cross-talk correction and
after (bottom) cross-talk correction. The electronic ghosts nearly disappear.

the lunar mask. In Fig. 50, a scattered light column trace for
MRI is shown, and a zero reference line is also shown. The
zero reference error is negligible. The inherent PSF of the
instrument contributes only a small amount to the light out-
side the lunar mask. As a test of possible measurement errors
due to an error in the size of the lunar mask, the size of the
mask was progressively increased, and the rate of decrease in
the calculated scattered light observed. Changing the size of
the mask by 5 pixels decreased the scattered light by about
10%.

All the filters except the IR filters show very similar
performance leading to the conclusion that the enhanced
scatter in the IR filters is due to either the filters themselves
or to the CCD. Light longward of 900 nm will not be com-
pletely absorbed in the CCD and will reflect off the CCD
gate structure. The magnitude of this effect is currently un-
known for this CCD design.
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FIG. 42. The stray light pattern for HRI. Canopus is shown scaled as a
reference. There are five images surrounding the boresight image. Each
image has an exposure time of 800 s. The Canopus image saturates with an
exposure time of about 20 ms. The secondary mounting structure (the spi-
der) is the major contributor to the observed stray light.

The in-field scattered light is very low in all filters ex-
cept the IR—3.6% of the incident flux spread over the focal
plane for MRI and 0.6% for HRI for the example lunar im-
ages that were analyzed. For an extended object such as the
Moon it shows up most noticeably in the wings of the edge-
spread function. Even for the IR filter, the amount of scat-
tered light should normally be small enough to be ignored. A
full characterization of the scattered light pattern in the im-
ages as a function of source solid angle and its location rela-
tive to the FOV is beyond the scope of this paper.

9. Charge bleeding/residual

The CCD for DI was chosen not to include blooming
control circuitry (primarily to maintain a large full well,
~400 000 electrons). Therefore images that overexpose a
scene will exhibit effects of charge bleeding as shown in Fig.
41. Theoretically, even if charge fills the well in a pixel and
begins to bleed down its column, the total amount of charge
collected should be conserved. In ground tests of the CCDs
with a 16 bit digitizing system, the CCDs showed that even
when saturated, such that charge is bleeding up and down
CCD columns, the total charge collected is still conserved,
with the total amount of charge collected matching that ex-
pected to within around 10%. Due to the desire to maintain a
reasonable single DN step size in the CCD system, the flight
CCD system is set up to reach the maximum amplitude of
the ADC before the CCD is fully saturated and starts to
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FIG. 43. The same HRI data as in Fig. 42 converted to polar coordinates
with 1° increments.

bleed. This situation is shown graphically in Fig. 51. In this
case, images that show bleeding charge provide a lower limit
of the actual charge produced in that frame. Also shown in
the figure is the detail of an image of Canopus purposely
overexposed by around 10X to examine electrical cross-talk.
A secondary effect of saturating a region of the CCD is that
the CCD readout electronics undershoot when the CCD read-

15x10° 8711
1.0x1078¢ :
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0Ol
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Angle from Canopus (deg)

Straylight signal/Canopus total signal

0.15

FIG. 44. One of the bright columns from the HRI polar plot in Fig. 43 (at
94°) normalized with respect to the total Canopus signal showing the worst-
case HRI scattered light response to a point source outside the FOV.
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FIG. 45. The stray light for MRI. The moon is shown scaled as reference.
There are five images surrounding the boresight image. Each image has an
exposure time of 1000 s. The moon saturates with about 15 ms exposure
time. The MRI telescope is similar to the HRI, so similar stray light patterns
can be seen.

out changes from a saturated column to a dark column. This
also adds to uncertainty in determining the total photometric
signal from a saturated scene.

Ground tests of charge residual, i.e., remaining charge in
saturated regions in subsequent images, show that even from
several times oversaturated images, residual charge was be-
low the limit of detectability.

10. Radiation noise

A cosmic ray (CR) passing through the vis or IR detector
can cause generation of a cluster of signal charge that can
lead to incorrect interpretation of an image if it is not cor-
rectly distinguished from scene-induced charge. The charac-
teristics of CR charge clusters in images made during the
flight of DI were studied for both typical and peak (during a
flare) solar activity periods.

CR events are most easily detected in dark images, so
these were used to derive statistics for CR events. Our stud-
ies were based on analysis of raw images. Only pixels with
digital numbers DN >370 for MRI and DN>390 for HRI
were considered candidates for being CR events (i.e., signals
more than ~15 DN above the bias level). On the top panel
of Fig. 52, the observed number of CR events per cm?/s is
plotted versus the number of pixels affected by the event for
dark images taken during both typical solar activity and dur-
ing a flare. On the bottom panel of the figure, the mean value
of DN (including the bias level) within the CR signature is
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FIG. 46. The same MRI data as in Figure 45 converted to polar coordinates
with one degree increments.

plotted versus the number of pixels in the event. This figure
is based on analysis of several MRI images with exposure
time 9<¢=<30 s, where ¢ is the commanded exposure time.
For t=<0.2 s the number of detected CRs can vary by a factor
of several in different images with the same exposure time.
We note that the CR integration time is not the same as the
image integration time. It also includes the light blocker
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FIG. 47. One of the bright columns from the MRI polar plot in Fig. 46 (at
190°) normalized with respect to the total lunar signal.
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FIG. 48. HRI vis in-field scattered light shows the comparison between the
clear filter and the IR filter. Total stray light is expressed as a fraction of the
total signal within the masked area. Each image is 512 X 512 pixels.

close time and, on average, % the readout time. For mode 1
images, the CR integration period is about 0.82 s longer, on
average, than the total image exposure time.

For most HRI and MRI visual images made during low
solar activity at >4 s, the number of CR events per s/ cm?
of CCD was about 2—4 (typically ~3), and generally there
were no events consisting of more than 2z pixels. Most CR
events in an image consist of not more than 4 pixels. The
largest CR signatures have a linear form in contrast to the
more circular form for star images. At high solar activity, the
CR event rate can increase by a factor of 5 compared to that
at low activity, and long CRs due to grazing paths of the
cosmic ray through the detector membrane can exceed 8.5¢.
At t=30 s the maximum number of pixels in one long streak
exceeded 200, while no CR events consisted of more than
45 pixels at t=30 s for images outside the period of solar
flares. The ratio of the number of CR events consisting of n
pixels obtained at high solar activity to that at low solar
activity was greater for greater n. For example, this ratio was
greater at high solar activity than that in out-of-peak activity
by a factor of about 1.5, 2, 3, 3.5, and 7 for rays consisting of
1, 2, 3, 4, and 5 pixels, respectively. This suggests that
events caused by energetic particles from the Sun tend to
produce larger signatures than do interstellar CRs.

Based on comparison of CR signatures on dark and sky
images, we can make two main conclusions that can be used
for recognition of CRs.

(1) Even for out of peak of solar activity, most CR events
are smaller than the camera PSF. At r=4 s, almost all
(>80%) 1-4 pixel charge clusters in typical sky im-

Total st

Total straylight= 18.5%
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ages are CRs (excluding images of dense clusters of
stars).

(2) Large CR events have a linear form in contrast to the
more circular form of star images. We calculated the
ratio kp=npix/(d§+d§) for different clusters, where d,
and d, are the maximum differences of coordinates x
and y in a charge cluster each increased by 1 pixel, and
Ny is the total number of pixels in the cluster. At np;y
>30 we found that k,<<0.17 for all CRs (dark images)
and kp>0.17 for all stars. However, when charge clus-
ters consist of <10 pixels, it is difficult to distinguish
between CRs and stars based on k,,.

The most reliable way to recognize CR events in astro-
nomical images is to compare different images of the same
region of the sky, but it is not always possible to do this. We
analyzed the performance of four programs (IMGCLEAN, CR-
FIND, DI_.CRREJ, and RMCR) written by E. Deutsch, R. White,
D. Lindler, and S. Ipatov, respectively,23 that seek to recog-
nize CRs in a single image. The first three programs run well
in many cases (e.g., for typical calibrated sky images, for
analysis of which they were created), but usually they do not
work well with raw images. Some of the programs have
problems with long (oblique entry) rays, and they delete pix-
els near the edge of a comet nucleus or from its coma. CR-
FIND and DI_CRREJ only identify pixels corresponding to CRs,
but do not replace these pixels. The RMCR program was writ-
ten to work on both raw and calibrated images and to replace
detected CRs with values of their neighboring pixels. Below
we briefly discuss the performance of these programs, giving
main attention to those images for which the above programs
do not work well.

In the RMCR program, which was adapted expressly for
DI, only those pixels for which raw DNs or calibrated radi-
ances are greater than some limit lim are considered to be
possible CRs. This limit can be an input parameter (e.g., for
raw images) or it can be calculated as lim=1imit 0 X k lim
(e.g., klim=3), where limit 0 is the median value of all pix-
els on an image. For calibrated images, one may not know
lim in advance, so it is better to use the latter calculation of
lim unless the area of interest is black sky. This program
deletes all “long” CRs—clusters with k, <0.17. Charge clus-
ters consisting of not more than n limit pixels are considered
as CRs. Depending on a considered image and problem, the
input parameter n limit can be chosen to take any value (e.g.,

FIG. 49. MRI vis in-field stray light. Each image is
300X 300 pixels.
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FIG. 50. (Color) MRI in-field scattered light response down column 650.
Signal level is in arbitrary units with all filters normalized to the same signal
amplitude.

10). In one variation of the program, the objects (exclusive
of long objects) that are closer than a specified number of
pixels to a defined rectangle that includes the comet and its
coma are not considered as CRs. For small values of n limit,
it may be useful to run RMCR for calibrated images two
times—first with a greater lim, and then with a smaller lim.
The program runs slowly when there are a lot of pixels in all
objects (e.g., a comet occupies a considerable part of an im-
age) because the program analyzes the entire image at once,
rather than by small portions of the image at a time as do the
other programs.

The effectiveness in recognizing cosmic rays with the
different programs varied for different kinds of images. Pro-
grams IMGCLEAN, CRFIND, and DI_CRREJ often do not work
normally with raw images. Sometimes they had errors during
their processing and didn’t run to completion; sometimes
they deleted a lot of arbitrary pixels of background.

Figures 53-55 illustrate clusters recognized as CRs by
the different programs on three images. The images pre-
sented on Figs. 53 and 54 consist of 256 X256 pixels
(r=20 s and t=5 s, respectively) and include Temple 1 and
its coma. That on Fig. 55 consists of 181X 181 pixels
(t=60 s) and images a bright star with HRI. The expected
number of CRs is about 15, 4, and 20, respectively. On all
three images, CRFIND and DI_CRREJ defined too many pixels

4.5
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as CRs that are not CRs. IMGCLEAN does not recognize the
whole long CR on Fig. 53, but it deletes fewer pixels from
the coma than RMCR (which does recognize the whole long
CR). So IMGCLEAN seems to be the best technique to use for
Fig. 53. Pixels erroneously classified as CRs by DI_CRREJ and
IMGCLEAN at the edges of an image are actually due to bright
pixels at the boundary between the imaging array and the
overclocked pixels. RMCR excludes these pixels from its
search for CRs. In the case of Fig. 54, the choice of the best
program depends on the purpose for which the frame is be-
ing analyzed: DI CRREJ did not delete pixels near the edge of
the comet nucleus, but it considered about 80 small clusters
(not well seen on the figure) as CRs instead of expected
number of ~4; IMGCLEAN worked normally far from the
nucleus, but it deleted many pixels around the nucleus; it is
possible to find parameters for suitable operation of RMCR,
but they are not those that are usually used; CRFIND did not
run to normal completion, so it gave the worst results (but
for some other images it can give the best results). In the
case of Fig. 54, IMGCLEAN replaced the brightness of some
pixels recognized as CRs near the nucleus by a wrong bright-
ness, and after such replacement the image incorrectly
looked as if some material was ejected from the comet. In
such cases it may be better not to attempt CR removal or to
try to find input parameters for which RMCR gives suitable
results. On Fig. 55, IMGCLEAN recognized as CRs pixels that
belong to the star, but did not recognize as CRs the objects
near the star, which must be deleted for proper correction. So
for Fig. 55, RMCR gave better results.

For a calibrated dark image at a peak of solar activity,
IMGCLEAN removed most of the CRs, but a few tens of them
were left on an image. Even several long rays were left.
IMGCLEAN did not recognize well long CRs on some other
images. For a calibrated image of conglomerations of stars,
IMGCLEAN left most of stars, but sometimes it deleted many
small stars. It classifies as CRs a lot of pixels near the comet
which are not CRs. It is a fast program and is easy to use.

For the calibrated images considered (dark images and
images of clusters of stars) with maximum radiance of
~0.0001 Wm™ um™' sr™!, DLCRRE] and CRFIND did not
work normally if we used the same default parameters for
which these programs worked normally with calibrated im-
ages with maximum radiance of ~1 W m™2 um™" sr™!. For
the small radiance case, they deleted a lot of pixels of back-
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FIG. 51. (Color) CCD saturation and charge conserva-
tion. The plot shows an idealized cross section of signal
of an unsaturated star (blue line without symbols) and a
saturated star (green line with triangles) in the case
where the physical limitation of the CCD full well is
above the range of the ADC. The signal level is shown
relative to the maximum value digitized by the ADC.
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The resulting signal level in the CCD is also shown (red
line with squares). Any signal above the dashed line is

digitized as 16 383 counts. The figure in the upper right
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of the plot is a HRI image of Canopus saturated about
10X, showing the charge bleeding up and down
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FIG. 52. The number of cosmic ray events per s/cm? (top) and mean values
of DN (bottom) vs the number of pixels affected by an event at a peak of
solar activity (crosses) and for out-of peak activity (stars) on dark MRI
images with 9=<¢=<30s.

ground. We have not found parameter settings that work well
at small radiances for these programs.

IMGCLEAN is a more reliable program if one needs to
remove CRs automatically from a large number of images,
but depending on a specific image and a specific problem,
other programs can work better (e.g., sometimes CRFIND is
the best when there is a large image of a comet). All of the
CR detection programs discussed here will be made avail-
able in the DI PDS archive.

CR detection has proved more difficult in ITS images
than in either MRI or HRI images. The problem may be
because the values of the background DNs in an ITS raw
dark image vary more than those for MRI and HRI images
(by a factor of 2 or more) due to the higher operating tem-
perature and increased dark current of the ITS CCD. For raw
ITS images only RMCR works. The number of charge clusters
classified as CRs on dark ITS images per second per quad-
rant was about the same as that for MRI and HRI if we
consider only pixels with DN >50 above the median value
for a quadrant. The difference between the median values for
different quadrants of ITS raw dark images can exceed 40. If
we consider pixels with DN >20 above the median value of
DN for a quadrant, then the number of clusters recognized by
RMCR as CRs is greater by a factor of 5-10 than that for MRI
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and HRI. The fraction of clusters detected as CRs and com-
mon for a pair of images (presumably, therefore, not true
CRs) is about 5% of the clusters detected as CRs on one
image when a threshold of 50 DN above the background is
used. None of the programs considered worked well with
calibrated dark ITS images using their default parameter set-
tings. The number of charge clusters consisting of <4 pixels
deleted by IMGCLEAN and RMCR was greater by a factor of
several than even the expected number of CRs at the peak of
solar activity, so most of the deleted clusters were not real
CRs. CRFIND and DI CCREJ designated even more pixels as
CR. These excess CR detections appear to be due to the
inadequacy of simply using a quadrant-mean dark current
subtraction technique for the ITS. The excess CR detections
tend to occur at the same pixel locations in all frames. This
problem can be corrected by implementing a pixel-by-pixel
dark current subtraction technique for ITS, and this work is
in progress.

VI. IR SPECTROMETER CALIBRATIONS

This section presents the calibration results for the IR
spectrometer instrument. The geometric calibration of the IR
in terms of its fl, which gives the pixel scale projected onto a
target, the precise orientation of the spectrometer slit and its
spectral dispersion axis, and the relative alignment of its
boresight to those of the various cameras are discussed. The
IR’s spatial resolution capability is presented in terms of its
PSF. The radiometric response of the IR is quantified includ-
ing its response linearity, zero-exposure background level as
a function of time and instrument temperature, relationship
between output DN and signal electrons, detector full-well
capacity, flat-field response variations, and absolute sensitiv-
ity factors for converting DN to scene radiance or surface
reflectance. We specify the mapping between wavelength
and pixel location in the detector array and discuss the spec-
tral resolution of the spectrometer. In addition, we discuss
quantitatively the various data degraders such as bad (uncali-
bratable) pixels, random and coherent noise in the system,
accuracy of ADC, data compression effects, scattered light
response, bright image blooming and residual signal, and
radiation noise effects. A detailed layout of the SIM bench is
shown for reference in Fig. 56.

A. Geometric calibrations
1. Focal length

The fl of the overall IR system was measured by two
methods—on-the-ground target tests and in-flight scan tests.
The ground tests confirmed that the scale of IR images of a
test target, taken nearly simultaneously with visible images,
was 5.00 =0.01 times that of the HRI vis for binned IR pix-
els (2.5 times for unbinned physical pixels). Combined with
the measured instantaneous FOV (IFOV) of the HRI vis im-
ages in flight, this results in an effective fl of 2.10*0.04 m
for the IR system, and an IFOV of 10 urad for binned pixels.

The in-flight method of determining the IR fl is an analy-
sis of images taken during scans of the star cluster 47 Tuc
from the May and June instrument calibrations. This method
is less reliable than the ground test because it is subject to

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp



091301-44

Klaasen et al.

Rev. Sci. Instrum. 79, 091301 (2008)

FIG. 53. Calibrated MRI image 6 002 420 (256 X 256 pixels). From left to right: initial image, pixels recognized as CRs by DI.CRREJ, CRFIND, IMGCLEAN, and

RMCR (at k lim=3 and n limit=10).

FIG. 54. Central part of calibrated MRI image 9 000 907 (1024 X 1024 pixels). From left to right: initial image, pixels recognized as CRs by DI_CRREJ, CRFIND,

IMGCLEAN, and RMCR (at k lim=15 and n limit=10).

r

FIG. 55. Calibrated HRI image with a large star (at maximum radiance ~0.5 W m~2 um™! sr!). From left to right: initial image, pixels recognized as CRs by
DI.CRREJ, CRFIND, IMGCLEAN, and RMCR [at lim=+k lim X limit 0=0.0005 W m~2 um~' sr™! and n limit=30].

errors in the scan rate and direction. The spacecraft was com-
manded to scan the IR slit across the star cluster in what was
determined to be the across-slit direction. Any component of
the scan in the along slit direction could add a bias (for a
drift in motion) or noise (for random jitter) to the measure-
ment. Therefore the results from this test are used only as a
sanity check to make sure the ground tests did not suffer
from a significant error in the analysis. The results from the
two tests match to well within the uncertainty of the in-flight
measurement.

2. Relative boresight alignments

We used two methods, ground calibration and in flight,
similar to the focal-length methods, to determine the relative
alignment of the HRI vis boresight and the center of the IR
detector. Unlike the IR fl measurements, the in-flight mea-
surement is more representative of the relative boresights
than the ground-based measurement and is used as the en-
counter configuration. The ground calibration method is de-
scribed to document the small shift seen between the two
calibrations.

The ground calibration method involved near-
simultaneous IR and HRI vis imaging of a resolution target
(called the Air Force Test Target) at the focus of the ground
test collimator. Using cross-correlation techniques between
an along-slit IR profile and an along-slit profile created from
the vis image, the along-slit position was determined. The
relative cross-slit position was found by varying the expected

IR slit position in the visible image. The modeled slit posi-
tion that produced the greatest cross-correlation coefficient
was deemed the cross-slit position. The positions determined
in ground calibrations at 1 G are shown in Fig. 57.

In flight, the relative boresights were determined from
analysis of a scan of the star Vega during the May and June
calibrations. Both IR and vis images contain a time stamp
with a well-known offset to the center time of the exposure
for that image (as described in Sec. IIT). The central position
of the star in the HRI vis images versus time is well modeled
using a linear fit, and shows that the scan rate during the
maneuver was constant. Thus, the position of the star in the
vis image could be interpolated during the scan. When the
time that the star signal peaked in the IR image set was
found, the horizontal (across slit) and vertical (along slit)
positions are determined from the interpolation, and with
simple offset corrections the relative HRI vis boresight to the
center of the IR detector is determined, as shown in Fig. 58.
The alignment relative to the MRI is derived from the MRI-
to-HRI boresight relationship. The in-flight alignment of the
IR spectrometer boresight relative to that of the HRI vis
shifted by —12 HRI vis lines and —5 HRI vis samples relative
to the ground-based calibration.

3. Slit alignment

To investigate the in-flight alignment of the IR slit with
respect to the MRI field of view, we observed the globular
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FIG. 56. Detailed layout of the SIM (Ref. 3, used with permission).

cluster 47 Tuc with a 100-image IR scan. The stars seen in
the IR FOV during this scan are shown in Fig. 59.

A subimage containing the IR FOV has been extracted
from the full-frame MRI image of the same star field taken
just before the scan and is shown in Fig. 60.

From the IR image of 47 Tuc, 31 bright stars were se-
lected, and a Gaussian plus a constant background were in-
dependently fit in the along-slit direction and in the scan
direction. The same stars were identified in the MRI image,
and a Gaussian plus a constant background were also inde-
pendently fit in the two pixel directions. The differences in

A B

4 - IR slit orientation

Center of stored IR
full-frame image

e
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17 arad
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b
~
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FIG. 57. Relative boresight alignment of the HRI vis and IR spectrometer as
measured prelaunch (boresight offsets in figure are not drawn to scale; only
the central ~100 pixel subarea of HRI and the central 10% of IR spectrom-
eter slit are shown).
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FIG. 58. Relative locations of the HRI-IR slit with respect to the MRI and
HRI fields of view measured in flight (boresight offsets in the figure are not
drawn to scale; only the central ~250 pixel subarea of HRI, the central
~120 pixel subarea of MRI, and the central 25% of IR spectrometer slit are
shown).

location between the IR and MRI images in the across-slit
direction are graphed in Fig. 61 as a function of along-slit
position. Note that there is no noticeable trend over the range
of over 250 IR physical pixels, indicating that the IR slit is
aligned with the MRI pixel direction to within a fraction of a
MRI pixel over this distance.

In addition to the alignment of the IR spectrometer spa-
tial slit to the FOV of its own and the HRI and MRI vis
detectors, there is also the question of the alignment of the
spectral dispersion axis with the IR detector array. By plot-
ting the central line number of a dispersed star spectrum
against column number, the dispersion axis was found to be
nearly aligned with the fast-readout axis of the detector array,
but with a slight variation with column number or wave-
length, as illustrated in Figs. 62 and 63, amounting to almost
exactly one physical pixel change in position from one edge
of the detector to the other. The cause of this slight
(~1 mrad) misalignment is presumably due to a small rota-
tion of the prism axes with respect to the detector raster
orientation. This slight misalignment was also seen on the
ground.

B. Spatial resolution

The analysis of the in-flight spatial resolution of the IR
spectrometer used the across-slit scan of the calibration star
Beta Hyi taken during the May 2005 science calibration.
After pipeline processing, a data dark was derived by per-
forming a pixel-by-pixel resistant mean over the 50 spectral
images (2.5— o threshold), and this data dark was subtracted
from all 50 spectral images. Analyzing this data set, the
maximum signal from Beta Hyi was found in scan image 29
of 50, and the peak signal in the center column of that image
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FIG. 59. IR FOV during scan of 47 Tuc. The FOV is 100 scans wide and
512 physical pixels tall. To have matching spatial scale in both directions,
the image has been stretched by a factor of 2 in the scan (horizontal)
direction.

was found in row 417. Further analysis of dark-subtracted
image 29 consisted of fitting a Gaussian plus a quadratic
polynomial to each column of the image, from column
6-1019 (the light-sensitive columns). The sigma of the
Gaussian was converted to equivalent FWHM through appli-
cation of the scaling factor of 2.354. The result of this analy-
sis is plotted in Fig. 64. The spatial resolution of the IR
spectrometer as a function of wavelength is plotted in Fig.
65.

Figure 65 indicates that the IR spectrometer spatial res-
olution is diffraction limited at wavelengths longward of
about 3 um. Shortward of that, other optical performance

Rev. Sci. Instrum. 79, 091301 (2008)

FIG. 60. An extracted subimage of the MRI FOV containing the FOV of the
IR spectrometer during its scan of 47 Tuc.

characteristics limit the spatial resolution. The most likely
cause of less-than-diffraction-limited performance at short
wavelengths is the defocus in the HRI telescope. If the IR
spectrometer defocus were the same as that of the HRI vis,
the PSF spot would have been 3.5 physical pixels. It appears
that the IR spectrometer optics shift its focus location so it is
somewhat better than that of the HRI vis camera.

Figure 66 plots the IR spectrometer PSF along-slit pro-
file at three wavelengths where the performance is diffraction
limited. The first Airy ring is noticeable at 5%—10% of the
peak signal level, and the width of the Airy ring is seen to
increase linearly with wavelength as expected.

C. Radiometric calibration
1. IR linearity

The response linearity of the IR FPA was analyzed using
the measured dark signal during the cruise to Tempel 1. The
dark signal is a combination of the detector dark current and
the background thermal IR radiation emitted by components
on the SIM bench. IR spectrometer linearity was first mea-
sured during ground tests using a blackbody flat-field source;
these tests showed that the response nonlinearity is indepen-
dent of wavelength to less than 1% uncertainty, which allows
it to be measured reliably using only SIM bench radiation.
Results from the TV4 ground tests indicated that one quad-
rant of the IR array had a signal-chain diode failure that
required repair before flight, and new ground calibration data
could not be collected after the repair. Therefore, only the
flight data were used to determine the response linearity for
the IR array.

Data were collected during three different calibration
events during the cruise to Tempel 1, in April, May, and
June, as well as in July soon after impact. The temperature
for the FPA for each calibration event remained under 85 K,
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and the standard deviation of the temperature during a single
event was less than 0.025 K (Table XIV). The optical bench
temperatures remained constant during each calibration
event as well; however, the temperature shift between cali-
brations is significant. Each calibration event involved col-
lecting data at ten different integration times in each of four
imaging modes. The integration times were not the same for
all four modes in order to collect data at as many different
signal levels as possible. The first two calibration events, in
April and May, collected three frames for each integration
time, and the June and July events collected up to five frames
for each integration time.

With only ten data points for each integration mode,
pixel-by-pixel linearity equations would be suspect and un-
reliable due to insufficient SNRs. Therefore, the linearity
equations were calculated as averages for each quadrant by
combining the data from all pixels in a quadrant in each of
the four imaging modes. The different imaging modes ana-
lyzed included one unbinned and three binned modes (the
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FIG. 62. The inflight variation of the centers of Gaussian fits to the image of
the calibration star Beta Hyi as a function of IR spectrometer pixel (column)
number. The total variation from one edge of the IR detector to the other is
almost exactly one physical pixel.

pixels in the subframe binned modes were binned with a one
row offset relative to the full-frame binned pixels). Refer-
ence rows and bad pixels were ignored, and the resistant
mean over the entire quadrant was calculated by removing
outliers beyond 2.5 standard deviations. The data from each
calibration event for Quadrant A can be seen in Fig. 67. The
optical bench temperature decreased for each successive cali-
bration event, so the earliest/warmest (April) event has the
highest slope, while the latest/coolest (July) event has the
smallest slope. The response is close to linear with integra-
tion time, but measurable departures from linearity are ob-
served. The response rates are seen to be slightly different
across the different modes within a given calibration event.

Although the data were collected at different integration
times for each operational mode, a slice at a single integra-
tion time shows that the subframe modes consistently dem-
onstrate higher response than either full-frame mode. The
two full-frame modes, binned and unbinned, show the same
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FIG. 63. The inflight variation of the centers of Gaussian fits to the image of
the calibration star Beta Hyi as a function of IR spectrometer wavelength.
The total center variation in row numbers from minimum to maximum
observed wavelength is almost exactly one physical pixel, and the variation
is very close to linear with respect to wavelength.
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FIG. 64. The IR spectrometer spatial resolution (FWHM of the Gaussian fit)
as a function of pixel (column) number for the 10 May 2005 observation of
calibration star Beta Hyi. Note that the spatial resolution is approximately
constant at a value of 1.6—1.7 pixels FWHM for pixels 6 through about 700
and then rises approximately linearly to nearly 3.0 pixels for pixel numbers
around 1000 due to optics diffraction.

response during all four collection events. The two subframe
modes use only 50% or 25% of the total pixels available, and
the out-of-frame pixels are not reset in these imaging modes.
It is likely that in the subframe modes the out-of-frame pix-
els have saturated, and the built-up charge from these pixels
induces an increased response rate in the subframe pixels
that is proportional to the number of out-of-frame pixels. In
order to remove this effect, data in the range of 3000-6000
DN were used to calculate signal-level ratios of the full-
frame to subframe modes at the same integration time. Using
this DN range allowed all four imaging modes to be used by
avoiding integration times when a significant fraction of pix-
els begin to saturate, and this range exhibited consistent lin-
ear behavior in all four calibration events. This range in-
cludes four to six data points for each dataset. The shortest
integration times could not be included since data could not
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FIG. 65. The IR spectrometer spatial resolution (FWHM of the Gaussian fit
in physical pixels) as a function of wavelength for the 10 May 2005 obser-
vation of calibration star Beta Hyi. Note that the spatial resolution is domi-
nated by the defocused PSF of the HRI telescope for wavelengths shorter
than about 2.8 um and by the diffraction limit of the telescope for wave-
lengths longer than about 2.8 um. One physical pixel is 5 urad, so
1.7 pixels is about 8.5 urad.
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Physical pixels

FIG. 66. Along-slit traces of a star image in the IR spectrometer for 3.5, 4.0,
and 4.5 um (top to bottom). Also plotted are Gaussian fits; each data set is
normalized by the maximum value of the Gaussian fit and then respectively
displaced by 0.5, 0.25, or 0.0 intensity units upwards. The data points are
joined by lines, and the Gaussian fit values are dotted.

be collected below approximately 3 s for the unbinned mode.
Also, the subframes taken at the shortest integration times
were not affected by out-of-frame saturation since these
frames were collected immediately after resetting the array in
the prior mode, and the out-of-frame pixels were not yet
saturated. The ratios were calculated to be approximately
0.95 for BINSF1 and 0.92 for BINSF2. The difference be-
tween these ratios is consistent with BINSF2 having 50%
more out-of-frame pixels than BINSFI. Once these factors
have been applied to the data, the linearity curves from each
month agree well for all the modes. Figure 68 plots the sig-
nal generation rate versus the mean signal level for each
calibration event.

In order to properly calculate the linearity equations, cer-
tain data points should be omitted from the fits. It is obvious
in the May data that a significant number of pixels have
saturated for the longest integration time. However, there is
not enough granularity in the integration times to determine
exactly when an individual pixel saturates. With a limited
number of data sets, including the saturated data would sig-
nificantly impact any curve fitting to be performed. The two
shortest integration times were also removed from the sub-
frame datasets since they do not seem to be affected by the
out-of-frame saturated pixels in the same way as subsequent

TABLE XIV. IR spectrometer focal plane and optical bench temperatures
from the cruise calibration events.

FPA FPA Bench Bench
Month temperature temperature §  temperature temperature &
April 84.97 0.02 139.52 0.06
May 84.28 0.01 137.80 0.01
June 84.07 0.01 137.05 0.02
July 84.37 0.02 136.93 0.07
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FIG. 67. (Color) The number of IR spectrometer DN measured in the left
quadrant A using a resistant mean vs integration time for each imaging mode
is shown. Imaging modes are identified by color, and the month of the event
is defined by linestyle.

frames taken at longer integration times. Finally, the first
frame for each integration time was not included because of
the dark-level instability discussed in Sec. VIC 3 c.

Although the temperature of the optical bench was rela-
tively constant over the entire cruise, the IR detector is sen-
sitive to small changes from month to month. In order to
check for changes in response linearity throughout the mis-
sion, each data set was normalized to 1 DN/ms at 5000 DN.
Figure 69 shows that the response linearity remained con-
stant over all four calibration events to within the accuracy
of the measurements. The degree of nonlinearity is <5%
over the dynamic range of the detector.

A series of polynomials was used to find the best fit, and
the appropriate degree of polynomial was selected using a
chi-square goodness-of-fit statistic. We selected a third-order
polynomial since it provided a better fit than a quadratic
equation by almost 20%, while a fourth-order polynomial
provided less than 0.2% improvement. Higher-order polyno-
mials saw much smaller improvements. Since each quadrant
of the detector uses separate signal-chain electronics, a dif-
ferent nonlinearity equation was derived for each quadrant.
The data and curves can be seen in Fig. 69.

The curves shown in Fig. 69 were derived from the first
three calibration events. This preliminary solution was nec-
essary in order to begin processing encounter data as soon as
they arrived after impact. Fortunately the flyby spacecraft
survived passing the comet, and the July post-impact calibra-
tion was accomplished. Table XV includes the linearization
equations calculated with and without the July calibration
data. Although there are some changes in the values of the
polynomials, both quadrants show a difference of less than
0.15% between the two equations below 11 000 DN. This
results in differences of less than 10 DN in the linearization
correction, which is below the noise and error associated
with the data (less than 0.15%). The largest deviations in the
equations occur above 11000 DN, since the available
datasets do not have enough resolution to solidify the equa-
tions beyond this full-well level (see discussion of full well
in Sec. VIC2). The July difference was judged small
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FIG. 68. (Color) The IR spectrometer response rate is calculated using the
data shown in Fig. 67 for quadrant A. Plot A shows the subframe imaging
modes with a higher response rate. Plot B was created by applying the
correction ratios of 0.95 and 0.92 for BINSF1 and BINSF2, respectively. As
in Fig. 67, imaging modes are identified by color, and the month of the event
is defined by linestyle. The nonlinearity in the IR response becomes more
apparent in these curves.

enough that the linearization equations derived from the first
three calibration events were adopted for all the data col-
lected by the IR spectrometer.

2. Gain/full well

The gain and full well of the IR detector can be charac-
terized using the photon transfer technique in a way similar
to that used in CCD calibrations. For the IR spectrometer, the
best data set for doing this analysis is a series of dark frames
acquired in flight with a range of exposure times from the
minimum possible up to times that cause detector saturation.
The emission from the SIM bench provides a relatively uni-
form illumination over the detector and allows data to be
obtained at the lowest possible signal levels so the low end
of the detector’s dynamic range can be characterized. Using
additional external flat-field radiance sources, calibration
data were also acquired prelaunch. Photon transfer measure-
ments were made several times both before launch (TV 1, 2,
and 4) and in flight (April, May, June, and July 2005 cali-
brations).

As discussed in Sec. VI C 3 ¢, the IR dark frame level
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FIG. 69. (Color) The IR spectrometer nonlinearity equations are derived
after applying the subframe scaling ratios, and all data are normalized to
1 DN/ms at 5000 DN. Plot A shows the data from quadrant A, and plot B
shows the data from quadrant B. Data from each month are represented by
a different color.

observed in a series of successive frames decreases signifi-
cantly between the first and second frame and more gradu-
ally for each frame thereafter. Whatever is causing this varia-
tion also seems to cause an increase in the random noise
level in the first few frames. Therefore, the photon transfer
analyses were done using frames that were no less than third
in a series of successive readouts to minimize bias from this
effect. Median signal values and standard deviations in the
frame-differenced signal were determined for 33 20
X 20 pixel standard areas (10X 10 in the binned modes) dis-

TABLE XV. IR spectrometer linearization equations calculated for both
quadrants with and without the July calibration data. X=raw DN value;
Y=linearized DN value. Differences in the polynomials are less than 0.15%
below 11 000 DN.

Quadrant  July included Equation
A No Y=1.02748-7.29603 X 107° X
+6.18492x 10710 X*>-5.164 79 X 1074 X3
A Yes Y=1.028 46-8.50283 X 107° X
+9.16036 X 10710 X2-6.97525 X 1074 X?
B No Y=1.02406-5.22930X 107 X
+2.544 96 X 10710 X2-3.286 36 X 10714 X3
B Yes Y=1.02537-6.747 68 X 107° X

+6.258 03X 10710 X2-5.551 82 1074 X*
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FIG. 70. (Color) IR spectrometer photon transfer data in the unbinned (top)
and binned (bottom) modes.

tributed across each image. The areas were selected to avoid
any obvious hot pixels. They were positioned to avoid cross-
ing the boundaries of the antisaturation filter rows.

No obvious differences in the photon transfer data points
are seen as a function of frame, subarea, illumination source,
SIM bench temperature, or mode (within the binned and un-
binned categories) over the few days of each calibration data
set and between calibrations spanning from TV1 through the
end of the mission (except for TV4 as discussed below).
Figure 70 shows the photon transfer data for unbinned and
binned modes from TV1 and TV2.

The TV4 photon transfer data revealed an obvious
change in the Quad B results compared to its performance in
TV1 and TV2. This change was subsequently traced to a
failed diode in the Quad B signal chain, which was replaced
prior to launch. Unfortunately no recalibration of the IR
spectrometer was possible after this repair until the in-flight
calibrations.

Photon transfer analysis of the in-flight IR spectrometer
showed no measurable change in system gain, read noise, or
full well from those measured prelaunch. For the unbinned
mode, the measured gain was 16 electrons/DN. The mea-
sured random noise level begins to fall below the shot-noise
fit above about 8000 DN (128 000 electrons) indicating that
this is the conservative full-well limit of the detector, since
some pixels are beginning to saturate beyond this point caus-
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ing the random noise level to be less than it should be. The
majority of pixels saturate at signals above about 11 000 DN
(176 000 electrons); this can be taken as a less conservative
definition of full well. At the coldest SIM bench temperature
achieved in our calibrations (~123 K) with the shortest
available unbinned integration time (1.4 s), we were not able
to obtain signal levels below ~100 DN, so our measure-
ment of the read noise floor is somewhat uncertain. We esti-
mate a read noise level in the unbinned modes of ~2 DN (32
electrons). Knowing the read noise level for the IR spectrom-
eter is not very important, however, because in flight we
were never able to achieve signal levels less than 400 DN;
we were always operating in the shot-noise dominated
regime.

For the binned modes, the random noise measured in
output signals from the 2 X2 pixel averaged bins is a factor
of 2 less than would have been measured in unbinned data at
the same output DN signal level. Thus, the measured binned-
mode gain is four times that in the unbinned modes [because
at a given signal level, gain 1is proportional to
(random noise)~2]. The measured gain in binned modes is 64
electrons/DN, consistent with the value measured for the un-
binned modes. The number of electrons here is the total
number in the 4 pixels that were averaged to yield the output
DN. Applying the unbinned gain factors to binned DN data
will give the average number of electrons in each corre-
sponding unbinned pixel. A conservative full well limit of
~8000 DN and a less conservative value of 12 000 DN are
again measured. The read noise floor is ~1 DN (equivalent
to ~32 electrons of noise when initially encoding each pixel
value prior to binning, which is again consistent with the
value determined from the unbinned photon transfer data).
This level of read noise is insgnificant at typical signal
levels.

3. Zero-exposure level

a. IR background: Introduction. The analysis of the
HRI-IR spectrometer background level focused in two areas:
the level as a function of temperature and the level as a
function of time. The vast majority of the signal comes from
the background “glow” of the instrument (e.g., the surround-
ing structure and the optics), while a minor component
comes from the thermal dark current of the FPA itself. In
both cases, the signal is temperature dependent, with higher
temperatures producing a higher signal. The background is
also time dependent, because signal is constantly integrating
on the FPA, and is only cleared during a reset or readout of
the image. Unfortunately, the reset/readout process does not
entirely clear the accumulated signal, so the background
level in one frame is weakly dependent on the time that has
elapsed between the start of the readout of the previous
frame and the start of the readout of the current frame, as
well as on the signal level that was present in the previous
frame. Other time dependencies are also present and will be
discussed more fully below.

The majority of the background analysis was done using
data from the ground-based TV tests, because they were de-
signed to cover a wide range of different temperatures and
exposure times. Additional work was done using the in-flight
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data as well, but even though these tests covered a range of
temperatures, they were severely limited in coverage of tem-
poral phenomena. While working to understand the data, a
number of problems were discovered relating to the behavior
of the background signal. Although much work was done in
an attempt to resolve these issues, the available calibration
data were inadequate to fully characterize some of them.
(Most of the problems were discovered during the analysis of
the ground-based TV test data, and the in-flight tests were
too limited in quantity and scope to provide enough informa-
tion to resolve them.) In the discussion below, these issues
are addressed, along with the impact that they have on the
data. For some of the circumstances, particular solutions
were devised to minimize the problems, and in these cases,
the reduction procedures are described.

Experiments showed that the relative background level
across the chip is very stable, at least near the nominal op-
erating conditions. Although there are more- and less-
sensitive regions across the array, the signal increases pro-
portionally (up to the saturation point), and a subframe
region can be used to represent the background level changes
in the analyses. For the full-frame, unbinned mode (mode 4),
the region defined by rows 191-319 (inside the antisaturation
filter) and columns 192-320 (wavelengths from
1.2 to 1.37 wm) was chosen to provide the representative
measure of the background, and it was assumed that region
would reflect changes across the entire FOV. (Note: a row
contains one full spectrum and a column contains spatially
adjacent pixels within the slit at a single wavelength.) This
region was selected because it has a good signal with little
gradient, and the same pixels can be used in all modes
(though they are binned in the other modes). A resistant
mean algorithm was applied to the columns to remove any
pixels that differ by more than 30, and then the average of
the remaining pixels was used to provide a single value that
would represent the background level for the frame.

Typically, the HRI-IR observations consist of sequences
of frames, all with the same observing parameters. Because
the temperature does not change significantly during a se-
quence, the background level from one frame per sequence
was sufficient for use in the analysis of temperature depen-
dence. However, because the reset command does not fully
clear the integrated signal, the first frame of a sequence has a
measurably higher background level than those of subse-
quent frames (this is one of the problems discovered in the
testing and will be discussed more fully below), so a later
frame is more representative of the background level for the
sequence as a whole. In order to remain consistent, the
eighth frame in each sequence was typically used in the tem-
perature analyses of ground-based data discussed here.

b. IR background: Temperature dependence. Most of the
work involving temperature dependence was done using un-
binned, full-frame mode (mode 4) data, because these in-
clude the entire array and comprise the most extensive set of
measurements available in the ground-based tests. Although
fewer measurements are available for the other modes, they
appear to follow the same dependencies. Ultimately, a com-
bination of ground-based and inflight data was used to derive
the final temperature results, and data from modes 1-4 were
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combined to compute a single set of coefficients in the equa-
tions for temperature dependence.

The background signal was known to be dominated by
the glow of the optics and surrounding structure in the in-
strument, with a secondary contribution from the dark cur-
rent of the FPA. To determine the temperature dependence of
the instrument glow, the averaged value from temperature
sensors on the two prisms in the light path was used to rep-
resent the temperature of the SIM bench. Another sensor
recorded the temperature of the FPA.

To determine the background signal’s dependence on
these temperatures, data from the second and fourth TV tests
(TV2 and TV4) were used. The primary results come from
the TV2 measurements, where background levels were ob-
tained with nominal prism temperatures of 130, 136, and
142 K, and the corresponding FPA temperatures were 83, 85,
and 88 K. In TV4, all of the data were obtained at only a
single operating temperature. The prism temperature was
~139 K, and although this was in the same range as in TV2,
the FPA at 107 K was significantly warmer than in TV2 and
in flight. As will be discussed below, this fortuitously turned
out to be useful in extracting the background contribution
from the FPA dark current. All relevant data obtained when
the instrument was at its operating temperature were incor-
porated in the analysis.

Because the wavelengths observed by the FPA are at the
short-wavelength end of the blackbody function for the SIM
bench operating temperature, the Rayleigh—Jeans approxima-
tion can be used to represent the background from both the
instrument glow and the dark current. Thus, the temperature
dependence of the background is expected to follow the
Arrhenius functions for the two components:

By = ¢+ ag exp(ay/ Tprigm) + b exp(by/Tepa) .-

This relation was assumed throughout the analysis and there
was no indication that the dependencies did not behave in
this manner.

From the analysis of the TV2 results, it was found that,
near the nominal operating temperatures, the contribution
from the instrument glow completely dominates the back-
ground signal. By themselves, the TV2 data can be well fit
using only the Arrhenius function relating to the prism tem-
perature. This indicated that the FPA dark current provided
only a relatively small contribution (<100 DN for nominal
operating temperatures), which could not be constrained by
the TV2 data.

Fortunately, TV4 provided good measurements of the
dark current signal. At 139 K, the prism temperature was
within the range covered during TV2, so the contribution
from the instrument glow could be constrained. In addition,
the FPA temperature was high enough that the dark current
contribution was comparable to that from the instrument
glow. So, using both the TV2 data and the TV4 data, it was
possible to solve for all of the parameters to produce a fit to
the observations. For mode 4 at its minimum integration
time, the data were fit by the function

By =—14.7+1.203 X 10" exp(— 2764.8/T i)
+1.89 X 10" exp(— 2002.0/Tgp,) -
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FIG. 71. IR spectrometer background level as a function of prism tempera-
ture for mode 4 ground-based data at zero integration delay. (a) Background
as a function of the prism temperature. Symbols indicate the measured val-
ues of the total background signal, while the line indicates the computed
values for the best fitting contribution from the instrument glow. (b) Re-
sidual background as a function of the FPA temperature (Ref. 3, used with
permission). The symbols indicate the residual signal after the computed
contribution from the instrument glow has been removed. The line shows
the best fit for the dark current contribution.

Figure 71(a) shows the measured background level as a
function of prism temperature, with the solid line denoting
the component computed for the instrument glow. The ex-
cess signal level above this curve is that from the FPA dark
current. The small excesses at 130, 136, and 142 K reflect
the small contribution of the FPA near its nominal operating
temperature, while at the 139 K measurement, the excess is
much higher due to the warmer detector in the TV4 measure-
ments. Figure 71(b) shows the excess background compo-
nent after the computed instrument-glow contribution was
removed, with a curve to show the computed contribution
from a best fit to the Arrhenius relation for the FPA. It is
clear that when the FPA is near its nominal temperature
around 84 K, the dark current signal is almost negligible
compared to the instrument glow.

Additional measurements were obtained during the
cruise phase of the mission, as the prism temperature
dropped from 146 to 137 K. These data were used to derive
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FIG. 72. IR spectrometer background rate as a function of the prism tem-
perature for the in-flight data. Symbols indicate the measured values of the
total signal, while the line indicates the computed values for the best fitting
modeled contribution from the instrument glow.

the final prism temperature coefficients. The FPA tempera-
ture remained nearly constant during these observations, so
an-inflight solution for the FPA temperature dependence was
not possible. Thus the dependence found in the ground-based
tests was adopted for the FPA contribution, with the under-
standing that, at the given temperatures, its contribution was
nearly negligible, and so any error should be entirely
negligible.

In order to incorporate the measurements from different
modes, the images were first corrected for nonlinear response
and then scaled by their exposure time, to convert them to
linearized DN per millisecond. In this format, the back-
ground rate is consistent from one mode to another, allowing
measurements in different modes and with different integra-
tion times to be combined into a data set from which a single
set of coefficients can be derived. When the in-flight data
from all modes are used, the best fit to the data produces the
function

B/t =0.0583 +3.006 X 10'° exp(— 3384.4/T ;1)
+6.563 X 107 exp(— 2002.0/Tgpa),

which represents the final parameters for scaling the back-
ground level to account for the effects of temperature. The
prism temperature dependence for the linearized in-flight
data is shown in Fig. 72, and the residuals, after the com-
puted contributions for both the instrument glow and FPA
dark current have been removed, are shown in Fig. 73.

The plot of the residuals in Fig. 73 reveals another no-
table item in the background analysis. Although the amount
of scatter within each of the temperature groups is fairly
constant at around 3% (30), there are small systematic shifts
between the groups (points at 137 K are systematically low,
those at 138 K are systematically high, etc.). This suggests
that the FPA dark current and the instrument glow are not the
only contributors to the background level. Because the
groups were obtained at different times and under different
spacecraft orientations, it is possible, if not likely, that some
other component of the instrument is changing, and causing

Rev. Sci. Instrum. 79, 091301 (2008)

T R S i B B [T s T S S S B i RS
Byot/t = 0.0583 + 3.006x10'° * exp(-3384.4/Tyism) E
0.04F + 6.563x107 * exp(-2002.0/Tgpa) ]
B <& =
.§ 0.02 %
he] ]
i s 8
g 0.00 @ % -
_g & 2 g y
"!; -0.02 % 8 % i
R ,Q &
2 Mode 1 (BINFF) )
1 Mode 2 (BINSF1) -
0.04 Mode 3 (BINSF2)
Mode 4 (UBFF) g
-0.06 1 i 1 1 1 1 1

136 138 140 142 144 146 148
Average Prism Temperature (K)

FIG. 73. (Color) Fractional residuals in the background level of inflight IR
spectrometer data after the computed FPA dark current and instrument-glow
contributions are removed. Residuals for different modes are shown in dif-
ferent colors.

the slight offsets. Fourteen different temperature sensors are
located on components of the HRI instrument to record in-
formation about the environment, and an analysis was done
to determine if any of them might be associated with the
unknown contributor. Unfortunately, none showed any con-
sistent correlation to the background residuals, suggesting
that any additional background component comes from a
source that did not have a sensor, and remains unidentified.

An examination was done of the amount of hysteresis in
the temperature dependence (i.e., background level depen-
dence on the past history of temperature). The variations in
TV2 were less than 10 DN, suggesting that any hysteresis
has an effect at a level of less than 1%, even for rapid tem-
perature variations. The in-flight temperatures remained very
stable (in the 2 weeks before encounter, the main tempera-
ture change was a gradual drop of about 2 K; around en-
counter it remained nearly constant), so any hysteresis in the
flight measurements is expected to be negligible.

c. IR background: Temporal dependence. The IR back-
ground exhibits two types of temporal dependence. The first
is the behavior of the background level as a function of the
location where the frame falls in a sequence of images (read-
out slot), and the second is the behavior of the background as
a function of the time since the chip was previously read out
(the inter-sequence gap). Some amount of interconnection
exists between the two. A sequence is defined here as a series
of images, all with the same observing parameters, that are
obtained in rapid succession using a single command with a
fixed, mode-dependent timing pattern between the images.
For some of the following analyses, it was necessary to nor-
malize the observations to remove the effects of temperature
changes that occurred during the testing sessions by comput-
ing the expected background level for the given temperature
and dividing by this value.

Figure 74 shows the background level in each frame of a
sequence of 32 images from TV2, plotted as a function of
time since the first frame was read out. It is clear that the first
frame in the sequence has a background level that is signifi-
cantly higher (in this case, about 4%) than the second frame,
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FIG. 74. Background level in a TV2 sequence of 32 IR spectrometer im-
ages. The level in the first frame of the sequence is much higher than those
in the following images, though subsequent frames continue to drop with
time throughout the sequence.

and subsequent frames continue to fall throughout the se-
quence, even after 32 images. The rate of change is more
extreme in the earlier images than in the later ones, where it
settles into a very shallow, linear decrease. This figure illus-
trates the first type of temporal dependence, where the back-
ground level in each frame is dependent on the readout slot
in the sequence. It should also be noted that, although this
“overshoot” is always present in the first frame of a se-
quence, the amount of overshoot is not constant, ranging
from 2% to 7% higher than in the rest of the images in the
sequence. Furthermore, in the example shown here, the sub-
sequent falloff is well behaved, dropping continuously with
time. There are other cases in which the falloff oscillates
throughout the subsequent frames, and others in which a
gradual increase has been seen. These will be discussed later.

Qualitatively, the overshoot of the first frame can be ex-
plained by the basic operation of the detector. Because there
is no cold shutter, the signal from both the dark current and
the instrument glow continuously integrate, increasing the
background level until it is reset or it reaches the saturation
point. To eliminate this buildup prior to an exposure, a “re-
set” command clears the chip by reading it out. Unfortu-
nately, not all of the charge that has accumulated is removed
when the reset command is executed, so the background
level comes from the signal that has built up since the reset
combined with the leftover signal that was not cleared by the
reset command. Subsequent readouts occur rapidly enough
that the residual signal does not have time to build up to a
significant level. Additional analysis of the first frame prob-
lem in TV2 data revealed that the overshoot level was also
dependent on the amount of time that had passed since the
previous readout of the chip (the intersequence gap) and on
the mode that was used in the previous observation (i.e.,
changing modes has an effect on the overshoot level).

A series of tests was done during TV4 to further inves-
tigate these issues and attempt to quantify them. However,
the data that would be needed to explore all of the different
background issues would have required many sequences to
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FIG. 75. Normalized IR spectrometer background level as a function of the
intersequence gap for the first image in a sequence in mode 1. (a) The full
range of observations showing a constant overshoot level (dashed line) for
longer gaps. (b) Blowup of the first 33 s, showing the linear rise with in-
tersequence gap time. The diamonds are measurements obtained for mode
change from 2 to 1, and the squares are for no mode change (1-1). Linear fits
to the rising portion in each of the two cases, indicated by the dashed lines,
have the same slope but are offset in time.

be run for a variety of intersequence gaps, modes, and mode
changes. Unfortunately, there was only a limited time avail-
able for all of the calibration measurements needed from
TV4, and only a subset of the background tests could be
obtained. Unlike the TV2 observations, which primarily fo-
cused on the full-frame unbinned mode (mode 4), the TV4
tests focused on the full-frame, binned mode (mode 1) with a
secondary emphasis on the binned, subframe modes (modes
2 and 3) because these were the modes that would primarily
be used during the encounter sequences.

Using the TV4 observations, it was confirmed that the
overshoot level was strongly dependent on the intersequence
gap. For small gaps (<15 s for mode 1) the overshoot level
showed a linear increase with the gap time, while for longer
times, it flattened out at a constant level (see Fig. 75). This
behavior is the result of the constant accumulation of back-
ground charge and then the partial clearing when the reset
command is executed. The linear sloped segment represents
the residual for times when the signal is increasing after a
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FIG. 76. Falloff in the IR spectrometer background level after the first frame
in mode 1. The dotted lines and diamonds show the falloff of the back-
ground when the first-frame overshoot reached the plateau, while the solid
lines and squares depict the sequences in which the first frame did not reach
the plateau level.

recent readout. After about 15 s, however, the accumulating
background signal saturates and no more charge is collected.
When a reset is sent after this saturation, the uncleared re-
siduals have a constant value, producing the plateau in the
overshoot value that is observed in Fig. 75 for any time
longer than 15 s.

Figure 75 also shows that the overshoot level is depen-
dent on mode changes that occur before the start of the se-
quence. Measurements in which the mode changed from 2 to
1 before the sequence show a higher overshoot for a given
intersequence gap time than those in which the mode did not
change. However, the rising slopes and the plateau levels are
the same for both cases, indicating that the background level
accumulates at a constant rate and saturates at the same
point, regardless of the previous readout mode. The offset in
the rising portions may be due to timing differences between
the two modes (e.g., mode 2 is a subframe of mode 1, and
takes less time to read out, introducing an offset in the time
when a pixel starts integrating), though there are not enough
data to evaluate this conjecture. The data for modes 2 and 3,
though more limited, seem to show the same general behav-
ior as for mode 1, with a linear increase up to a flat plateau.
The rise times for each mode are different, and a limited
number of mode change observations means that the offsets
for each case cannot be accurately determined or compared
to those from mode 1. The plateau levels are also different
for each mode (~1.05 for mode 1, ~1.08 for mode 2, and
~1.10 for mode 3), though within each mode they are the
same, regardless of the mode of the previous readout.

While the typical behavior of the background level in a
mode 1 sequence is exemplified in Fig. 74, there are cases
that do not follow this pattern. Figure 76 shows a plot of
multiple sequences, with the vertical axis denoting the dif-
ference in the background between two consecutive frames.
In general, these sequences exhibit the sharp drop from the
first to the second frame, and then a gradual monotonic drop
through the rest of the images. (Note, however, that even
these typical cases show exceptions where the dotted lines
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jump upward.) Sequences in which the background never
reached the plateau show a distinctly different behavior, as
shown by the solid lines. The sharp initial drop is still
present, but rather than a monotonic decrease with subse-
quent frames, the following frames tend to oscillate around
zero. This indicates a fundamental difference in the behavior
of the background level for frames that have reached the
saturation point and those that have not. To complicate mat-
ters even further, the subframe modes (2 and 3) do not even
exhibit the relatively well-behaved monotonic falloff when
the first frame plateau is reached, and there is no consistent
pattern with time for the behavior in these modes. This dif-
ference in the subframe modes is likely caused by the por-
tions of the chip that are not reset or read out. Because these
regions are never cleared, they remain saturated throughout
the sequence, and it is believed that electronic interference
from the unread regions is affecting the background levels in
the pixels that are read out.

Because the first-frame overshoot effect is not predict-
able enough to model accurately, it was decided that correc-
tions for it would not be automatically applied in the calibra-
tion pipeline. Possible manual adjustments in the background
level of an initial frame are discussed in Sec. VIC 3 d.

d. IR background: Removal procedures. The ultimate
goal in the background analysis was to understand how to
remove it from individual images. As was stated earlier, as
long as the dark current contribution remains negligibly
small, the background increases proportionally across the
field of view, so a master background frame can be created
and scaled up or down to match the level in the image of
interest. Tests showed that under normal circumstances, sub-
tracting this scaled background from an image worked well
for removing the background, if the amount of scaling could
be accurately determined. To this end, a master background
frame was created for each mode, using 32 background
frames from the in-flight calibration data. In each case, the
32 frames were averaged together using a resistant mean
routine to remove points that varied by more than 30. The
master frames were normalized to remove the dependencies
on SIM bench temperature and exposure time.

Initially, the master frame was simply scaled automati-
cally using the relevant exposure time and temperatures to
create a background subtraction frame for each observation.
Because of the uncertainties in the time and temperature de-
pendences, this solution was known to be good to only a few
percent. Early results using this technique to reduce the data
at encounter indicated that it produced poor results in the
observations of interest. Even in observations that produced
a high signal, the resulting spectra are very sensitive to the
background subtraction, and in images with low SNR, an
accurate background removal is critical for interpretation of
the data. It became clear very early that background uncer-
tainties of a few percent were much too large to be useful for
the data analysis that was being done (e.g., a 2% error in a
2000 DN background level would have a severe effect on
“good” signals of 50-100 DN, and would completely over-
whelm low SNR measurements that register only 5—10 DN).
Figure 77 shows an example of the sensitivity to background
removal errors, with the comet’s continuum showing dra-
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FIG. 77. Example comet spectrum showing the effects of improper IR spec-
trometer background removal. The heavy line shows the result for the “op-
timum” background level found as described in the text. The upper thin line
shows the result for a 15% decrease in the background level, and the lower
thin line shows the result for a 5% increase. Around 3 um the effect is
~25%, while at the shortest wavelengths, it overwhelms the signal.

matic differences as a result of 5%—15% changes in the level
of background removal. Because of the accuracy that was
needed, it was determined that generating a representative
background frame strictly from recorded temperatures and
integration times would not be possible. Instead, a new strat-
egy was needed that incorporated information from the im-
ages themselves to help constrain the background level. This
need introduced a new level of involvement, where manual
input is required to produce the best result.

Examination of the cometary data showed that at wave-
lengths near 1 wum the scene-induced signal is usually weak,
even when a strong signal is present at other wavelengths.
This factor, combined with the fact that most of the cometary
sequences used spatial scans that have at least one frame that
is situated far from the nucleus, means that each sequence
contains a region that is essentially just background, with no
comet signal. Since the entire frame scales proportionally,
this region can be used to scale the master background frame
to represent the whole image. Furthermore, since all images
in a sequence are typically obtained within a few-minute
time span, it can be assumed that the conditions remain con-
stant throughout, and thus, to first order, the background
scaling of the one frame represents that for all the frames in
the sequence. Using this information, a routine was devel-
oped to scan through all of the frames in a sequence, extract-
ing either a default sampling of pixels or a sampling that can
be designated manually, looking for the frame with the low-
est count level and outputting information that can be used to
determine whether or not it is actually at the background
level. If a region is found to be purely background signal,
then the scaling factor between it and the corresponding re-
gion in the master background frame is used to compute an
appropriate background frame for the entire sequence.

It may be possible to apply a second-order correction for
the monotonic falloff (or sometimes the increase) as a func-
tion of time since the beginning of each sequence. Many of
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the sequences have clean background regions at both the
start and end of the sequence, and these frames can be used
to determine the changing background rates throughout the
sequence. This refinement provides an even more accurate
measure of the background level.

Although this strategy works for the majority of the
cometary images, there are still a few problem cases. Not all
of the sequences contain a ‘“clean” background region.
Around the time of the encounter with Tempel 1, the coma
was bright enough that it produced a significant signal at all
wavelengths throughout the scan, leaving no region that can
be used for scaling. Fortunately, around the time of encoun-
ter, the temperatures remained constant, suggesting that the
background would remain unchanged as well. For mode 1,
which was used most often, the observations from before and
after encounter support this idea, because sequences where
the temperature is constant and clean background regions are
available have scaling factors that remain nearly constant.
Thus, the frames throughout this period can all use the same
background scaling factors. There are fewer data available to
fully assess the behavior for modes 2 and 3, but they do not
appear to maintain a constant scaling factor. This may again
be a result of not reading out the entire detector. For these
modes, other information must be used to adjust the back-
ground level that is removed. This information can include
the results obtained from mode 1, where the background lev-
els are better determined.

Finally, there are two major issues for which there is no
simple background removal technique. The first of these is
the problem of the overshoot in the first frame. Because the
magnitude of the overshoot is dependent on many factors
and is difficult to model, there is no systematic way to com-
pute what the level should be, so the images themselves must
be used. If there is a clean background region in the frame,
this can be used to scale the master frame as was done for the
other images. If the frame has coma signal throughout, then
other information must be utilized to determine the dark
level. This is straightforward for the first frame of a se-
quence, where subsequent images can provide the necessary
information. More problematic, however, are single frame
images that are not part of a sequence. These still have the
first-frame overshoot, but no subsequent images that can be
used to indicate what the final result should look like. In
these cases, neighboring scans should be used to constrain
the background as well as possible, though it is likely that
the uncertainties on these frames will be higher than for oth-
ers. The residual error in the background level determination
for such frames is estimated to be in the 1%—7% range de-
pending on how similar the neighboring scans are to the one
being calibrated; ~2% would be typical.

The second issue that presents major challenges to the
background removal involves some of the sequences of the
nucleus, during which a high signal (potentially near the
saturation point) was observed. The temporal dependence of
the next sequence will then have multiple components: pix-
els that were near saturation in the previous sequence, which
are more likely to exhibit a higher overshoot and monotonic
falloff, and the coma pixels with low signal, that will have a
lower overshoot and an oscillating falloff. The net result of
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this difference is to create structure in the background that is
not present when the master background frame is scaled to
match the image. Although the analyses have detected evi-
dence that this scenario may be present, the extent of the
problem is not currently known, and no procedures have
been developed to deal with it. It is likely that a manual,
user-intensive analysis, using a combination of the previous
frame and the master background image, will need to be
done on a case-to-case basis to produce a correction for this
effect. The residual uncertainty in the background level de-
termination in these cases is estimated to range from 0% to
7% and might vary across the frame depending on how much
saturation occurred in the previous frame.

When the HRI-IR data are archived with the PDS,24 dif-
ferent volumes will include updated procedures that reflect
the state of the reductions up to that point. The first volume,
frozen on 24 December 2005, incorporates the pipeline pro-
cessing for most of the data, with background scaling com-
ing strictly from the FPA and prism temperatures. The excep-
tion to this is the sequences around impact (9 000 024-
9010 003), where the manual scaling has been applied to
improve the background removal. In future volumes, all se-
quences will include the manually determined scaling fac-
tors, as well as a correction for the monotonic falloff in se-
quences where it can be determined.

4. Wavelength map

The registration of spectra on the detector of the IR spec-
trometer was extensively characterized through ground tests
and then verified in flight.

The first spectral registration data set was obtained dur-
ing TV1, during which spectra of argon and krypton spectral
lamps were taken at spectrometer temperatures of 135, 128,
and 141 K bracketing the nominal operating temperature.
This data set confirmed the dispersion of the spectra as a
function of temperature as calculated from the Code V de-
sign model and indicated a departure from the desired align-
ment by +33 physical detector pixels in the spectral direction
and -5 physical detector pixels in the spatial direction. In all
cases, departures from desired alignment are measured posi-
tive in the direction of increasing row or column number of
the image and negative in the direction of decreasing row or
column number in the image. To improve the registration of
the desired spectra on the detector, slight adjustments were
made in the focal plane position after TV1.

The second spectral registration data set was obtained
during TV2, during which spectra of argon and krypton spec-
tral lamps were again taken, as well as spectra of methane
(CH,) and carbon monoxide (CO) absorption cells. These
tests confirmed that the spectral registration adjustments that
had been carried out between the two TV tests had been
successful. The measurements of spectral registration
showed that the registration was only +1 physical detector
pixel from the desired location in the spectral direction and
+2 physical pixels from the desired location in the spatial
direction.

The third spectral registration data set was obtained dur-
ing TV4, during which spectra of argon and krypton spectral
lamps were once again taken, as well as spectra of methane
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FIG. 78. Wavelength vs unbinned column number for the IR spectrometer
for a bench temperature of 140 K.

and carbon monoxide absorption cells. These tests showed
that the spectral registration had been slightly altered by one
or more of thermal cycles, vibration tests, and/or the removal
and reinstallation of the IR detector assembly to add stray
light baffles near the detector. As a result, the spectral regis-
tration was measured to be +5 physical pixels from the de-
sired location in the spectral direction, and +3 physical pixels
from the desired location in the spatial direction. However,
this amount of nonoptimal registration was within acceptable
limits, so no effort was made to improve the alignment of the
system before launch.

The best data set obtained prelaunch was the one ob-
tained during TV4. That data set had the best SNR in the
spectral lines and included many spectral lines that covered
the entire long-slit spatial range of the detector. As a result, it
was possible to construct a detailed temperature-dependent
model of the spectrometer spectral dispersion and geometry
and thus to provide detailed wavelength and dispersion maps
for every pixel of the detector for any given temperature.
That model was checked against the TV2 data set to confirm
that it also reproduced those results when the appropriate
spectral and spatial displacements were included. Figure 78
shows the wavelength imaged on each column for the central
row of the IR detector array for a bench temperature of
140 K. A given wavelength shifts toward the right (higher
column number) with decreasing bench temperature by an
amount of about 0.7 pixels/K. The variation in column loca-
tion of a given wavelength for rows away from the center,
the spectral “smile,” is defined by the following equation:

Acolumn = 102.298 — 102.298sqrt{1.0 + [ (row
—261.688)/740.984]%},

where the row numbers start with O at the bottom of the
frame and increase upward, and a negative change in column
means a shift toward the left (lower column number). The
model is integrated into the calibration pipeline to provide
pixel-by-pixel spectral registration and spectral dispersion
information for every spectral image.

After launch, the spectral registration was confirmed to
be unchanged from that determined during TV4 by observa-
tions of planetary nebula NGC 7027. The observed lines
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TABLE XVI. Width of spectral lines observed in the IR spectrometer.

Pixel location Wavelength (um) FWHM (pixels) Source
33 1.067 2.11 Argon
264 1.296 1.93 Argon
469 1.694 1.81 Argon
625 2.313 1.87 Argon
782 3.32 2.65% CH,
987 4.66 4.8° CcO

*Note that the sharpest features in the CH, and CO bands are sufficiently
wide that these are upper limits of the resolution of the spectrometer at these
longer wavelengths and not measurements of the true resolution of the spec-
trometer.

from the planetary nebula were compared to published IR
line lists for this nebula [ISO SWS line list for NGC
702725’26] and found to be indistinguishable from the pre-
dicted positions, that is, nominally 0.52 = 0.5 physical detec-
tor pixels away from predicted, using the same spectral reg-
istration offsets from optimal that had been determined
during TV4.

5. Spectral resolution

The IR spectrometer of the DI mission was designed to
measure and characterize spectra of extended sources such as
the coma of a comet, or the resolved surface of the nucleus
of a comet, or the debris from an impact event. The calibra-
tion of the spectral resolution of the instrument on the
ground was therefore also done with extended sources, in-
cluding a low-pressure argon lamp and CH, and CO absorp-
tion cells, which were arranged to fill as uniformly as pos-
sible as much of the slit as possible, both in width and in
length. Even the relatively low dispersion of 350-700 gener-
ally resolves the molecular bands and surface absorptions we
wish to characterize, so simply showing that the effective
spectrometer resolution for resolved sources matches the de-
sign resolution is adequate for our purposes. As shown in the
IR spectrometer spatial resolution section VI B, even when
we look at point sources such as calibration stars in flight, we
see a soft focus image that is comparable in size to the slit
width, due to the defocus of the high resolution telescope, so
we cannot characterize the spectrometer spectral resolution
in response to true point sources. We report only the effective
spectral resolution of the spectrometer to spatially extended
sources, and show that it meets the design specification.

The detailed analysis of the IR spectrometer spectral res-
olution used four selected, unblended, isolated argon spectral
lines fairly evenly spaced across the lower-wavelength two-
thirds of the detector, from spectral images taken during
TV4, supplemented by the longer-wavelength CH, and CO
absorption bands imaged during TV2 and TV4, for charac-
terization of the long-wavelength end of the detector. The
emission lines were fit with a Gaussian together with a qua-
dratic polynomial for the background, and this same method
was adapted for use with sharp features in the CH, and CO
absorption bands. Using this method the FWHM spectral res-
olution of the spectrometer was found to be approximately 2
physical pixels over the entire detector, with minimal varia-
tion (Table XVI), indicating excellent internal reimaging of
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the entrance slit of the spectrometer onto the detector. The
uncertainties in these FWHM values range from ~0.1 pixel
for the argon lines to ~0.3 pixels for the CH, line and
~1 pixel for the CO line. Thus the spectral resolution of the
spectrometer is indeed as designed: two physical pixels (one
binned pixel) over the entire detector.

6. Absolute spectral sensitivity

The purpose of calibrating the radiometric response of
the IR spectrometer is to enable us to accurately convert
output instrument DN values to the spectral radiance of the
scene imaged onto the detector at each pixel location. Analo-
gous to the case of the CCD cameras, the pertinent equation
for a single pixel in a given instrument operating mode at a
given bench temperature assuming a linear instrument re-

sponse function is
DN = thaS)\T)\F}\N)\P)\A)\ + DNo(t),

where the notation is the same as for the CCD case except
that no integral over wavelength is taken since the wave-
length interval on each pixel is very narrow, and F) is the
spectral transmission of the antisaturation filter for the cen-
tral third of the slit (1.0 elsewhere), AN is the wavelength
interval imaged on a pixel (um), and DNy(¢) is the zero-
exposure DN output for the given integration time for the
same SIM bench temperature and detector temperature as
those when the data were taken.

Since we know that the IR spectrometer response func-
tion is not linear, we must first adjust for the nonlinearity in
the instrument response before we apply this function; our
derivation of the IR absolute spectral sensitivity constants
assumes that the required linearity correction has been ap-
plied to all data as a first step. The values of N\ and AN are
known at every pixel using the wavelength maps described
in Sec. VIC 4.

While an initial derivation of the IR spectrometer abso-
lute sensitivity (i.e., 1/[gQaS,\T\FyP\A\]) was done using
ground-based radiance sources during TV calibrations, the
most accurate determinations were done with in-flight cali-
brations using photometric standard stars. The stars used for
this purpose are listed in Table VI; however, the measured
SNR was high enough to be useful only for Vega, Sirius, and
B Hyi. Absolute radiometric response calibrations were car-
ried out four times in flight—in April, May, June, and July
2005. Note that when deriving the spectral response calibra-
tion using point sources as opposed to spatially resolved
sources, the response equation is more usefully written as

[DN = DN(#) Joa1 = 18AS\T\F\I\ P\AN,

where [DN—DN(?)],or is the total dark-subtracted signal
from the star over all pixels, A is the area of the optics
entrance pupil (m?), and I, is the irradiance of the starlight at
the optics entrance pupil (W m=2 um™).

The objective of our in-flight stellar calibration is then to
determine the product gAS\,T)\F, for each pixel that causes
the above equation to be true for any star’s 7,. From that, we
can derive the absolute camera sensitivity factors required to
convert from dark-subtracted DN/ms to radiance or reflec-
tance for spatially resolved sources. S, 7\ F) is assumed to be
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the same across the entire IR detector array; any pixel-to-
pixel or quadrant-to-quadrant differences in response are cor-
rected by a separate flat-field correction as discussed in Sec.
VICT7hb.

The absolute spectral irradiances from 1 to 5 um of the
standard stars observed were obtained from a combination of
data and model spectra.lz’nm’29 Morel provided I, J, H K, L,
M, and N absolute photometry of most of our standards;
supplementary photometric measurements were obtained
from Gezari and the 2MASS and IRAS catalogs. Pickles’
stellar irradiance model spectra, which extend to 2.5 um at a
resolution of 0.5 nm, were chosen for the appropriate spec-
tral type and luminosity and then scaled to fit the photomet-
ric data points in their spectral range. Smooth curves were fit
to the photometric data points beyond 2.5 um for each star
to provide interpolations with higher spectral resolution.
These scaled irradiance spectra were then used as our abso-
lute references. Figure 79 shows the absolute irradiance
spectra adopted for three of our standard stars. The uncer-
tainties in our reference spectra are estimated to be <10%
for a given star at a given wavelength.

Calibration data of the standard stars were obtained by
smoothly scanning the IR spectrometer slit across the star
location at a rate that moved the slit by one slit width during
the time required to integrate each spectrum. Scanning was
required to ensure capture of all the light from the star given
the spectrometer’s PSF and the spacecraft pointing uncer-
tainty. To compute the total dark-subtracted signal from a
star over all pixels, the DN values for each column were
summed over all rows and over all frames in the scan that
contained star signal. The dark level to subtract from each
frame in the scan was determined by taking the median dark
level at each pixel of frames in the scan on either side of
those that contained star signal (excluding the first three
frames of a given scan due to the transient dark level drop-
off at the beginning of a series of frames) and linearly inter-
polating between them in time to find the applicable dark
level for each pixel in a given frame containing star signal.
The resulting total signal levels in each column for each star
scan are shown in Fig. 80.

Quite good repeatablility is observed between calibra-
tions for the same star—no systematic changes with time
were seen during the mission except for a possible hint of a
few percent loss in response after encounter. Shot noise and
CRs produce a fair amount of noise in the data of Fig. 80.

The in-flight response rates were used to derive radio-
metric calibration curves by dividing the stellar irradiances
by the observed response rates and multiplying by the correct
wavelength interval at each column. To create calibrations
that convert from response rate to scene radiance for a spa-
tially resolved scene (as opposed to the total signal from
stellar point sources), the curves were also divided by the
pixel solid angle. The appropriate wavelength map for the
row in which the star image was centered and for the appli-
cable bench temperature was determined using the previ-
ously described wavelength map equations (Sec. VIC 4).
Curves were derived for the binned mode (behind the anti-
saturation filter only due to SNR limitations) and the un-
binned mode (outside the antisaturation filter only).
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FIG. 79. Absolute spectral irradiance of selected photometric standard stars.
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FIG. 80. (Color) IR spectrometer total response during inflight star calibrations: (a) binned mode, behind antisaturation filter except for minicals; (b) binned
mode with expanded scale; (c) unbinned mode, all outside antisaturation filter; (d) unbinned with expanded scale.

Figure 81 shows the resulting calibration curves derived
for each in-flight calibration. The relatively high values at the
wavelength extremes reflect the loss of detector QE at these
wavelengths. The humps around 2.7 and 3.7 um in the curve
behind the antisaturation filter are due to drops in transmis-
sion of the filter at those wavelengths. Obvious noise spikes
were identified by their nonrepeatability in different calibra-
tions; these have been smoothed over. Sirius’ irradiance
value initially appeared systematically too low by ~20% be-
yond 2.7 pm; the literature irradiance was assumed to be in
error and was scaled down in this region to make it match
the results from other stars; the revised Sirius-based calibra-
tions are included in Fig. 81. Sirius provides the best SNR at
the longest wavelengths, so it is important to adjust its irra-
diance rather than to exclude it from the fits. Although we
anticipated mismatches between calibrations in areas where
the star signals exceeded the nominal IR detector saturation

level, we generally did not see such discrepancies. Total sig-
nal seems to be conserved until well beyond full well, per-
haps as far as ADC saturation at 16 383 DN. Only the most
severely saturated case, Sirius unbinned in April, showed a
slightly too-high calibration curve toward the center of the
range of saturated columns—data for Sirius in this range
(1.4-2.9 um) were eliminated from subsequent data reduc-
tion steps.

Since the measured calibrations are repeatable for all
stars throughout the mission, the different measurements be-
hind and outside of the antisaturation filter were averaged to
derive best-estimate curves with reduced random noise ef-
fects. These curves are shown in Fig. 82.

Using the ratio of the two curves of Fig. 82, the spectral
transmission of the antisaturation filter was determined using
in-flight data. Figure 83 shows the resulting curve. Also
plotted is the preflight measurement of the filter trans-
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mission scaled by a factor of 0.97, which fits the in-flight
determination very well and eliminates the random noise
effects.

To derive calibration curves that do not contain the high-
frequency random noise effects that remain even in the best
in-flight measurement, we took the approach of using the
well-defined, low-noise prelaunch component-level measure-
ments for the IR spectrometer (such as detector QE, tele-
scope transmission, etc.) and adjusting a calibration curve
derived from these component data to fit the in-flight mea-
surements by multiplying it by smooth scaling curves versus
wavelength. Unfortunately, we did not obtain a component-

level spectral transmission curve for the beamsplitter at the
applicable in-flight temperature and incidence angle. We
only obtained beamsplitter measurements at room tempera-
ture and the as-flown 45° incidence angle and at the flight
temperature but at 90° incidence. These measurements gave
us a general shape for the beamsplitter transmission curve,
which we included in the curve derived from component
data. They also showed the kind of ripples (amplitude and
frequency spacing) in spectral transmission that we can ex-
pect from the beamsplitter in flight and showed that the na-
ture of these ripples changes with both temperature and in-
cidence angle. Therefore, the exact phasing and details of
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these ripples in the flight environment were not known or
included in this initial model. We needed to estimate the
higher frequency ripples in the beamsplitter spectral trans-
mission curve using the inflight results. Figure 84 shows the
scaling required to fit the component-level curve to the in-
flight measurement plotted versus the frequency of the in-
coming light. The ripples observed at ~30/um~' and ~5%
amplitude, growing to ~20% near 1 um, are very similar in
character to those observed in the preflight beamsplitter
measurements.

We derived a smooth fit to the data in Fig. 84 that pre-
serves the 30/um™! ripples but filters out the higher fre-
quency noise spikes. The component-level-based calibration
curve was then multiplied by this smooth curve to determine
a final best-estimate in-flight calibration curve outside the
antisaturation filter. The curve behind the antisaturation filter

was then derived by dividing by the scaled prelaunch trans-
mission curve for the antisaturation filter. The resulting
curves and the residual ratio between them and the best in
flight measured curve are shown in Fig. 85.

The calibration curves shown in Fig. 85 provide the con-
version to units of spectral radiance for spatially resolved
scenes. To convert to an I/ F value, the radiance needs to be
multiplied by 7 and divided by the solar irradiance at the
proper range of the target from the Sun and the proper wave-
length for each pixel based on the wavelength maps de-
scribed in Sec. VIC 4

By virtue of eliminating star measurements with poor
SNR from the data reduction and scaling the spectral irradi-
ance of Sirius, the absolute IR spectrometer calibration is
determined only by 8 Hyi and Vega. The absolute accuracy
is estimated at ~10% due primarily to uncertainties in the
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stellar irradiance data. The residual noise in our fits is typi-
cally ~3% except below about 1.13 um, where the noise
grows to typically 10%. The occasional spikes of several tens
of percent below 1.13 um are unlikely to be real calibration
uncertainties; they are residual noise spikes in the star signal
measurements. The in-flight calibration applies over the
wavelength range of 1.0465-4.85 um (but only to
4.585 pm behind the antisaturation filter).

7. Individual pixel response

a. Bad-pixel maps. IR arrays inherently have more de-
fective and nonuniformly responsive pixels than CCD chips.
Therefore, these pixels must be identified so that the calibra-
tion pipeline can interpolate over the defective areas to meet
the scientific objectives. For our analysis, we looked for sev-
eral types of defective or bad pixels in the active area of the
array (reference rows and columns were excluded from the
analysis).

e Hot pixels that rapidly saturate or that are always satu-
rated. This group includes all pixels that have a response
rate that is at least five times greater than the mean re-
sponse rate of the column (spatial dimension) to which
they belong.

e Cold pixels that always have a low signal. This group in-
cludes all pixels that have a response rate that is at least
five times lower than the mean response rate of the column
to which they belong.

» Pixels with atypical or very erratic responses. This group
includes all pixels with

* a root-mean-square error in a linear fit to the linearized
response exceeding 2%,

40000 45000 50000

* a maximum residual in a linear fit to the linearized re-
sponse exceeding 15%,

e a maximum difference between the slope term of a lin-
ear fit to the linearized response of the pixel and the
mean slope of its column exceeding 200%, and

* A response that could not be linearly fit (only two or
fewer data points were unsaturated).

As an initial analysis, we used unbinned, full-frame,
mode 6 darks taken at increasing integration times during
ground calibrations (TV2 and TV4) for linearity analysis.
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FIG. 84. Residual ratio between the component-level IR spectrometer cali-
bration curve (excluding beamsplitter ripples) and inflight measured curve.
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TABLE XVII. Number of IR spectrometer bad pixels identified using un-
binned, full-frame dark data from ground calibrations (TV2 and TV4) and
inflight calibrations in 2005.

Optical
IR FPA bench No.
Calibration temperature temperature of % of
Set (K) (K) bad pixels bad pixels Mode

TV2 82.6 130 5036 0.98 6

TV2 85.1 136 4940 0.96 6

TV2 87.2 141 4259 0.83 6

TV4 106.3 139 37482 7.31 6

April 2005 84.97 139.52 5518 1.08 4(UBFF)
May 2005 84.28 137.80 5823 1.14 4(UBFF)
June 2005 84.07 137.05 5463 1.07 4(UBFF)
July 2005 84.37 136.93 5870 1.15 4(UBFF)

Fortunately, the optical bench in the spectrometer proved to
be a blackbody source that uniformly illuminated the array.
Therefore, we used these data to establish the selection cri-
teria provided above for identifying bad pixels.

We developed the following algorithm to identify bad
pixels in the ground calibration and in-flight dark data taken
at increasing exposure times.

¢ Make a median dark cube, with one median frame for each
integration time. For in-flight data, the first frame of each
integration set was excluded, when possible, from the me-
dian to avoid the known problem of the background level
overshoot in the first frame in a sequence as described in
Sec. VIC 3 c.

¢ For each median dark frame, linearize the raw DN values
by applying the polynomial correction function developed
during linearity analysis. The linearization polynomials
were somewhat different for the two ground-based calibra-
tions and the in-flight calibrations. The linearization poly-
nomials based on the April, May, and June science calibra-
tions were used to produce the bad-pixel maps for the
pipeline.

e For each median frame, exclude saturated responses from
the analysis (linearized DN >12 000).

e For each spatial column, perform a linear fit of its mean
response. For each pixel in the column, perform a linear fit
of its response. Repeat this step for all active columns in
the array. All linear fits attempt to minimize the Chi-square
statistic based on percentage errors. (Note: the TV data
were fit to y=a+xb. However, flight data were fit y=xb,
i.e., the y intercept is forced to 0, because in all except
mode 6 the IR signal should be 0 for an integration time of
0 ms by virtue of the read-reset subtraction that occurs.
This simple fit is more appropriate, and it flags about 20%—
25% more pixels as bad.)

 Select bad pixels using the criteria listed above.

* Make a bad-pixel map by setting bad pixels to a value of 1.
Set all other pixels in the active image area to a value of 0,
indicating good pixels. Set pixels in the reference rows and
columns to 1.

Table XVII provides the number and percentage of bad
pixels in the active image area using unbinned, full-frame
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FIG. 86. Bad-pixel map for IR spectrometer unbinned full-frame modes 4
and 6 based on data acquired during the June science calibration.

dark data from the ground calibrations (TV2, TV4) and the
in-flight science calibrations performed in April, May, June,
and July 2005. The table includes focal-plane and optical
bench temperatures for each calibration. The elevated focal
plane temperature of TV4 caused excessive noise and a large
increase in the number of pixel classified as bad. For April
and May data, only three unbinned full frames (UBFFs) were
taken at each integration time, and all three frames were
processed for a median dark. Since five UBFFs were taken at
each integration time in June and July, the first frame, which
has a higher signal, was excluded from the median dark.
Figure 86 presents an image of the bad-pixel locations.

During ground calibration, dark/linearity data were not
taken for the binned modes. After attempting to make bad-
pixel maps for binned modes using in-flight darks, we deter-
mined the results were not reliable. Therefore, we binned the
mode 4 bad-pixel frame to make maps for modes 1, 2, 3, and
5. If any pixel in the 2 X 2-bin area was bad, then the entire
binned pixel was flagged. For modes 2 and 3, the mode 1
map was cropped spatially to the appropriate size (512
X 128 or 512 X 64, respectively).

For the IR calibration pipeline, we elected to make a
separate bad-pixel map for each mode for each in-flight cali-
bration (see Table VI). The map from the April calibration is
applied from launch until the May calibration; the May map
from that calibration until the June calibration; the June map
from that calibration until £—8 days; and the July map from
E—-8 days to the end of the mission. Table XVIII provides
the number of bad pixels for each map used in the pipeline.

Once bad pixels have been identified, they are reclaimed
or recovered by linearly interpolating between adjacent non-
saturated, good pixels—one pixel above and below the bad
pixel(s). This interpolation is performed only in the spatial
dimension as most of the interesting science measurements
are performed on an extended object (the comet) where high
spectral resolution is important for identifying species. Fi-
nally, these pixels are flagged as interpolated so that the user
knows that their values are not true measurements (Sec.
VII B). Our bad-pixel reclamation program will be placed in
the DI PDS archive for use by other researchers.

b. Flat field. Each pixel in the IR detector array does not
produce the same output signal when the spectrometer views
a spatially and spectrally uniform scene. The corrections for
spectral response variations and bad pixels were discussed in
Secs. VIC 6 and VIC 7 a. The remaining pixel-to-pixel re-
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TABLE XVIIIL. IR spectrometer bad-pixel maps used in the pipeline.

Calibration No. of % of Effective date
set Mode bad pixels  bad pixels for pipeline
April 2005  BINFF, ALTFF 3995 3.13 2005-01-12
BINSF1 1907 3.04
BINSF2 866 2.85
UBFF, DIAG 5518 1.08
May 2005 BINFF, ALTFF 4115 3.23 2005-05-10
BINSF1 1969 3.14
BINSF2 898 2.96
UBFF, DIAG 5823 1.14
June 2005 BINFEALTFF 4117 3.23 2005-06-07
BINSF1 1984 3.16
BINSF2 901 297
UBFF, DIAG 5463 1.07
July 2005 BINFF,ALTFF 4178 3.28 2005-06-27
BINSF1 2006 3.20
BINSF2 920 3.03
UBFF, DIAG 5870 1.15

sponse variations can be attributed to spatially dependent
variations in the optical throughput of the spectrometer and
to pixel-to-pixel response differences within the detector. We
refer to these remaining pixel-to-pixel response variations as
the flat-field response.

Attempts to measure IR flat fields were first made during
the TV1, TV2, and TV4 test series. In TV1 and TV2, flat-
field illumination was obtained using several blackbody hot-
plate sources. The algorithm in Fig. 87 was used to create flat
fields from the data. Two problems were found in the result-
ing flat fields: incomplete illumination of the slit and low
SNR at the shorter wavelengths of the array, A <3 um, due
to the low maximum temperature achieved by the sources,
T<600 K. Preliminary tests with a tungsten lamp (W lamp)
using a small gold integrating sphere showed good signal
throughout the 1-5 um wavelength range, although prob-
lems with illuminating the entire slit persisted.

Further testing of the HRI-IR uncovered another prob-

| Form TV4 Flat Image - TV4 Dark Image Difference |

| Linearize Pixel Values |

| Median Average 16 Differences |

Save best
i Extract Spectra in 3 Regions
timate of
z;;?tna me O — (100 Row Median Average) _I

- | Tterate to obtain
Divide Out Spectra best estimate of

[ source spectrum

Remove Slit Function
Divide by Avg Fit(s) in Spatial Direction

Remove bad pixels
Replace with Column Fit

Flat Field Result

FIG. 87. Flow chart defining the algorithm for deriving the IR spectrometer
flat field from images of a spatially uniform source radiance.
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FIG. 88. (Color) Flat-field IR spectrometer images obtained during TV4
with the integrating sphere through the fused-silica window; brightnesses
are normalized to the mean value. From top to bottom on the left are modes
5,3, 2, and 1 flats, and on the right are modes 6 and 4. Wavelength varies
from 1 to 5 wm from left to right in each image. The residual vertical struc-
tures on the right side of each frame result from regions of minimal input
flux to the instrument due to atmospheric and fused-silica window absorp-
tions.

lem with the instrument that made the TV1-TV2 flat fields
problematic: a light leak, in which long-wavelength light en-
tered the side of the HgCdTe chip and bounced internally,
creating a series of “ghost bands” and an elevated back-
ground. Although this leak was blocked after TV2, it ren-
dered the TV1 and TV2 flat fields unusable for calibration
purposes.

After fixing the HRI-IR “ghost problem” by including a
blocking shield around the edges of the detector, a second
round of flat-field tests was devised for TV4. Conditions
were not optimal, however, because the system was cooled
only with liquid nitrogen (FPA temperature ~105 K). Fur-
thermore, the large fused-silica chamber window, while pass-
ing the optical and near-IR wavelengths from the large inte-
grating sphere radiance source used, blocked wavelengths
longer than 2.5 um, resulting in images for which only the
short wavelengths were usable. A secondary chamber port
was outfitted with a small, long-wavelength-transmitting
ZnSe window, and light from a W lamp was reflected off a
roughened gold scattering surface into the test chamber
through a series of flat mirrors. Due to the limited room in
the port, no focusing or light-shaping optics were included in
the test setup, other than a bracketing aperture to eliminate
straylight problems. This setup produced a high SNR for
wavelengths from 1.7 to 5 um, with a modest SNR down to
1 pm.

It was hoped that by combining the two sets of TV4
flats, a complete metaflat could be created. Good SNR im-
ages and flat fields with full illumination along the slit in the
spatial (short) direction were obtained from 1-2.5 um (cov-
ering approximately half the columns of the array) using the
integrating sphere (see Fig. 88). No obvious structure was
seen in the flat fields, other than atmospheric-absorption lines
and high-frequency pixel-to-pixel gain variations with an
rms variation of <5%. The W-lamp flats created by illumi-
nating the array through the small ZnSe side window gave
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FIG. 89. (Color) Flat-field IR spectrometer images obtained during TV4
with the W lamp through the ZnSe window; brightnesses are normalized to
the mean value. From top to bottom on the left are modes 5, 3, 2, and 1 flats,
and on the right are modes 6 and 4. Wavelength varies from 1 to 5 um from
left to right in each image. Residual structures, some likely due to the
illumination pattern of the W lamp reflecting off a rough gold surface, are
apparent in both the dispersion (horizontal) and spatial (vertical) directions.

good SNR from 1.7to5 wm and moderate SNR from
1 to 1.7 um. Unfortunately, large-scale, low-frequency
structures were found in all of the W-lamp-ZnSe flats (see
horizontal streaks near the top of the frame in Fig. 89). No
corresponding structures were seen in the overlapping area of
the array covered by the 1-2.5 um fused-silica/integrating-
sphere flats, proving that the observed structures were due to
deviations from flat illumination in the ground support
equipment (GSE) optics setup for the side port. Apparently
the gold scattering surface with one reflection from source to
instrument was not 100% efficient in randomizing, smooth-
ing, and flattening the spatial structure in the lamp sources.

Because the slit was not illuminated uniformly in the
side-port tests, a “slit illumination function” was adopted to
provide a correction. This technique improved the 1-5 um
flats, but still left residual structure at the 10%—-20% level—
larger than the pixel-to-pixel variations estimated from the
clean fused-silica window/integrating sphere tests.

After the creation of a metaflat field, it was tested by
using it to flatten individual images obtained with Ar and Kr
lamps through the ZnSe window. Results from these tests did
not show a net improvement of the pixel-to-pixel rms varia-
tion (see Fig. 90) so that application of the flat fields derived
in this way to the observational data was not found useful.

Since all the attempts at obtaining good quality IR flats
from the ground-based calibration data were less than ideal,
we turned to attempts to get flat fields from in-flight mea-
surements using a large, relatively uniform celestial body as
the illumination source.

The best object available for this purpose was deter-
mined to be the Moon, which was available only during the
first 25 days of flight. The phase angle of the Moon during
these times was ~90°, providing a half-illuminated surface
with variable lighting. The observing scheme used to provide
spatially uniform illumination on the slit was to slew the slit
rapidly across the moon’s surface in the direction of its long
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FIG. 90. Application of IR flats to a TV4 HRI-IR Ar-lamp image. Signal
from several selected rows is plotted. Squares, original data. Diamonds, data
after flat-field division. Little to no improvement in the scatter of the data
results from application of the TV4 flat.

axis during an integration so that all pixels would pass across
the same chord of the Moon. In this way each part of the slit
would see the same total light source.

The results from this technique were mixed. The first
two attempts at obtaining lunar flats, at 4 and 16 days after
launch, were compromised by saturation of the data in the
first tests on L+4 days and erroneous pointing in the second
test on L+16 days. The third and final test on L+23 days
provided full unsaturated illumination of the slit with high
SNR from 1.7 to 4.9 um in modes 1 and 4. Although the
optics bench temperature of ~147 K was elevated compared
to the encounter temperature of ~136 K, the rms pixel-to-
pixel variations were <5%, and no large-scale variations in
the responsivity were seen across the chip (see Fig. 91). Very
little signal was found in the shortest wavelength regions, but
the artificial structure seen in the TV4 tests was verified as
being due to GSE effects in the measurements through the
ZnSe window.

FIG. 91. (Color) Flat-field IR spectrometer image obtained from the L
+23 days lunar scan in mode 4; brightnesses are normalized to the mean
value. Compared to the TV4 W-lamp/ZnSe window flat, there is almost no
structure found in the long-wavelength (rightmost) regions. The horizontal
green/red lines are at the boundaries of the central region of the array that is
inside the antisaturation filter; some low-frequency structure is apparent at
these boundaries. Low SNR at the shortest wavelengths and the longest
wavelengths behind the antisaturation filter limits the usefulness of the flat at
wavelengths <1.7 um (<column 475) and >4.1 um (>column 950) be-
hind the antisaturation filter.
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FIG. 92. (Color) Inflight IR spectrometer dark flat field produced using the
thermal emission of the optical bench as the illumination source; bright-
nesses are normalized to the mean value. There is significant spatial struc-
ture in the derived flat compared to the TV4 and lunar measurements.

No complete flat was obtained from the tests conducted
during the TV and in-flight measurements. However, by
combining the results of the TV4 fused-silica window/
integrating sphere and the L+23 days lunar flat measure-
ments, it is clear there are no large-scale inhomogeneities
greater than 10% in the response of the instrument. This
finding allowed one other approach to measuring the flat
field of the HRI-IR. The flat-field structure can be decom-
posed into effects due to the optics and effects due to the
pixel-to-pixel response variations of the FPA

flat field = f(optics) * g(FPA variations),

where f and g are separable functions. Since the optical ef-
fects, which operate on large spatial scales (low spatial fre-
quencies) appear small in the TV4/lunar tests, obtaining the
FPA pixel-to-pixel response variation, g, should yield the
majority of the variation in the flat, which occurs at high-
spatial frequencies.

The approach taken was to use the passive thermal illu-
mination of the FPA by the warm (~ 140 K) optics bench to
determine the pixel-to-pixel response differences across the
array. Although this background has a low temperature com-
pared to the ~3000 K color temperatures of the W lamp and
illuminating sphere sources, the large solid angle of illumi-
nation provides good count rates in all pixels, and since the
optics bench source originates after the dispersing prisms,
the array is illuminated at all wavelengths by large numbers
of photons (the maximum response to the glowing bench is
to wavelengths of ~4.8 wm outside the antisaturation filter
and ~4.3 pum behind the antisaturation filter). HRI-IR dark
images were used as the flat-field data. A few thousand DNs
of signal were measured after a few seconds exposure during
TV4. Admittedly, this technique makes the implicit assump-
tion that the relative pixel responses are independent of the
wavelength of the photons incident upon them, and it does
not provide correction for any spatially dependent variations
in the optical throughput of the spectrometer since the light
collected at the FPA does not follow the same path and treat-
ment as do sky photons through the HRI telescope optics. In
addition, while this technique gave very flat response in the
center of the array, it showed effects due to vignetting at the
edges, indicating that the bench illumination pattern is not
entirely uniform across the array (see Fig. 92).

FIG. 93. IR spectrometer linearity flat derived from a series of dark mea-
surements in a linearity test. The low-frequency structure imposed by the
instrument self-illumination pattern, seen in the dark flat image, has been
removed by normalizing the response in each pixel to the median signal of
its neighboring pixels in a 27 X 27 pixel area. The result leaves the high-
frequency variations produced by the differences in gain from pixel to pixel.
Relative-response values shown here range from 0.8 (black) to 1.2 (white).

Linearity tests were performed repeatedly in-flight by
taking a series of dark exposures with integration times be-
tween 0.7 and 10 s, and these data were used to evaluate the
pixel-to-pixel response variations. The signal provided by the
self-emission of the instrument (i.e., the illumination from
the warm optics bench), while nonuniform as noted above, is
stable in time. The effects of illumination nonuniformity
were removed by normalizing the response of each pixel to
that of the median response value of its near-neighbor pixels
in a 27X 27 box. The pixel-to-pixel variations in the gain
determined in this fashion were found to have a “salt and
pepper” distribution across the array, with rms fluctuations
on the order of 5%, similar to the variations seen in the best
partial flat-field measurements (see Fig. 93).

Tests of the linearity flat field, conducted by dividing
HRI-IR measurements by the flat field, resulted in slight im-
provements in the noise of the observations. Of all the flat-
field tests that were performed, the linearity technique
showed the best improvement when applied to the observa-
tional data. For this reason, it was adopted for use in per-
forming the current version of the HRI-IR absolute calibra-
tions. However, the remaining errors in the relative
radiometric calibration at the individual pixel level due to
flat-fielding uncertainties, including the low-spatial fre-
quency components, can be as large as 5% at present. Work
is likely to continue on improving the flat field, and in the
future, it is possible that an improved version will be devel-
oped by piecing together the different wavelength regimes
from the preflight measurements.

8. Noise

a. Random. The random noise in IR spectrometer frames
consists of the detector read noise, signal shot noise due to
photon statistics, and ADC quantization error. Measurements
of the random noise levels in the spectrometer were made as
part of the photon transfer analysis discussed in Sec. VI C 2.
Figure 70 shows the relationship between the random noise
level and the signal level illustrating that we are shot noise
dominated over most of the detector’s dynamic range. The
measured read noise levels are 2 DN for unbinned modes and
1 DN for binned modes. Assuming a perfect ADC, quantiza-
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FIG. 94. Histogram of IR spectrometer dark image showing modest uneven
ADC bit weighting.

tion error would be at only the 0.3 DN level and would be
insignificant. Actual ADC performance is discussed in
Sec. VIC 8 c.

b. Coherent. The image noise in the IR spectrograph is
dominated by random noise, and to the measurable level
there was no obvious coherent noise in the IR system within
a single frame. There are systematic changes in the dark
signal level with time, as described in Sec. VI C 3 c. How-
ever, these changes are on a frame-to-frame basis. Interfer-
ence from other electrical systems has not been seen.

c. ADC. Analysis of the accuracy of the digital encoding
of the IR analog signals was performed using dark images
from TV2. The signal at long wavelengths from the warm
external room radiance transmitted through the chamber win-
dow results in images with a smoothly varying left-right sig-
nal gradient. For such an image, an ideal ADC would output
data that have a smoothly varying histogram with approxi-
mately equal numbers of DNs within the neighborhood of
each signal level in the image. Figure 94 shows a represen-
tative histogram from one of the TV2 dark images. The his-
togram indicates that the IR ADC performance is somewhat
less than ideal, with encoding bin sizes that vary from level
to level by perhaps as much as 10%. This small degree of
uneven bit weighting is not significant for the IR spectrom-
eter. At the minimum in-flight background signal levels, pho-
ton shot noise completely dominates the encoding errors.

d. Compression. Due to the need to preserve a significant
amount of dynamic range for all IR data, compression of IR
spectral images from 14 to 8 bits via a LUT generally results
in noise no longer being dominated by random noise, but
rather by digitization noise introduced by the compression
process. Due to the higher than desired temperature of the IR
spectrometer bench, there was always a significant back-
ground from the bench that limited the smallest external sig-
nal that could be observed. Almost all IR calibration data
were taken uncompressed to preserve highest available
SNRs, but due to limitations of onboard data storage and
downlink capacities, much of the IR data taken at encounter
was compressed. During the months preceding encounter, the
expected range of possible operating temperatures of the IR
spectrometer bench was characterized and the IR LUTs op-
timized to cover as small a range of input values as possible,
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TABLE XIX. Comparison of encoding step size to signal shot noise for IR
spectrometer data compressed using various LUTSs

Uncompressed Compressed DN
LUT DN range step/shot noise
0 245-11 500 32
1 1040-4 018 2.43
4 019-11 500 5.15
2 1 120-6 009 2.44
6 010-11 500 7.21
3 2500-8 517 22
8 518-11 500 8.62

to minimize the amount of noise added by compression of
the data, resulting in the final encounter IR LUTs described
in Sec. III E. Because the IR LUTs use a square-root struc-
ture, for each square-root range the compression noise is a
simple multiple of the photon shot noise. All of the IR LUTs
except LUTO are dual-slope power laws; that is, the uncom-
pressed DN range is divided into two ranges each having a
different conversion from VDN, to DNg. Table XIX summa-
rizes the range of uncompressed DNs spanned by each LUT
and the ratio of the compressed DN encoding step to the
shot-noise value that applies for each LUT.

9. Scattered light

In order to support science objectives for the HRI-IR
spectrometer, it is necessary to determine the extent of any
scattered light in the instrument. This is particularly impor-
tant for the DI mission, as one of the major science objec-
tives is to determine the composition of the coma before and
after impact. To do so, it is necessary to be able to measure a
faint coma signal near the bright nucleus. Our calibration
efforts to characterize both in-field and out-of-field scattered
light included both ground-based laboratory measurements
and specific in-flight data collections.

The primary in-field scattered light test preflight was a
series of knife-edge tests. In these tests (which took place on
6 March 2003), a horizontal blocking mask was placed at 52
positions across the slit blocking the light in a spatial direc-
tion to create a horizontal knife-edge across the focal plane
array. The light source for these experiments was a lamp that
illuminated a white sheet, which was observed through a
fused-silica window. Rather than a sharp vertical falloff, sig-
nal beyond the knife edge was observed, as shown in Fig. 95.
These data indicate that there is ~3% —4% scattered light
10 pixels from the knife edge and ~1.5% —2% 20 pixels
from the knife edge. No differences in scattered light as a
function of wavelength (i.e., column number) are observed.
In addition, no specific effects from the antisaturation filter
are observed. These results provide an upper limit on the
in-field scattered light in the HRI-IR spectrometer. Some or
all of the observed effects could be due to the ground support
equipment and ambient environment.

The in-flight scattered light test was carried out on 4
February 2005, using the Moon as a target. The slit was
scanned at a constant rate across the Moon. The recon-
structed images yield an image cube with two-dimensional
images of the Moon in each of 512 wavelengths from
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FIG. 95. (Color) IR spectrometer response profiles across a knife edge from
the ground-based in-field scattered light test. Signal is detected
10-20 pixels away from the knife edge at a level of 3%—4%. Column num-
bers represent increasing wavelengths from 1 to 5 um across the detector.
No change in scattered light vs wavelength is seen.

1.08 to 4.8 wm. In the absence of any scattered light, the
signal at the edge of the moon should fall off abruptly. How-
ever, as seen in Fig. 96, significant signal exists beyond the
lunar limb and terminator. The spectral signature of the
Moon is detectable in the dark sky up to 20 pixels from the
limb. Images from three different wavelengths are presented
(1.15, 1.90, and 3.00 wm) indicating no spectral dependence
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to the scattered light components. In addition, a faint ghost
image of the Moon is seen offset from the primary image.

The scattered light effects are quantified in normalized
profiles taken both horizontally and vertically, as shown in
Fig. 97. Here profiles from 2.5, 3.0, and 4.0 um are plotted
revealing in-field scattered light of 1% at 10 pixels in the
horizontal direction and 2% at 10 pixels vertically. Neither
shows a spectral dependence.

In addition to the scattered light off the limb, the lunar
images also include a ghost image (see Fig. 96). This ghost
image is the result of an internal reflection off the beamsplit-
ter (see below). While the ghost is visible in the lunar im-
ages, it is best quantified from star images. For the out-of-
field scattered light calibration, we collected saturated data of
the star Canopus on 28 April 2005. A composite image cre-
ated from three bands near 2.1 um (the wavelength with
maximum throughput in the IR system) from a scan of the
star is shown in Fig. 98. In this saturated image, the effects
of the defocused telescope (star pattern) and a single clear
ghost image (at bottom) are clearly visible. The ghost level is
quantified in vertical profile (Fig. 99) from the scan in Fig.
98 and a similar scan in the opposite direction. In the first
case, the scan was in the —y direction at a rate of 10 urad
(one slit width) per frame time. This scan produces a 4%
ghost image 36 frames, or 360 urad, after the star. The sec-
ond scan was in +y direction at a rate of 25 urad (2.5 slit
widths) per frame time producing a 2% ghost 13 frames, or
325 urad, after the star. Since the two scans were taken at
different scan rates, the amount of signal/pixel is different.
Correcting for the difference in scan rates (25/10 u rad) in-
creases the 2% ghost by a factor of 2.5, leading to an ~5%
ghost at a nominal scan rate of 10 urad/slit. The ghost image
is also offset horizontally ~1-2 pixels from the star. During
the cruise phase of the mission, various other stars were ob-
served with the HRI-IR spectrometer and showed similar re-
sults to those produced from the Canopus data.

In addition to HRI-IR spectral data, visible images of
Canopus were also collected. In these data, a ghost of the star
is detected 155 pixels vertically below the star. The HRIvis
camera has a resolution of 2 urad/pixels, placing the ghost
image 310 urad from the star position. Horizontally, the
ghost is offset 6-12 visible pixels (12-24 urad), very con-
sistent with the 1-2 pixels offset in the HRI-IR data.

The ground-based out-of-field scattered-light test
showed very similar effects. An off-axis pinhole test was set
up for HRI on 31 August 2002. Here, the setup consisted of

FIG. 96. (Color) Gaussian-stretched, dark-subtracted
IR spectrometer images of the Moon (composite RGB:
1.15, 1.90, 3.00 wm) showing scattered light around the
lunar limb and terminator from two different observa-
tions. The arrows indicate the locations of the profiles
plotted in Fig. 97.
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FIG. 97. (Color) Horizontal (top) and vertical (bottom) IR spectrometer
profiles of scattered light off the lunar limb (see arrows in Fig. 96). Scattered
light levels of 1% are detected 10 pixels from the limb in the horizontal
direction and of 2% at 10 pixels from the limb in the vertical direction. The
scattered light profiles at all three wavelengths (2.5, 3.0, and 4.0 um) be-
have similarly.

a tungsten lamp illuminating the field of view through three
0.5 mm pinholes. Over the course of the experiment, the
holes were moved horizontally with respect to the spectrom-
eter slit in the cross-slit direction of —10—+5 mm in 0.5 mm
steps. (The slit was centered at the cross-slit position of
—2.75 mm, and thus the actual positions are —12.75-—
+2.25 mm relative to the IR slit.) Data were alternately col-
lected with the HRI-IR and HRI vis at each position. Profiles
of the HRI-IR response versus cross-slit source position for
each of the three pinholes were generated. The HRI-IR data
were saturated at the cross-slit positions near the center. The
HRI-IR profiles versus slit position can therefore only pro-
vide qualitative evidence of scattered light.
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FIG. 98. (Color) Gaussian-stretched, dark-subtracted, composite IR spec-
trometer image of three bands near 2.1 wm from a scan in the —y direction
of the star Canopus. As discussed in the text, a ghost image is clearly
detected towards the end of the scan (bottom of image).

In addition, any scattered light observed could be due to
the GSE. However, if the GSE were contributing to the scat-
tered light in the HRI-IR, it should also produce scattered
light in the HRI vis. To compare to the HRI-IR data, the
HRIvis images were therefore also analyzed. When compar-
ing the HRI-IR and HRI vis profiles versus cross-slit posi-
tion, one peak of scattered light is seen in both data sets,
suggesting it is from the GSE. However, a second peak is
seen only in the HRI-IR at slit positions —3.5 and —4.0 mm
with respect to the pinholes, which correspond to
350-400 prad.

The position of the ghost image, now seen at the same
location in ground and in-flight measurements, is very con-
sistent with models of reflections off the beamsplitter. The
ghost is not seen in HRI vis ground-based pinhole measure-
ments because the transmission of the beamsplitter is ~0.999
in the visible and ~0.85 in the IR making the intensity of the
reflection 150 times greater for the same input intensity.
However, as discussed above, the ghost image is seen in
in-flight HRI vis images of highly saturated stars such as
Canopus.

Both in-field and out-of-field scattered light have been
documented in the HRI-IR spectrometer. While scattered
light in the HRI-IR is not insignificant, a full, quantitative
measure of all the scattered light sources has not been done.
The scattered light has a number of components: the spatial
PSF of the telescope, the spatial PSF of the spectrometer, the
spectral PSF of the spectrometer, reflections and scattering
associated with the beamsplitter, and possibly other sources.
Decoupling and characterizing all of these effects is beyond
the scope of this work, and automated corrections have not
been added into the pipeline processing. Thus, care must be
taken during analysis of the HRI-IR data. In particular, re-
searchers working on the science of the inner coma should be
very cognizant of scattered light issues. Individuals may
wish to use deconvolution techniques to diminish the effects
of scattered light. Unfortunately, the level of background
noise in the spectrometer due to SIM bench emission pre-
cludes measurement of the PSF out beyond about 30 pixels
from the source (see Figs. 95 and 97), so a full-frame PSF
cannot be determined, which limits the use of deconvolution
techniques to fully correct for scattered light analytically.

10. Charge bleeding/residual

The pixels on the IR FPA are well-separated electrically
so that even pixels saturated with charge up to several times
full well were not seen to spill charge over to neighboring
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FIG. 99. (Color) Vertical profiles across the IR spectrometer Canopus scans.
Top: Scan in the +y direction showing a ghost image at 13 frames
(325 urad) after the star image. Bottom: scan in the —y direction showing a
ghost image at 36 frames (360 urad) after the star image. As described in
the text, when corrected for differences in scan rates, the position and mag-
nitude of the ghost images are very similar.

pixels. This means that once a pixel reaches the ADC satu-
ration level, there is no chance to reconstruct the total charge
in a scene.

Ground tests designed to examine effects of charge re-
sidual showed no detectible residual in pixels that were satu-
rated in a previous image. However, the results described in
Sec. VIC 3 ¢ indicate that the results of the residual test
should be re-examined in terms of the overall detector’s
zero-level signal. A working hypothesis for the first-frame
offset shift is that the total charge in the detector will shift
the detector zero level. This has not been definitively shown
by test, but many saturated pixels may result in a measurable
shift.
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FIG. 100. The number of clusters detected as CR events per s/cm? vs the
number of pixels affected for out-of-peak solar activity in a typical cali-
brated dark IR spectrometer frame (1024 X 512) with 1=7.7 s.

11. Radiation noise

IR images present some different problems in detecting
CR events than are found in CCD images. The IR images
have a much higher level of background noise due to the
large signal produced by the SIM bench emission. In addi-
tion, the IR detector has many badly behaved pixels that
produce either far more or far less signal than a typical pixel
when exposed to a uniform illumination field. However, CR
events are seen in IR images, and we have attempted to
characterize them so they can be detected and corrected to
some degree.

The most reliable way of detecting CR events in IR im-
ages is to difference two IR frames taken in rapid succession
to find the changes, most of which will be due to CRs if they
are above the noise floor. Most IR data sets consist of mul-
tiple frames, either from a spatial scan or from repeated ex-
posures of the same scene, and one can therefore take advan-
tage of this internal redundancy to isolate CR events.

In an alternative approach, IMGCLEAN was run on two
successive calibrated IR frames (including bad-pixel and
flat-field corrections), and the number of charge clusters that
were different between the two runs was determined. IMG-
CLEAN classified about 2—3 events per s/cm” as CRs, con-
sistent with the rates seen in visible images. Most of these
CR charge clusters consist of only 1-4 pixels (see Fig. 100)
consistent with the sizes seen in CCD images. Long CRs
were seen less often on IR images than on visual images (at
the same exposure times).

The number of charge clusters classified as CRs by
IMGCLEAN run on a single calibrated IR image is typically
greater by a factor of about 5 than the number of clusters on
this image that are not present on an immediately sequential
identical neighboring image. Most of the clusters deleted by
IMGCLEAN from a calibrated IR dark image can also be found
in the same locations on other images and are not true CRs.
In many cases, they contain known bad pixels in the detector.
Running a “bad-pixel” reclamation routine prior to IMG-
CLEAN eliminates about half of these false detections.

In our test runs with calibrated IR dark images, only
IMGCLEAN worked correctly, and then only after bad-pixel
and flat-field corrections. CRFIND and DI_CRREJ had problems
running to completion with all parameter settings we tried.
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FIG. 101. A flowchart describing the image processing pipeline used to calibrate Deep Impact images. Note that some modules are not applied to all

instruments.

RMCR needs a relatively constant background, which is not
necessarily the case for IR frames. These programs may be
useful for removing long cosmic rays if they are present on
IR images, but in this case one must be careful not to remove
any long lines that belong to the spectrum or to stars (i.e.,
remove only oblique CRs, but not vertical or horizontal
lines). None of the programs have yet been made to work
successfully on nondark (either calibrated or raw) IR images;
the number of false CRs can exceed the real number by a
factor of 100 in runs made to date. Work is ongoing to de-
velop CR detection approaches that are generally applicable
to IR images.

VII. PIPELINE PROCESSING

In order to produce calibrated archival data records, the
DI science team developed a processing pipeline to system-
atically carry out the normal calibration steps using the best
available calibration files and constants. This processing sys-
tem was implemented at Cornell University. As part of the
calibration process, auxiliary files were generated in image
format and appended to each image record that map for each
pixel the quality of the calibrated value and its SNR. For

each calibrated IR frame, a spectral registration map is gen-
erated and appended indicating the wavelength that applies
to the calibrated radiance or reflectance for each pixel.
Proper scientific analysis using calibrated DI data requires an
understanding of the standard processing steps and auxiliary
files outlined here.

A. Standard steps

For each image, there is a standard set of procedures and
settings applied in our pipeline processing in order to cali-
brate the images automatically (see Fig. 101). In general,
these default settings are the best the science team has been
able to derive for the data set as a whole and thus do not
necessarily reflect the best possible processing for any par-
ticular image. However, there are some observations around
encounter, especially with the IR spectrometer, that contain
very valuable scientific information but are not processed
optimally by the default settings. For these cases, the auto-
mated pipeline has the ability to specify special settings for
particular observations.

The standard pipeline begins by decompressing the im-
age if it was compressed on the spacecraft. Images can be
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compressed using one of four 14—8 bit LUTs optimized for
different types of exposures. To uncompress the images, a
reverse LUT is used that maps each 8 bit value to the aver-
age of all corresponding 14 bit values.

All saturated pixels are flagged in the quality map (Sec.
VII B). Then an IR image is linearized using the correction
described in Sec. VI C 1. Linearization is the first step for IR
data because the IR output data represent a read-reset DN
value causing all output DN values to represent signal col-
lected in the detector (any fixed bias is subtracted out) and to
be subject to the nonlinearity of its response. A vis image
does not need this step because the instrument responds lin-
early (Sec. VC 1).

Next, a dark frame is subtracted from the image. If a
dark frame has been created by the science team for the
specific observation, then it is subtracted. Otherwise, a dark
model is used to generate the frame (Secs. V C 3-vis and
VI C 3-IR).

After the dark subtraction, a vis image undergoes a few
extra processing steps not taken by every IR image. First, the
electrical cross-talk (Sec. V C 7 e) is removed by subtracting
a derived ghost frame. Each quadrant in this frame is a linear
combination of rotated versions of the other three quadrants.
Next, the image is divided by a flat field (Sec. V C6) in
order to account for variable responsivity across the detector.
A flat field is only applied to unbinned IR images because the
best binned-mode flat field does not seem to provide any
noticeable improvement in SNR (and in the data products
published as PDS version 1, unbinned IR images are not flat
fielded either). Lastly, vis CCD frame transfer smear is re-
moved using the parallel overclock rows if the image was
taken in modes 1-6 or a column averaging approximation if
the image is in modes 7 or 8 (Sec. V C 4).

After bad pixels are flagged, the image is radiometrically
calibrated to produce a radiance image in W/m? sr um and
an I/F image (vis cameras only). For a vis image, this is
simply done by dividing the image by integration time and
then multiplying by the appropriate conversion factor de-
rived in Sec. V C 5 for the given filter and desired output.
For an IR image, the procedure is more complicated as the
absolute calibration is wavelength dependent, which in turn
is temperature dependent. First, the wavelength and band-
width for each pixel are calculated, as described in Sec.
VIC 4. Then, each pixel is multiplied by the appropriate
wavelength-dependent calibration factor (Sec. VIC 6) and
divided by integration time and the pixel’s spectral band-
width. Once this radiance image is created, a copy is con-
verted to I/F for the vis cameras by dividing by the solar
spectrum at the target’s distance from the sun and then mul-
tiplying by pi.

At this point, two reversible data products have been
created, one radiance image (all instruments) and one I/F
image (vis cameras only), and copies are run through the rest
of the pipeline, which performs a series of nonreversible
steps. First, the data are interpolated over the bad pixels and
gaps. For a vis image, this interpolation is performed using
thin plate splines anchored by the valid data around the
edges of each hole. For an IR image, a linear interpolation is
performed in the spatial dimension only.
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Next, a despiking routine is applied in order to remove
cosmic rays. This routine performs a sigma filter by calcu-
lating the median of each N X N-pixel box, where N is odd,
and then replacing the central pixel with the median if it is
more than M median deviations from the median. By default,
both M and N are set to 3. The median deviation of a set S is
defined as med(|S—med(S)]|).

Lastly, a vis image is deconvolved using the methods
described in Sec. V B 3. This step is especially important for
the HRI vis instrument which is out of focus.

B. Calibration quality map

Along with each calibrated image, a byte map is created
that defines the data integrity for every pixel. For each byte
in the map, representing 1 pixel, each bit acts as a flag that is
set to 1 if the given criterion is met for that pixel. These flags
are

MSB LSB

7 6 5 4 3 2 1 0

(0) Bad pixel—this pixel is a known bad pixel. (1)
Missing—the data for this pixel were not received from the
spacecraft. (2) Despiked—this pixel was modified by the de-
spiking routine. (3) Interpolated—this pixel has been re-
claimed by interpolating from its neighbors. (4) Some
saturated—the raw value for this pixel is above the point
where some pixels are full well saturated. For vis instru-
ments, this occurs at 11 000 DN, while for the IR spectrom-
eter, this occurs at 8000 DN. (5) Most saturated—this raw
value for this pixel is above the point where most pixels are
full well saturated. For vis instruments, this occurs at 15 000
DN, while for the IR spectrometer, this occurs at 11 000 DN.
(6) ADC saturation—the ADC was saturated for this pixel.
(7) Ultracompressed—the pixel was in a compression bin so
large that the value contains very little information.

For example, if the pixel is bad and has been reclaimed
by interpolation, the decimal value in the quality map will be
20423=9. In the normal FITS format for the calibrated im-
age, this map exists as the first image extension.

C. Signal-to-noise ratio map

In order to provide more information to the end user, the
last extension of the image contains a map estimating the
SNR for each pixel. The signal is taken to be the dark- and
bias-subtracted image value in 14 bit DN, while the noise
estimate consists of the root sum squared of three different
noise sources: shot noise, read noise, and quantization noise.
The shot noise in 14 bit DN is defined as

Raw — Bias
Ny = T

where K is the gain in electrons/14 bit DN and is dependent
on the instrument and mode, and raw and bias are in 14 bit
DN. For the IR spectrometer, bias is O by definition except in
mode 6. The quantization noise is defined as
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TABLE XX. Noise parameters determined in ground tests of all instru-
ments.

Uncompressed
Instrument K (e/DN,y) O (DN, Read noise (DN,)
IR unbinned 16 1 2.0
IR binned 64 1 1.0
HRI 27.4 2 0.7
MRI 27.2 2 1.0
ITS 30.5 2 1.2
0
Ny=—7=,
V12

where Q is the quantization step in 14 bit DN (N, represents
the rms error introduced by quantizing a signal whose true
value could lie anywhere within the quantization bin with
equal probability, i.e.,

é/Az/z‘f2 de

A

where A is the quantization step size and e is the quantiza-
tion error). For uncompressed data, Q depends on the ADC
performance of the instrument (see Secs. VC7c¢ and
VI C 8 ¢), while for compressed data, Q is set to the bin size
in the decompression LUT that the pixel used or to the un-
compressed Q value, whichever is larger. The parameter val-
ues needed for the noise calculation were determined from
ground-based testing of the instruments and are shown in
Table XX; the uncompressed Q values of 2 for the visible
cameras are due to their less-than-perfect ADCs, as discussed
in Sec. VC7c.

D. Spectral registration maps

In an IR image product, the second and third extensions
are pixel-by-pixel maps of the spectral registration for the
image. The second extension contains the effective wave-
length of the pixel, while the third extension contains the
spectral bandwidth. The calculations of these values are de-
scribed in Sec. VI C 4.

E. Optional steps

Beyond the automated calibration pipeline described in
Sec. VII A, a manual calibration can be performed where the
user can specify his/her own settings and calibration files for
each step. Also, any processing module can be disabled, and
there are two extra ones that can be enabled. The first such
module is a noise-reduction module that is applied after the
despiking routine. This applies the BayesShrink wavelet
thresholding algorithm30 with a robust mean noise
estimator’' to remove some of the noise. The other step that
can be enabled applies a rubber-sheet geometric distortion
correction. This step is not normally applied, as the optical
distortion though the telescope is minimal.
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APPENDIX A: DATA COMPRESSION LOOKUP
TABLES PRIOR TO /-16 days (18 JUNE 2005)

The data compression LUTs loaded into memory at the
time of launch were the best estimates of the desired conver-
sions based on prelaunch calibration data. Inflight measure-
ments of actual instrument performance caused the science
team to request updates to the LUTs. For the vis cameras, the
LUT updates were driven by changes in the inflight bias
levels along with a difference in the LUT number designa-
tions between what was assumed when developing the en-
counter command sequence and what was actually assigned
in the launch load. For the IR spectrometer, the updates were
driven by a realization that the IR launch LUTs were incor-
rectly derived and later by a need to match the LUTs to the
higher background level resulting from warmer-than-
expected IR bench temperatures.

Figures 102 and 103 show the LUTs for the HRI vis and
MRI as loaded at launch. These LUTs applied until they were
updated in flight on 26 May 2005. No inflight changes were
made to the ITS LUTSs; the LUTs shown in Fig. 12 were not
changed during flight.

The IR spectrometer LUTSs loaded at launch turned out to
be incorrect. They were derived assuming that, as for the vis
instruments, increasing numbers of photons on the detector
produce increasingly positive signal voltages. In fact, for the
IR spectrometer, increasing photon levels produce increas-
ingly negative signal voltages. Therefore, the LUTs loaded at
launch for the IR spectrometer were inverted, and Fig. 104
shows the result. Low DN levels are converted to high com-
pressed DNs, while high DN levels are compressed to low
DN values.

On 26 May 2005, a revised set of IR spectrometer LUTs
was uplinked to the S/C. However, the true problem with the
launch LUTs was not yet understood correctly at that time.
While it was clear the IR LUTs were not behaving correctly,
we mistakenly thought that the reason was that we were los-
ing the first 2 bits of the encoded data, resulting in signal
levels into the compressor being restricted to a range of
0-4095 DN. So LUTs were derived and uplinked that con-
verted 14 bit DNs in the range of 0—4095 into 8 bit DNs in
the range of 0-255. The LUT pattern was repeated three
more times to fill in the full 16383 14 bit DN input table, and
the sense of the LUTs remained inverted. The result is shown
in Fig. 105.

After finally properly diagnosing the problem, we up-
loaded a corrected set of LUTs for encounter on 18 June
2005. These plots are shown in Fig. 13.
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FIG. 102. HRIvis data compression LUT loaded at launch.
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FIG. 104. IR spectrometer data compression LUT loaded at launch.
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FIG. 105. IR spectrometer data compression LUT loaded on 26 May 2005.
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APPENDIX B: ACRONYMS

ADC
AU
CCD
CMOS
CR

DI

DN
DOY
ESD
FITS
FOV
FPA
FWHM
GSE
GMT
HRI
HRI vis
HST
I'F

IFOV
IR

ITS
JPL

L
LED
LUT
LVDS
LVPS
MRI
MWIR
PDS
POC
PSF
QE
rms
RSS
SIM
SNR
Nele
STIM
STSDAS

TLM
TV
uv

vis

VTC

analog-to-digital conversion
astronomical unit
charge-coupled device
complementary metal oxide semiconductor
cosmic ray

Deep Impact

data number

day of year

electrostatic discharge

Flexible Image Transport System
field of view

focal plane array

full width at half maximum
ground support equipment
Greenwich Mean Time

high resolution instrument

HRI visible camera

Hubble Space Telescope
reflected intensity/incident flux
=reflectance

instantaneous field of view
infrared

impactor targeting sensor

Jet Propulsion Laboratory
launch

light emitting diode

look-up table

low-voltage differential signaling
low-voltage power supply
medium resolution instrument
medium wave infrared
Planetary Data System

parallel overclocked pixels
point spread function

quantum efficiency

root mean square

root sum square

spectral imaging module
signal-to-noise ratio

serial overclocked pixels
internal stimulus lamp

Space Telescope Science Data Analysis
System

telemetry

thermal vacuum

ultraviolet

visible

virtual time code
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