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Abstract— The objective approaches of 3D image quality
assessment play a key role for the development of compression
standards and various 3D multimedia applications. The quality
assessment of 3D images faces more new challenges, such as
asymmetric stereo compression, depth perception, and virtual
view synthesis, than its 2D counterparts. In addition, the widely
used 2D image quality metrics (e.g., PSNR and SSIM) cannot
be directly applied to deal with these newly introduced chal-
lenges. This statement can be verified by the low correlation
between the computed objective measures and the subjectively
measured mean opinion scores (MOSs), when 3D images are
the tested targets. In order to meet these newly introduced
challenges, in this paper, besides traditional 2D image metrics,
the binocular integration behaviors—the binocular combination
and the binocular frequency integration, are utilized as the
bases for measuring the quality of stereoscopic 3D images. The
effectiveness of the proposed metrics is verified by conducting
subjective evaluations on publicly available stereoscopic image
databases. Experimental results show that significant consistency
could be reached between the measured MOS and the proposed
metrics, in which the correlation coefficient between them can go
up to 0.88. Furthermore, we found that the proposed metrics can
also address the quality assessment of the synthesized color-plus-
depth 3D images well. Therefore, it is our belief that the binocular
integration behaviors are important factors in the development
of objective quality assessment for 3D images.

Index Terms— Stereo 3D image, HEVC, color plus depth
3D images, binocular frequency integration, PSNR, SSIM,
MS-SSIM, VIF, VSNR, WSNR, UQI, frequency integrated metric
(FI-metric), quality assessment, human visual system (HVS),
stereopsis, binocular vision, ventral stream, dorsal stream.

I. INTRODUCTION

THE idiom, “A picture is worth a thousand words”, has
demonstrated the importance of visual information for

human perceptions. Most perceptible information is repre-
sented visually in our daily life (e.g. paintings, magazines,
images, videos, and 3D graphics), which enables numerous
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visual applications. The evaluation of the quality of various
visual applications has initiated the research of image quality
assessment (IQA). Generally, IQA can be classified into the
categories of subjective and objective quality assessments.
Since human visual system (HVS) is the final receiver of the
visual information, subjective IQA is the ultimate evaluation
of an image. However, there are noticeable variations among
people who have different physiological and psychological
status. In order to achieve a reliable subjective evaluation,
appropriate procedures of subjective quality assessment had
been standardized in ITU-R BT.500 [1].

Although subjective IQA provides the ultimate perceptual
quality evaluation, the associated high cost and complexity
handicap its value in real applications. In order to address this
issue, computational objective IQA has long been an active
research area since the last decade. The most widely used
objective quality metric is the mean-squared error (MSE),
which in turn derived the major similarity evaluation crite-
ria (i.e. PSNR) for the image/video compression standards.
However, there are lots of research work [2]–[5] demonstrated
that images with the same level MSE could have noticeable
different visual perceptions. Therefore, numerous objective
metrics [2], [3], [6]–[8] have been studied to fill up the gaps
between the objective metrics and the subjective evaluations.
The study [9] utilized multi-metric fusion approach to address
the 2D image IQA and showed the state-of-the-art status
obtainable so far. For further detail comparison and survey of
objective IQA, the studies [10]–[12], the VQEG report [13]
and the references therein are highly recommended.

Owing to the booming up of 3D movies and the advances
in display devices, 3D image is becoming the new research
target for IQA [14]–[20], [39]. The quality assessment of
anaglyph 3D images were addressed in [21] and the work [22]
dealt with the quality assessment of multi-camera applications
(e.g. panorama images). One direct arisen question is the
applicability of existing 2D objective metrics to the 3D images
[23], [24]. Notice that the study [24] focused on the quality
assessment of color-plus-depth 3D images. All these research
work showed that 2D objective metrics can well predict the
quality of 3D images (e.g. picture quality and depth quality)
only when they are symmetric (that is, PSNR’s of the two-eye
images are nearly equal to each other).

Compression plays a vital role for promoting the 3D image/
video since its huge data volume makes 3D image/video
requiring more storage space and higher transmission band-
width than that of its 2D counterpart. Fig. 1 illustrates that we
can classify the types of stereo image compression according
to the relation between the quantization parameters (Q Ps) of
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Fig. 1. The types of 3D stereo image/video compression can be classified
according to the relation between the quantization parameters (QP’s) of the
left-eye image (Q PL ) and the right-eye image (Q PR).

the left-eye image (Q PL ) and the right-eye image (Q PR). That
is, the types of stereo image compression can be classified as:

• Symmetric-Stereo compression: Q PL ∼= Q PR .
• Asymmetric-Stereo compression: Q PL �= Q PR .

Although [24] carried out asymmetric compression to
the color and the depth images (i.e. Q Pcolor �= Q Pdepth),
the quality of the final synthesized stereo image is close to
symmetric. There are subjective evaluations [25], [26] of the
Symmetric- and Asymmetric-Stereo compressions; however,
only empirical observations are described without proposing
an associated quality assessment metric. The work [27]
performed Asymmetric-Stereo compression, also on the basis
of some experimental observations, and found that the image
encoded at lower quality in the asymmetric compressed stereo
image should go beyond certain PSNR threshold for providing
good overall quality; otherwise, the perceived quality of the
compressed stereo image will be severely degraded. The
existing 2D quality assessment metrics can predict well for
the Symmetric-Stereo compression, however, the prediction
results are not well addressed for the Asymmetric counterpart
by the same metrics. This work aims to fill-up this gap by
proposing a quality assessment metric which is applicable
to both the Symmetric-Stereo and the Asymmetric-Stereo
compressions.

There are numerous physiological discoveries of binocular
vision where we focus on the binocular visual behaviors
that describe the visual inputs integration process. For
simplicity, these physiological discoveries of binocular vision
are denoted as binocular integration behaviors which consist
of binocular combination and binocular frequency integration
behaviors. In order to overcome the challenges of 3D image
IQA, we integrate the binocular integration behaviors into
the existing 2D objective metrics for evaluating the quality
of 3D images. We denote the integrated quality assessment
metrics as the Frequency-Integrated metrics (FI-metrics).
Fig. 2 and Table I demonstrate an example of the high
correlation between the proposed FI-metrics and the reported
MOS, for a given symmetrically/asymmetrically compressed
stereo image, as compared with the normal averaged quality
metrics of the left-eye and the right-eye images. Since the
success of objective 3D IQA can bring new thoughts for
the existing 3D visual applications and the development of

3D video compression standards [28]–[32], the significance
and/or contribution of our work is quite clear.

The rest of this paper is organized as follows. Section II
introduces previous research works of 3D IQA models.
Section III briefly surveys the related physiological research
works on HVS. Section IV describes the proposed computa-
tional framework of FI-metrics. Section V presents the exper-
imental results. The discussions of the proposed framework
and the conclusion of this work are given in Section VI.

II. PREVIOUS WORK OF 3D IQA MODELS

There are emerging research works of 3D IQA model for
3D stereoscopic images/videos. Based on the utilized informa-
tion, we can classify the 3D IQA models into two categories:

• Color Information only
The study [33] computed quality scores on the SIFT-
matched feature points. A multiple channel model is
adopted to estimate the stereo image quality [34].
The perceptual distortion of a stereo video is com-
puted in discrete wavelet transform (DWT) domain [35].
The research work [36] proposed a reduced-reference
(RR) quality assessment of stereo images based on the
extracted edge information. The Gabor response of binoc-
ular vision was modeled in the study [37] to measure
the quality of stereo images. A learning-based quality
metric [38], StSD (Stereoscopic Structural Distortion),
was proposed to address the quality assessment for
symmetric/asymmetric video compressions (e.g. H.264,
HEVC) which is the state-of-the-art 3D IQA model for
3D video compression.

• Color plus Disparity Information
The quality of color images and the disparity maps
are integrated to evaluate the overall 3D perceptual
quality [39]–[41]. The research work [42] proposed an
RR 3D IQA model to evaluate the quality of stereo
images based on eigenvalues/eigenvectors analyses. The
no-reference (NR) 3D IQA was addressed by studies [43],
[44] where the performance of research work [44] is com-
parable or even better than some full-reference (FR) 3D
IQA models. The study [45] addressed binocular rivalry
issues by modeling the binocular suppression behaviors
which gives the state-of-the-art FR 3D IQA model.

Accurate disparity information estimation requires high
computational cost and the computed disparity map quality
depends on the adopted stereo matching algorithm and the
stereo image content. For real-time 3D video compression
applications (e.g. 3D video camera), accurate disparity map
estimation will be an extra computational burden.

Therefore, an accurate 3D IQA model based only on
color information is a must for the development of real-time
3D video compression applications. Our work incorporates
related binocular integration behaviors to enhance the ability
to evaluate 3D image quality by color information.

III. RELATED STUDIES OF BINOCULAR VISUAL SYSTEM

Since the new challenges of 3D IQA come mainly from
the interactions between the two eyes, a better understanding
of the physiological studies [46]–[49] of binocular vision is



Fig. 2. The stereo image kendo is (a) symmetrically and (b) asymmetrically compressed by HEVC. The subjective evaluation (MOS) has 11 quality levels
(0 for the lowest quality and 10 for the highest quality). (a) QP = 40 for both the left-eye and the right-eye images, where the corresponding MOS = 6.01.
(b) QP = 30 for the left-eye image and QP = 45 for the right-eye image, where the corresponding subjective quality MOS = 5.52. The corresponding
objective evaluation of different quality metrics are listed in Table I. For the best viewing (i.e. free binocular fusion) of this example, the PDF version is
suggested.

TABLE I

OBJECTIVE QUALITY MEASUREMENT RESULTS OF FIG. 2

beneficial to the development of effective computational mod-
els for 3D images. We briefly revisit the findings of binocular
vision, which are related to this work, in the following.

A. Two Visual Pathways of Binocular Visual System

Fig. 3 illustrates a simplified two visual pathways repre-
sentation of binocular visual system. There are two visual
pathways for neural processing of visual information in visual
cortex, dorsal stream and ventral stream [50].

• Dorsal stream (“Where” pathway)
The dorsal stream starts from V1 (primary visual cortex),
goes through V2, V3 to V5 area. The functions of dorsal
stream are about visual information guided actions.

• Ventral stream (“What” pathway)
The ventral stream begins from V1 area, goes through
V2, V3 to V4 area. The perception and recognition visual
behaviors occur in ventral stream.

The detail functions of each visual area (i.e. V1, V2, V3,
V4 and V5) are not described in this work. We kindly suggest
readers refer to the binocular vision book [50] for further detail
descriptions of each visual area.

Since the perception function occurs in ventral stream, we
will briefly describe (1) the visual response of two eyes, (2) the
binocular combination behaviors in the early stage of visual
pathway and (3) the visual information representations and



Fig. 3. A simplified illustration of ventral stream and dorsal stream for neural
processing of visual information in brain.

integrations from V1 to V4. These binocular physiological
behaviors will lay the foundations for the proposed quality
assessment framework.

B. Visual Response of HVS

The visual response (or receptive field) of HVS can be
approximated by a set of Difference-of-Gaussian (DOG)
models [49], [51], [52] where the number of DOG models
ranges from 2 to 4. The DOG model of an image I can be
formulated as

(G(σ ) − G(kσ)) ∗ I, (1)

where σ is the standard deviation of Gaussian response,
G(·), and k is the so-called space constant and k = 1.6 has
been derived in the studies [53]–[55] for optimal approxima-
tion when the visual response is a Laplacian of Gaussian.

C. Neural Mechanisms of Binocular Combination Behaviors

Since asymmetric compression is one of our quality
assessment targets, more related physiological findings about
asymmetric binocular brightness combination are needed to
address this challenge. The binocular masking behavior is also
addressed since masking behavior plays an important role in
quality assessment of 2D images/videos.

1) The Binocular Masking Behavior: The research
work [56] utilized the luminance and contrast masking
to derive the just-noticeable-difference (JND) model for
stereoscopic images. The concept of binocular JND has
been integrated into the 3D IQA study [57] where a training
process is required for fixing some parameters. However, the
binocular contrast masking behavior is a complex process
[58] as compared with the monocular counterpart. The
binocular vision will have different behaviors among different
stimuli [59]–[62]. That is, binocular vision can improve the
detection ability (e.g. binocular JND), but the binocular
discrimination will converge to the monocular counterpart at
moderate pedestal contrast and above [59]–[61].

2) The Binocular Brightness Combination: The physiolog-
ical research findings [63] about binocular combination for
matched stereo images are briefly revisited in this sub-section.
The binocular combination of the asymmetric brightness or
contrast to each eye has been studied for decades, there
are some interesting observations and the biological models
reported in the literatures [63]–[65]. The perceived binocular

brightness (or image) I B can be described as a function, fB ,
of the left-eye and the right-eye brightness (or image). That is

I B = fB(I L , I R). (2)

Behaviors of Binocular Combination
There are some interesting behaviors of binocular brightness

combination when the input brightness is asymmetric in both
eyes (e.g. Fechner’s paradox, cyclopean perception). Cyclo-
pean perception means that we will have single perceptual
image when we perceive 3D images/videos by two eyes. These
behaviors play the role of constraints for selecting the plausible
biological models of binocular combination.

• Fechner’s Paradox
This binocular combination behaivor describes the phe-
nomenon that a bright light to one eye may appear less
bright when a dim light is shown to the other eye. That is,

fB(I, 0) > fB(I, δ) or (3a)

fB(0, I ) > fB(δ, I ), (3b)

where I is a bright light or an image and δ is a small
amount of brightness. This binocular behavior is called
paradox because the relation between the energy of input
brightness and the energy of the perceived brightness does
not have a positive correlation which is discussed in [63]
for binocular combination model.

• Cyclopean Perception
The cyclopean perception was suggested as a constraint
in the research work [65] for modeling the binocular
combination behavior, that is

fB(I, I ) ∼= fB(I, 0) ∼= fB(0, I ). (4)

This cyclopean perception constraint is a common vision
behavior in our daily life where we can perceive similar
brightness for the same scene even when we close one
of the two eyes.

Models of Binocular Brightness Combination
There are numerous biological models (e.g. eye-weighting

model, quadratic summation model, vector summation model,
and neural network model) [63] proposed to describe the
binocular combination behavior. Due to page limit, we can
only briefly describe the related biological models in the
following, the detailed comparisons among them can be found
in the study [63] and the references there in.

• Eye-Weighting Model
This model describes the binocular combination as

fB(I L , I R) = w1 · I L + w2 · I R, (5)

where w1 and w2 are the weights of the left-eye and
the right-eye, respectively. There are variant models (e.g.
auto-correlation model) incorporated with eye-weighting
mechanisms. These models are simple but cannot explain
Fencher’s paradox and the cyclopean perception.

• Quadratic Summation Model
The quadratic summation of input brightness is treated as
the perceived brightness in this model, that is,

fB(I L , I R) =
√

(I L)2 + (I R)2. (6)



This model can explain some binocular combination
behaviors (e.g. the input brightness is symmetric for
both eyes), however, this model cannot explain Fencher’s
paradox and the cyclopean perception.

• Vector Summation Model
The vector summation model suggests the following
binocular combination,

fB(I L , I R) = ε2
L + ε2

R

εL + εR
, (7)

where εL and εR are the monocular brightness flux signals
of the left-eye and the right-eye, respectively. This model
explains Fencher’s paradox and the cyclopean perception
well.

• Neural Network Model
The neural network model computes the neural responses
of each eye (e.g. excitation and inhibition) for the binoc-
ular combination. That is

fB(I L , I R) = NL + NR , (8)

where NL and NR are the neural responses of the left-eye
and the right-eye, respectively. This model can explain
Fencher’s paradox, however, the cyclopean perception
may not be well-explained depending on the adopted
neural response modeling [65].

• Gain-Control Theory Model
This is one of the latest biological models for binocular
combination [65] which models the binocular combina-
tion as

fB(I L , I R) = (
1 + EL

1 + EL + ER
)I L + (

1 + ER

1 + EL + ER
)I R

= gL · I L + gR · I R , (9)

where EL and ER are the sums of energy over all the
frequency channels for the left-eye and the right-eye,
respectively.
The Gain-Control model accurately describes an early
stage of binocular combination [65] and explains both
Fencher’s paradox and the cyclopean perception well.

D. Visual Information Processing from V1 to V4

The study [66] discovered that the depth discrimination
(or disparity detector) occurs in V1 region by observing the
neuron activities on cats. Further experiments about the visual
system behaviors for normal RDS (Random Dot Stereogram)
and anti-correlated RDS were conducted on monkeys [67]. The
study [67] examined the neuron activities on monkeys for both
the normal RDS and the anti-correlated RDS and suggested
that “the disparity energy signals are integrated across spatial
frequency channels for generating a representation of stereo-
scopic depth in V4.”

As suggested by one of the reviewers, and also for clearness,
we denote these binocular vision related physiological discov-
eries as binocular frequency integration (BFI) behaviors.

IV. THE PROPOSED COMPUTATIONAL FRAMEWORK

Based on the physiological discoveries from binocular
visual system, the multiple-frequency-channel representation

Fig. 4. The flow of Difference-of-Gaussian decomposition for a given image
I (where I = I L or I = I R ).

will be a plausible way to address the quality assessment of
stereoscopic image in an unified framework.

The Gain-Control theory model and BFI behaviors,
reviewed in Section III, explain the neural mechanisms of
binocular vision for the symmetric and the asymmetric bright-
ness input signals, well. Therefore, these neural mechanisms
have to be taken into consideration when we are addressing
the distortion of 3D stereo images. The details of the proposed
framework will be described in the following sub-sections.

A. Difference-of-Gaussian Decomposition of Stereo Images

Each view of the input stereo image is fed into a DOG
filter bank which is built based on the physiological findings
revisited in Section 2. Fig. 4 illustrates the flow of DOG
decomposition for an image I , where I is either the left-eye
image or the right-eye image (i.e. I = I L or I = I R).

In order to obtain the DOG decomposition of an image I ,
we define a sequence of standard deviations si as

si =

⎧
⎪⎨

⎪⎩

0, i = 0

1, i = 1

ksi−1, i > 1, (k = 1.6).

(10)

Let V (I ) be the vector form representation of the
DOG-bank-model of I , that is

V (I ) = [
Idog(s0), . . . , Idog(sn−1), Ig(sn)

]

def= [
V0, . . . , Vn−1, Vn

]
. (11)

where Ig(sn) (i.e. Vn) can be regarded as the low-frequency
component and Idog(s0), . . . , Idog(sn−1) (i.e. V0, . . . , Vn−1)
represent different spatial frequency band components of I .

B. The Binocular Combination and Frequency Integration

Following (11), the original left-eye image I L and right-eye
image I R can respectively be represented by the DOG-bank-
model as

V (I L) = [
V L

0 , . . . , V L
n−1, V L

n

]
, (12)

and

V (I R) = [
V R

0 , . . . , V R
n−1, V R

n

]
. (13)



We derive the gain gi for each DOG band based on the
Gain-Control theory model given in Eq. (9). The energy of a
DOG frequency band can be computed as:

E(V L
i ) =

∑

q∈V L
i

q2, (14)

where q is the pixel value in the DOG frequency band V L
i .

Therefore, the gain gL
i of the DOG frequency band V L

i is
defined as:

gL
i = 1 + E(V L

i )

1 + EL + ER
, (15)

where EL = ∑
j (E(V L

j )) and ER = ∑
j (E(V R

j )).
Based on the pre-described BFI process in the ven-

tral stream, we can derive the Frequency-Integrated metric
(FI-metric) for computing the visual distortion of a 3D stereo
image as:

FI-metric =
∑

{gL
i D(V L

i , V L ′
i ) + gR

i D(V R
i , V R′

i )}, (16)

where D(.) represents one of the 2D quality assessment
metrics (e.g. PSNR, SSIM, . . ., etc.).

For a given FI-metric DF I , the coincidence axiom must be
followed, that is:

DF I (I1, I2) = 0 if and only if I1 = I2. (17)

The distorted stereo image may have E(V L ′
i ) = 0 in some

DOG band which leads to the gain g′
i = 0 and violates the

axiom presented in Eq.(17). Therefore, we compute the gain
gi based on the original stereo image instead of the gain g′

i
from the distorted stereo image.

C. Frequency Integrated Quality Metrics (FI-Metrics)

PSNR, WSNR [68], VSNR [7], UQI [2], SSIM [3],
MS-SSIM (Multi-Scale SSIM) [4] and VIF (Visual Informa-
tion Fidelity) [8] are chosen as our test quality metrics because
they are the most widely used and the state-of-the-art metrics
considered in various applications.

The FI-MSE between the original left-eye image I L and the
distorted left-eye image I L ′

is defined as

FI-MSEL =
n∑

i=0

gL
i MSE(V L

i , V L ′
i ), (18)

which is the weighted summation of MSE’s for each one of
the DOG frequency bands and FI-MSER is defined likewise.

Then, FI-PSNR can be derived from FI-MSE’s of the left-
eye and the right-eye images by

FI-PSNRL ,R = 10 log10(
(2B − 1)2

[FI-MSEL + FI-MSER] ), (19)

where B represents the required number of bits of one pixel
value (e.g. B = 8 for the maximum pixel value equals to 255).

Similarly, FI-WSNR is defined likewise, where MSE is
replaed by contrast sensitivity function (CSF)-weighted MSE
among the frequency bands. In general, we can define the
corresponding FI-metric of each 2D metric on the basis of
Eq. (16).

V. EXPERIMENTAL RESULT

We will describe the subject data collection, which is
denoted as CML database, in this work first. Then, we
demonstrate various performance evaluations of the proposed
FI-metrics on the CML database in the following subsections.
We also apply the proposed FI-metrics to an available 3D sym-
metric/asymmetric video compression database (denoted as
StSD 3D video database) [38], as a comparison. The per-
formance evaluations of FI-metrics for different distortion
types of stereo images are also conducted on LIVE 3D image
database phase II [44], [45], as a benchmarking.

A. Subjective Data Collection of CML Database

• Subjective Test Method
Our subjective evaluation follows the Double Stimulus
Impairment Scale (DSIS) test method with 11 quality
levels (0 for the lowest quality and 10 for the highest
one) which was suggested by MPEG call for proposals
on 3D video coding [28] (CfP-on-3DVC, for short).

• Test Data
There are 7 test data sets in total from MPEG test
sequences in CfP-on-3DVC, where the left-eye images
are shown in Fig. 5. Since this work focuses mainly on
the stereo image quality assessment, the first frames of
each one of the video sequences are chosen as the test
stimuli.

• View Synthesis Procedure
The View Synthesis Reference Software (VSRS) was
developed by MPEG for virtual view images genera-
tion [69]. VSRS utilizes 3D warping technique for virtual
view synthesis. The relation between the intensity value
Iz(p) in depth map Iz and the corresponding disparity
value d(p) is expressed as:

Iz(p) = 255 · d(p) − dmin

dmax − dmin
, (20)

where dmax and dmin represent the maximum and the
minimum disparity values, respectively [69]. The related
camera parameters and 3D information are provided in
CfP-on-3DVC. Further details of VSRS operations can
be found in the related MPEG document [69]. We will
briefly describe the two related configurations of VSRS
in the following:
2-view configuration
In this configuration, VSRS will synthesize one virtual
view between the left-eye image and the right-eye image
based on the input stereo images and the corresponding
depth map of each view (i.e. 2 color images plus 2 depth
maps). The newly synthesized virtual view image will
become the new left-eye image of the stereo image. That
is, the newly synthesized stereo image will be represented
as “[the virtual-view image, the right-eye image].” There-
fore, the synthesized stereo image has smaller binocular
disparity values as compared with that of the original
stereo image.
3-view configuration
The multiple view synthesis scenario is addressed by the
3-view configuration of VSRS. The 3-view input data



Fig. 5. The left-eye images of the test data. The 2-view configurations [left-view-cam, (virtual-view-cam), right-view-cam] in MPEG CfP on 3DVC [28]
for each one of the test images are (a) Balloon [3, (4), 5], (b) Kendo [3, (4), 5], (c) News [4, (5), 6], (d) Dancer [2, (3), 5], (e) Street [4, (3.5), 3],
(f) Hall [7, (6.5), 6] and (g) Fly [5, (4), 2].

consists of the left-eye image, the center image and the
right-eye image and the corresponding depth maps (i.e.
3 color images plus 3 depth maps). The 3-view input data
is utilized for generating multiple virtual view images for
the multi-view auto-stereoscopic 3D display.

• Symmetric-Stereo and Asymmetric-Stereo Compres-
sions
The low complexity HEVC intra compression with ref-
erence software version HM-2.0 is used to compress the
target stereo images, which is the anchor codec also sug-
gested in MPEG CfP-on-3DVC. The adopted set of quan-
tization parameters (QPs) is Q Pcolor = {30, 35, 40, 45}
for color images which was suggested to do subjective
evaluation under MPEG test conditions for 3DVC [70].
The corresponding QPs for the depth images are fixed to
39, 42, 45, and 48, as also suggested in [70].
There are four QP settings for each color image, so
the number of test stereo images are 4 × 4 = 16 for
each sequence. In total, there are 16 × 7 = 112 test
stereo images involved in the Symmetric-Stereo and the
Asymmetric-Stereo compression experiments.
For conducting the quality assessment of synthesized
stereo image, the original stereo image is symmetrically
compressed and the test rendering conditions follow the
suggestions of 3DVC test conditions. There are four syn-
thesized stereo images for each sequence, and therefore,
4 × 7 = 28 synthesized stereo images are involved in the
experiment.

• Subjective Test Dimensions
- Picture Quality
Subjects were asked to evaluate the picture quality
between the original stereo image and the distorted stereo
image based on the image sharpness, clearness where the
evaluation criteria of picture quality is the same as that
defined in ITU-R BT.500-13 [1].
- Depth Quality
The depth quality assessment consists of two parts: depth
cues and disparity. Subjects have to evaluate the depth
quality based on the provided depth cues (e.g. linear

perspective, gradients, and depth sensation from pictures)
and disparity between the original stereo image and the
distorted stereo image. The importance of depth cues and
disparity are determined by subjects which will not be
specified in the experiments.
- Picture/Depth Quality of Synthesized Stereo Image
The quality assessment (for both picture quality and
depth quality) are conducted between the original stereo
image and the synthesized stereo image. Subjects have to
evaluate the picture quality and the depth quality for the
synthesized stereo image as compared with the original
stereo image.

• The Subjects
There are two group of subjects with background knowl-
edge of image processing where their ages range from
20 to 35. The first group consists of 31 subjects (27 male
and 4 female observers) to participate in the subjec-
tive quality evaluation experiments for the 4 test data
Balloons, Kendo, Dancer and Street. The second group
consists of 32 subjects (23 male and 9 female observers)
participated in the experiments for the remaining 3 test
data News, Hall and Fly.
The visual acuity of the participants are all normal or
corrected to normal and they all can perceive the depth
from random dot stereogram. The adopted 3D display
is a 16′′ wide SONY VPCF237HW 3D Notebook with
1920 × 1080 pixels resolution and active shutter glasses-
based 3D technology. The test environment follows the
suggestion of ITU-R BT.2021 [71], which is a recom-
mendation for 3DTV subjective evaluations, the viewing
distance is about 3.1H (H denotes the height of display),
where the distance between two adjacent pixels will
correspond to 1 arc-minute angular disparity in the retina
of viewers [71].
The participants will take a break (e.g. 10 min in our
experiment) after every 30 minutes quality assessment,
as suggested in ITU-R BT.2021. The standard deviations
of the raw subjective scores for each test data are listed
in Table II.



TABLE II

THE STANDARD DEVIATION VALUES FOR EACH

TEST DATA IN DIFFERENT SCENARIOS

Fig. 6. The proposed universal framework for measuring the quality of a
3D image, where MOSα represents the direct full reference scenario for stereo
IQA and MOSβ denotes the indirect IQA scenario for a synthesized stereo
image.

B. The Number of Frequency bands for FI-metrics

We set n = 4 for DOG decomposition (i.e. 1 low-frequency
band plus 4 DOG frequency bands) of a given image where the
physiological study [52] suggested the appropriate number of
DOG model is 4. In our pilot study of random dot stereogram
with asymmetric filtering, there is no significant difference in
subjective quality assessment for the subjects with different
eye dominance.

C. The Performance Evaluation of FI-Metrics

There are two perceptual quality assessments (i.e. picture
quality and depth quality assessments) for each stereo image
and both the perceptual quality evaluations follow the descrip-
tions of ITU-R BT.2021. The performance between the FI-
metrics and the subjective MOS is evaluated based on the
methods presented in ITU-R BT.500. That is, MOS are nor-
malized from the range [MOSmin, MOSmax] to [0, 1]. The rela-
tion between the normalized MOS and the objective FI-metrics
is then approximated by a symmetrical logistic function [1].
The performance of the objective metrics are evaluated by
the following 4 consistency evaluation metrics: Pearson’s
Linear correlation coefficient (CC), Spearman rank correlation
coefficient (SRCC), outlier ratio (OR), and mean squared error
(MSE). OR represents the number of the prediction error that
is greater than 2estd , where estd is the standard deviation of
prediction differences between the subjective MOS and the
regressed MOS based on the objective quality metric.

As shown in Fig. 6, there are two test scenarios for mea-
suring the performance consistency between FI-metrics and

the subjective MOS. The consistency between the subjective
score MOSα and FI-metric is used to evaluate the quality of
the distorted stereo image directly. We compute the distortions
in color images to access depth quality since the depth quality
subjective evaluation relates to the depth cues provided by
color information.

Nevertheless, the stereo image can be synthesized to
generate another stereo image with different depth perception.
The evaluation of the consistency between the subjective
evaluation MOSβ and FI-metric is quite useful for the
development of indirect quality assessment of 3D images. For
example, in 3D video compression applications, the question
about whether the rendering module should be integrated into
the compression framework or not can be answered with the
aid of this evaluation. Notice that the test data (i.e., the 2-view
configuration) of MPEG CfP-on-3DVC [28] consist of 2
color images and 2 depth images, while 3DVC test conditions
[70] of the synthesized stereo image include one virtual view
image and one existing view image which are different to the
two virtual view images scenario conducted in the study [24].
The synthesized stereo images in 3DVC test conditions
have more asymmetric properties as compared with the test
data adopted in [24]. We will show by experiments that the
proposed computational framework, as shown in Fig. 6, can be
applied to both direct and indirect quality assessments of stereo
images well. Fig. 7 shows the three quality metrics (i.e. PSNR,
SSIM, MS-SSIM) in which the quality assessment abilities
for picture quality are improved statistically significant by
the proposed FI-metrics. The detail experimental results for
different compression scenarios are described in the following
sub-sections.

D. The Quality Assessment of Symmetric-Stereo Compression

The averaged 2D quality metrics (i.e., averaging the quality
measures of the left-eye and the right-eye images) are the most
widely used quantitative method for evaluating the quality of
a stereo image. Tables III and IV show the consistency of
various objective quality assessment metrics with respect to the
subjective MOS’s, when the stereo compression is symmetric.
The last rows of Tables III and IV show F-test results which
demonstrate that the performance of FI-metrics is statistically
significant different (i.e. 1 for better, −1 for worse) than
that of the corresponding Avg-metrics in the picture quality
and the depth quality, respectively. On one hand, as shown
in Tables III and IV, some of the specific Avg-metrics are
somewhat able to predict the picture quality of symmetrically
compressed stereo images (e.g. the CC’s of Avg. WSNR are
higher than or equal to 0.9 for both picture quality and depth
quality); on the other hand (also from the tables), FI-metrics
improve the performance of PSNR, SSIM, and MS-SSIM
statistically significant.

The decreasing performance consistency of FI-UQI metric
comes from the fact that DOG bands contain many regions
with zero intensity values. UQI metric will become unstable
in these areas as stated in [3]. SSIM is an enhanced version
of UQI which addressed these unstable areas, and therefore,
FI-SSIM improves the performance consistency significantly.



Fig. 7. The regression curves (a) Avg-PSNR, (b) Avg-SSIM, (c) Avg-MS-SSIM, (d) FI-PSNR, (e) FI-SSIM and (f) FI-MS-SSIM as compared with the
normalized MOS of picture quality. These three FI-metrics improve the performance statistically significant as compared with that of the averaged counterparts.

TABLE III

THE PERFORMANCE EVALUATIONS BETWEEN THE OBJECTIVE METRICS AND THE CORRESPONDING

SUBJECTIVE MOS’S IN PICTURE QUALITY FOR SYMMETRIC-STEREO COMPRESSION

TABLE IV

THE PERFORMANCE EVALUATIONS BETWEEN THE OBJECTIVE METRICS AND THE CORRESPONDING

SUBJECTIVE MOS’S IN DEPTH QUALITY FOR SYMMETRIC-STEREO COMPRESSION

E. The Quality Assessment of Asymmetric-Stereo
Compression

To evaluate the quality of stereo images involving
Asymmetric-Stereo compression imposes great challenges for
the traditional Avg-metrics. Tables V and VI demonstrate that

the averaged 2D metrics performed poorly for predicting the
quality of asymmetrically compressed stereo images. It is also
clear, from Tables V and VI, the consistencies of FI-metrics
with respect to the subjective MOS’s are significantly better
than those of Avg-metrics in both picture quality and depth



TABLE V

THE PERFORMANCE EVALUATIONS BETWEEN THE OBJECTIVE METRICS AND THE CORRESPONDING

SUBJECTIVE MOS’S IN PICTURE QUALITY FOR ASYMMETRIC-STEREO COMPRESSION

TABLE VI

THE PERFORMANCE EVALUATIONS BETWEEN THE OBJECTIVE METRICS AND THE CORRESPONDING

SUBJECTIVE MOS’S IN DEPTH QUALITY FOR ASYMMETRIC-STEREO COMPRESSION

quality (e.g. most of the CC’s of FI-metrics are still higher
than 0.7), even if the stereo images have been asymmetrically
compressed. Some OR of FI-metrics are increased, however,
this may come from the decreasing in estd of FI-metrics, as
compared with the cases of Avg-metrics.

F. The Quality Assessment of All Compression Combinations

Tables VII and VIII demonstrate the performances of
FI-metrics for all compression combinations (i.e. symmetric-
stereo and asymmetric-stereo compressions). The proposed
FI-metrics improve the performances of PSNR, SSIM and
MS-SSIM statistically significant. In general, FI-PSNR and
FI-WSNR have the outstanding performance in various
scenarios.

G. The Correlation between the Picture Quality Measure
and the Depth Quality Measure

There is an interesting phenomenon worth mentioning: the
measured depth quality is highly correlated to the measured
picture quality (with SRCC higher than 0.92), where the
corresponding regression curve is shown in Fig. 8. After
further investigation, the fidelity of the semantic depth cue
provided by the corresponding color image plays an important
role in this high correlation characteristic. The subjects stated
that the distorted semantic depth cues will decrease the depth
perception even though the binocular disparity is the same. In
other words, this highly correlated relation between color and

Fig. 8. The y-axis represents the normalized depth quality MOS and the
x-axis denotes the picture quality MOS, where the logistic regression curve
fits the MOS quite well. (CC = 0.9044, SRCC = 0.9271).

depth images may not be valid for the stereo images without
semantic depth cues (e.g. with Random Dot Stereogram as
input). This highly correlated relation between picture quality
and depth quality may suggest that depth quality can be
accessed by computing the distortion of color images. This
phenomenon will be affected by rendering operations which
are addressed in the following sub-sections.

H. The Indirect Quality Assessment of Synthesized
Stereo Images

In this sub-section, let’s focus on the indirect quality assess-
ment of the synthesized stereo images in which the input stereo



TABLE VII

THE PERFORMANCE EVALUATIONS BETWEEN THE OBJECTIVE METRICS AND THE CORRESPONDING

SUBJECTIVE MOS’S IN PICTURE QUALITY FOR ALL COMPRESSION COMBINATIONS

TABLE VIII

THE PERFORMANCE EVALUATIONS BETWEEN THE OBJECTIVE METRICS AND THE CORRESPONDING

SUBJECTIVE MOS’S IN DEPTH QUALITY FOR ALL COMPRESSION COMBINATIONS

images have been symmetrically HEVC compressed. Since
this is an indirect quality assessment, as illustrated in Fig. 6,
the consistency evaluation between FI-metric and MOSβ is our
target. In order to analyze the effect of view synthesis process
solely for IQA, only symmetrically compressed stereo images
are taken into account, in this experiment.

Table IX shows the consistency evaluations of Avg-metrics
for indirect picture quality assessments are higher than those
of their direct counterparts in assessing the quality of the same
asymmetrically compressed stereo images (see Table V). This
is because the two-eye images of stereo input have nearly the
same PSNRs in nature, so the traditional Avg-metrics worked
well. However, the synthesized stereo images have certain
asymmetric characteristics due to the rendering operations
which make the performance evaluations of Avg-metrics not
so good as those obtained by using FI-metrics (e.g. the CC of
FI-PSNR is higher than 0.92, as shown in Table IX).

Table X illustrates the performance evaluations of indirect
depth quality assessment of the synthesized stereo images.
Fig. 9 indicates the correlation between the picture quality
MOS and the depth quality MOS of the synthesized stereo
image is, as expected, a bit lower (SRCC = 0.9068) than that
of its direct assessment counterpart.

This experiment verified that the rendering operations
for synthesizing stereo images will decrease the correlation
between the picture quality and the depth quality. This fact
suggests that rendering modules should be included into the

Fig. 9. The y-axis represents the normalized depth quality MOS of the
synthesized stereo images and the x-axis denotes the picture quality MOS of
the synthesized stereo images, once again, the logistic regression curve fits
the MOS reasonably good (CC = 0.9082, SRCC = 0.9068).

compression framework if good depth quality perception is a
must.

I. The 3D IQA Model Comparisons on CML database

StSD [38] is the state-of-the-art quality metric for 3D video
compression which also deals with symmetric/asymmetric
video compression by learning techniques. The released
St SDLC metric is the low complexity version of StSD quality
metric. The quality metric Cyclopean MS-SSIM [45] models
binocular suppression behaviors by incorporating disparity
information to address the binocular rivalry scenario which
is one of the state-of-the-art FR 3D IQA models.



TABLE IX

THE PERFORMANCE EVALUATIONS BETWEEN THE OBJECTIVE METRICS AND CORRESPONDING

SUBJECTIVE MOS’S IN PICTURE QUALITY ASSESSMENT FOR THE SYNTHESIZED STEREO IMAGES

TABLE X

THE PERFORMANCE EVALUATIONS BETWEEN THE OBJECTIVE METRICS AND THE CORRESPONDING

SUBJECTIVE MOS’S IN DEPTH QUALITY ASSESSMENT FOR THE SYNTHESIZED STEREO IMAGES

TABLE XI

THE PERFORMANCE COMPARISON BETWEEN VARIOUS 3D IQA MODELS

ON CML DATABASE IN PICTURE QUALITY

TABLE XII

THE PERFORMANCE COMPARISON BETWEEN VARIOUS 3D IQA MODELS

ON CML DATABASE IN DEPTH QUALITY

We compare the performances of these two state-of-the-
art 3D IQA models on our CML database where the perfor-
mance evaluation results are listed in Tables XI, XII, XIII,
and XIV. The original parameter dmax (maximum disparity) in
Cyclopean MS-SSIM is set to 25 pixels for the test stereo
image with image width 640 pixels in 3D LIVE 3D image
database phase II. Therefore, we set the parameter dmax
linearly proportional to the image width of the test data (i.e.
dmax = 40 for test data with 1024×768 pixels and dmax = 75

TABLE XIII

THE PERFORMANCE COMPARISON BETWEEN VARIOUS 3D IQA MODELS

ON CML DATABASE IN SYNTHESIZED PICTURE QUALITY

TABLE XIV

THE PERFORMANCE COMPARISON BETWEEN VARIOUS 3D IQA MODELS

ON CML DATABASE IN SYNTHESIZED DEPTH QUALITY

for test data with 1920×1088 pixels). The proposed FI-metrics
outperform St SDLC and Cyclopean MS-SSIM quality metrics
in both picture quality and depth quality.

Table XV illustrates the performance evaluation of CC
for each test data. The performance of St SDLC may be
compromised due to the lack of temporal information since
the original usage of St SDLC is for quality assessment of
3D video compression. The Cyclopean MS-SSIM provides



TABLE XV

CC FOR EACH TEST DATA OF EACH 3D IQA MODEL ON CML DATABASE IN PICTURE QUALITY

TABLE XVI

TIME COMPLEXITY COMPARISON OF EACH 3D IQA MODEL

good performance results in some test data (e.g. Balloons,
Kendo and News), but its performances are compromised for
the stereo image contents which are difficult for doing dispar-
ity map estimation (e.g. Dancer and Fly). The performance of
Cyclopean MS-SSIM would be improved by adopting a better
stereo matching algorithm or an optimized parameter setting
of dmax. However, these extra computational intensive fine-
tune processes will be obstacles for the real-time 3D video
compression applications. On the other hand, the proposed
FI-metrics providing outstanding performance in each test data.

Table XVI shows the time complexity comparison among
the 3D IQA models. These 3D IQA models are implemented
by MATLAB and the platform is Intel Core 2 Quad Q9500
2.83 GHz with 4 GB memory. Due to the need of disparity map
estimation, Cyclopean MS-SSIM requires more computational
time as compared with other 3D IQA models.

J. Proposed Metrics on 3D Video Compression Database

The 3D video compression database [38] consists of sym-
metric/asymmetric video compression results by H.264 and
HEVC codecs. There are training set and testing set for the
development of learning-based StSD quality metric [38]. For
comparison, we applied FI-SSIM, FI-MS-SSIM, FI-PSNR and
FI-WSNR to the testing set of 3D video compression database.
Table XVII demonstrates the performance results of Avg-
metrics and the proposed FI-metrics. The performance of FI-
PSNR is comparable1 to that of the full version StSD quality
metric reported in [38] (e.g. CC = 0.9591 and SRCC =
0.9713). This result demonstrates the proposed FI-PSNR is
comparable to the state-of-the-art 3D video quality metric in
performance measure.

K. Analysis

There are some issues should be considered when applying
the proposed framework to a given 2D quality metric.

• The effect of DOG bands
Since each quality metric has its own specific visual
properties and background assumptions, a quality metric
could not perform well at DOG frequency bands which
are far from the original usages (e.g. UQI is unstable

1Due to copyright issue, one of the testing set videos, Water Splash, is not
released.

in the regions with zero values and the original usage
of VIF is for natural image only). The proposed DOG
decomposition may be replaced by Gabor filter bank
which is another popular physiological model [72] and
the corresponding performance evaluation will be one of
our future works.

• The effect of the adopted 2D visual properties
Some 2D quality metrics (e.g. VSNR, WSNR) have
already utilized some 2D visual properties for quality
assessment. The visual behavior in binocular vision will
have different effects on the adopted visual properties.
For example, the binocular behavior described in
Section III-C.1 states that the ability of binocular detec-
tion is improved whereas the binocular discrimination is
converged to normal 2D masking. Therefore, the binoc-
ular viewing condition will have more effects on VSNR
[7] (i.e. based on near threshold properties) as compared
with WSNR [68] that adopts CSF-based (i.e. masking)
visual property. The masking behavior is relatively stable
as compared to other visual properties which explains
why WSNR outperforms other 2D metrics.

• Interplay between the 2D metrics and the framework
The performance of FI-metrics may be affected if there
is a conflict between the adopted visual property of a
2D quality metric and the binocular viewing condition.
Therefore, the quality metrics with fewer visual assump-
tions (i.e. PSNR, SSIM, MS-SSIM) or the quality metric
with more stable visual properties in binocular viewing
conditions (i.e. masking behavior in WSNR) would have
much better performances. These results suggest that the
integration of other existing 2D metrics and the proposed
framework needs further investigation since the adopted
visual behaviors in 2D metrics may have different
actions in 3D viewing conditions, which may open up a
new research direction for 3D IQA model development.

• The gain values of the left-eye image and the right-eye
image
The gain values of the left-eye image and the right-eye
image are listed in Table XVIII. The Gain-Control model
explains the binocular combination behaviors in various
scenarios. In normal situation, the binocular combination
may have the same gain value for each band of the two-



TABLE XVII

PERFORMANCE EVALUATION ON STSD 3D VIDEO COMPRESSION DATABASE

TABLE XVIII

THE GAIN FOR EACH TEST DATA

TABLE XIX

CC RESULTS OF LIVE 3D DATASET PHASE 2

TABLE XX

SRCC RESULTS OF LIVE 3D DATASET PHASE 2

eyes (e.g. Fly). However, there are emerging 3D + 2DTV
3D display systems with asymmetric illuminations which
resolved the issues of viewers without 3D glasses [73].
The transcoding applications for Asymmetric-Stereo
compressed stereo images will also bring new challenges
to the 3D IQA research. The applications of the proposed
FI-metrics for these newly introduced challenging
scenarios will be investigated in our future work.

L. Proposed Metrics for Different Distortion Types

For further testing the effectiveness of the proposed fre-
quency integration behavior, we apply FI-SSIM, FI-MS-SSIM,

FI-PSNR and FI-WSNR to another publicly available 3D
subjective evaluation database [44], [45] (LIVE 3D IQA-Phase
II). The database consists of 8 reference stereo images and 360
distorted stereo images with various symmetric/ asymmetric
distortion types: JPEG, JPEG 2000 (JP2K), Gaussian blur
(Blur), Gaussian noise (WN), and fast-fading (FF) based on
the Rayleigh fading channel.

We compared the performances of various 3D IQA models
with different distortion types in this database. The color
information based 3D IQA models include: Gorley [33] and
Hewage [36], while 3D IQA models based on color plus dis-
parity information include: Benoit [39], You [41] and Cyclo-
pean MS-SSIM [45]. The performance comparison results



(we only listed the results of CC and SRCC due to page limit)
are reported in Tables XIX and XX.

The proposed FI-metrics outperform the 3D IQA mod-
els, if color information is used only. The performances of
FI-metrics are comparable to or even better than that of
the color plus disparity information 3D IQA models in
compression-like distortions (e.g. WN, JPEG and JP2K). The
distortion of Blur and FF will introduce binocular rivalry
which requires the disparity information to suppress the
response of rivalry regions.

These results demonstrate the proposed FI-MS-SSIM,
FI-PSNR and FI-WSNR provide the most outstanding perfor-
mances in compression-like distortions. In order to improve
the performance of the proposed FI-metrics, addressing the
binocular rivalry scenarios from distortion types will be one
of our future works.

VI. CONCLUSION

The objective quality assessment of stereo images plays a
key role for the development of 3D image/video compression
standards and the success in enriching various 3D visual
applications. The traditional 2D objective metrics are suitable
only for addressing the stereo images with Symmetric-Stereo
compression. However, the perfect symmetric quality scenario
is very unusual to be found in practical stereo images which
makes the traditional 2D objective metrics do not work well
in 3D IQA. This work revisits the physiological findings in
HVS and proposes a binocular integration behavior based
computational framework for dealing with the challenges
arisen in 3D IQA. Experimental results demonstrate that
significant improvement in performance consistencies between
the proposed FI-metrics and the corresponding subjective
MOS’s can be achieved for both picture quality and depth
quality assessments, even if the stereo images are synthesized
from another stereo images. These binocular behaviors shed
a light on a new paradigm for the developments of IQA on
3D images/videos. This also provides new opportunities to
investigate the new quality metrics for 3D image/video IQA.
To investigate the effects of different types of distortions and
seek for a more powerful 3D IQA computational framework
will, of course, be the possible directions of our future work.
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