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INTRODUCTION

The current migration of access networks from
digital subscriber line (xDSL) technologies
toward various fiber to the-x (FTTx) solutions
will expose the inner networks not only to a con-
tinuous increase in traffic but also to higher traf-
fic fluctuations. This will bring the contemporary
metro and core network architecture to its limit.
The main limitation of this approach is the
excessive amount of layer 2/3 (L2/L3) processing
and switching of such multi-protocol, multi-bit-
rate traffic, which can only rely on an excessive
deployment of expensive electronic hardware,
suffering from high power consumption, man-
agement complexity, and large office real estate.

The problem is further exacerbated by the fact
that existing networks are multidomain, meaning
that a large-scale network is partitioned into dif-
ferent administrative domains deploying equip-
ment from different vendors, whereas at their
(multi-granular) interfaces, inter-operability is
required to ensure effective end-to-end service
delivery. This network paradigm cannot scale
cost-effectively.

To address this bottleneck, architectures with
fewer layer transitions and reduced layer 2/3
processing leading to flatter, that is, less hierar-
chical, network structures are sought. Flat net-
works allow for enormous savings in operating
expenditures (OPEX) and capital expenditures
(CAPEX), and it is the only network architec-
ture that can deliver long-term economically
scalable growth. Along these lines, a two-tier
core network architecture is proposed where the
rigid distinctions between metro, outer core, and
inner core become blurred significantly, alleviat-
ing the processing burden, when traffic crosses
core nodes or when it traverses different
domains.

Recently, a considerable number of new
approaches for constructing a dynamic core net-
work were proposed around various optical burst
switching/optical packet switching (OBS/OPS)
solutions. In the OBS/OPS schemes, the lack of
effective optical buffering presents a hard dilem-
ma between high loss (when adopting one-way
reservation) and high delay (when using a cir-
cuit-switch such as two-way reservation). Specifi-
cally, OBS solutions with little or no buffering at
the nodes have been extensively investigated, for
example [1–3], and shown to suffer from heavy
burst loss even at low utilization levels due to
their ambitious on-the-fly act. The problems
arise from conflicts due to the temporal proper-
ties of data bursts entering the OBS nodes,
which the method can alter only poorly due to
lack of buffering. As a result, losses grow expo-
nentially with each node the traffic must cross.

In an alternative OPS-based solution
described in [4], a metropolitan area network
(MAN) consisted of a number of optical rings
where traffic was stored in buffers located in the
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periphery nodes awaiting the proper slot and
wavelength to release the payload. As soon as
the slots were launched in the optical layer, they
traveled toward their destination with no further
buffering. This is a cost-effective and distributed
solution that can provide relief from loss, but the
two-way reservation used in the medium access
control (MAC) protocol that achieves the loss-
less operation does not scale well beyond metro
dimensions due to the prohibitive delay.

An architecture addressing the previously
described issues and presenting a scalable solu-
tion without additional excessive L2/L3 process-
ing when crossing domain boundaries is
presented in this article. It is based on clustered
architecture for nodes in optical networks
(CANON), extending the initial concept present-
ed in [5] through an enhanced — in terms of
scalability — method to interconnect a large
number of node clusters even at long distances,
offering high end-to-end performance and cost-
effective basic building blocks. The remainder of
this article is organized as follows: an overview
of the CANON network architecture is present-
ed; then node architectures to implement the
proposed solution are described; and the mode
of operation is analyzed. Finally, the perfor-
mance is compared to that of current approach-
es for dynamic optical networking based on
OBS.

THE CANON NETWORK
ARCHITECTURE

CANON offers an architecture for constructing
a dynamically reconfigurable slotted optical core
network exploiting both wavelength division
multiple access (WDMA) and time division mul-
tiple access (TDMA) techniques. The initial con-
cept of CANON is discussed in [5], and a
detailed description and evaluation of a protocol
for aggregating traffic from ring clusters through
pre-provisioned wavelengths in the inter-cluster
network is presented in [6]. The scope of
CANON is two-fold. The first is to provide a
coordinated mechanism for interconnecting
large numbers of core nodes of a two-tier core
network that are formed either from a number
of MANs (like those in [4]) over a national net-
work or from a large number of nodes over an
extended geographical area like the Pan-Euro-
pean, National Science Foundation (NSF) back-
bone networks, and so on. An important aspect
is that in both cases, the nodes could also belong
to different administrative domains. The second
is to reconcile end-to-end guaranteed slot/packet
loss performance with statistical multiplexing
gains so that the overall network resources are
utilized efficiently while end-to-end QoS con-
straints are respected.

Under the CANON concept, a large-scale
network, for example, the one that is schemati-
cally shown in Fig. 1, is partitioned into a num-
ber of geographically limited areas, taking into
account various criteria like administrative
domains, topological characteristics, traffic pat-
terns, legacy infrastructure, and so on. An impor-
tant consideration is that each of these clusters
is comprised of a group of nodes in geographical

proximity shown in highlighted areas in Fig. 1.
The clusters can coincide with administrative
domains, but there could be many cases where
two or more clusters belong to the same admin-
istrative domain. Therefore, in the most general
case, the partitioning into specific clusters can be
either a static or a dynamic process. In the cur-
rent work, only the static case is considered.

As shown in Fig. 1, the interconnection
between clusters is made through a node that is
called a master node (MN) as opposed to regu-
lar nodes (RNs) that operate in a “slave mode”
under the coordination of the MN. The MN has
a dual-role: to act as the gateway between the
particular cluster and other clusters and to coor-
dinate the transmission of all other nodes of its
own cluster domain. Thus, the problem of con-
trolling a core network, with a large number of
nodes, is transformed into the simpler one of
coordinating the inter-cluster and intra-cluster
arbitration mechanisms. The coordination of
these two mechanisms is a central issue in
CANON and the key to ensuring efficient trans-
portation in a multidomain environment.

In the most general case, the intra-cluster
topology is further decomposed to a fixed num-
ber of partially overlapping, elementary topolo-
gies like ring or bus so that a number of nodes
share the same WDM channels. For example, in
Fig. 1, one can observe that the partial-meshed
network of Cluster-1 can be decomposed to two
rings such as A, B, E, MN and A, B, C, D, E,
MN. In CANON, the ring/bus topology is viewed
as a network building block so it is assumed that
a cluster consists of a number of logically inde-
pendent but physically, partially co-located rings.

Thus, for the intra-cluster operation, the MN
decides which WDM channel is to be assigned to
which ring, and all nodes within this ring share
the same channel. In common with most ring
architectures, the shortest path routing principle
is not followed within a cluster; that is, node A is
transmitting to node MN via a longer path, for
example, A, B, C, D, E, MN or A, B, E, MN. To
simplify the concept in the rest of this work, it is

n Figure 1. CANON: A network architecture exploiting node clustering.

B

A

C

D

E

Cluster 5 Cluster 4

Receiving
cluster 3

λ1

λ1

λ3

λ3

MN

Transmitting
cluster 1

Cluster 2

ORPHANOUDAKIS LAYOUT  5/22/08  2:39 PM  Page 139



IEEE Communications Magazine • June 2008140

assumed that each cluster is formed by means of
a single ring, which is adequate for presenting
system operation. In reality, however, reasons of
resilience dictate the existence of redundancies.
Although there is no room to cover this subject
here, it should be mentioned that dual MNs,
each controlling one direction of counter-rotat-
ing traffic, exist in each ring, in accordance with
classical ring protection methods. The inter-clus-
ter network interconnects both MNs of each
cluster in a mesh network with enough redun-
dancy as deemed appropriate by the operator
(not unlike present synchronous digital hierarchy
(SDH) systems).

For efficient end-to-end transportation, two
bandwidth granularities are considered in
CANON: the slot and the frame, which are inex-
tricably linked, as shown below. For transporta-
tion in the intra-cluster segment, a number of
WDM channels are used to forward traffic from
the RNs to the MN. Moreover, a separate wave-
length channel is used for conveying all control
information. The association between the control
and data channels is elaborated in [5]. The con-
trol channel is processed in every RN, unlike the
data channels, which are transported transparent-
ly. To ensure a lossless intra-cluster operation, a
two-way reservation mechanism between the
RNs and the MN is established by means of the
MAC protocol, such as in [6], as follows: bursts
arriving in the electronic buffers located in RNs
are aggregated into fixed size synchronous slots
(typically 10 µs to 100 µs). As described in [5],
each RN reports to the MN the arriving traffic
per destination cluster in terms of number of
slots via the control channel. Through the same
channel, the MN announces to the RNs the time
and wavelength for each slot to enter the ring.

Likewise, in the intra-cluster segment we
define as frame (typically 250 µs to 50 µs), the
minimum time duration over which a wavelength
channel is assigned for interconnecting two par-
ticular clusters. The duration of a frame is typi-
cally two to three orders of magnitude longer
than the duration of a slot, and it is transported
under synchronous operation. Therefore, the
coordination between intra-cluster and inter-
cluster control mechanisms is a two-step process
requiring the:
• Efficient grooming of slots into frames
• Lossless transportation of frames from the

source to the destination cluster via a num-
ber of MNs

In the receiving cluster, the mode of operation is
reversed so the slot is extracted in the final des-
tination RN.

Regarding the first step, the coordinated
transmission from RNs to MN, apart from avoid-
ing collisions, enables traffic aggregation in a
distributed manner: the MN decides the alloca-
tions so the slots from all RNs in the ring aiming
for the same destination-cluster are marshaled
into the same pre-specified wavelength(s). In
this way, every cluster is transformed into a large
distributed all-optical switch, where each RN
acts like an input buffered port controlled by the
reservation-based controlled process; statistical
multiplexing gains are realized. This operation is
shown in Fig. 2 assuming that wavelengths 1
(red) and 3 (blue) are to serve the interconnec-
tion between cluster-1 and cluster-3, and the sec-
ond (green) serves the interconnection between
cluster-1 and cluster-4 of Fig. 1. The letter in
each slot designates the node that hypothetically
contributed that slot. In this way in macroscopic
scale, large data bursts toward a single destina-
tion cluster are formed on the fly by simply
instructing nodes to transmit at the appropriate
point of time.

To allow ample time in both intra- and inter-
cluster operations, the scheduling is made for
the next frame. The scheduler implemented at
the MN grants RN requests only when enough
traffic to form a large frame is collectively
reported or when a time threshold is exceeded.
This practice is similar to the various OBS aggre-
gation policies where a burst is generated when
the awaiting traffic exceeds a certain limit, or a
time limit is exceeded. The allocations are decid-
ed and issued periodically with a period equal to
the cluster round trip time (e.g., 5 ms for clus-
ters of 1000 km).

Regarding the second step, namely, the effi-
cient inter-cluster transportation, many options
covering a wide range of technologies can be
considered classified into the following three
large categories:
• Semi-static
• Fast automatic lightpath switching
• OBS-like
The first category was covered in [6], where it
was shown that this approach exhibits excellent
loss and tolerable delay performance for core
networks of reasonable size (e.g., five to eight
clusters of six to eight nodes) due to the efficient
aggregation in the intra-cluster operation. It
does not, however, scale beyond such sizes, but
this issue will be revisited below.

In the second category of intra-cluster solu-
tions, the wavelengths are dynamically assigned
between the clusters. In this case, because the
scheduling is always made for the next frame, as
soon as the MN has an indication of the total
amount of traffic that must be transported from
the source cluster to a particular destination
cluster, the originating and the recipient MNs
proceed to reserve the corresponding wave-
lengths for a duration equal to integer multiples
of the frame duration, which for efficiency rea-
sons must be larger than the round-trip time
between the two MNs because the set-up and
tear-down times cannot be less than the round
trip time.

n Figure 2. A schematic representation of the relation between slots and frame.
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The third case is where the traffic pattern
becomes very dynamic so that lightpath switch-
ing, no matter how fast, cannot be efficient
enough. Under such circumstances, only one-
way, OBS-like solutions are much more effective
because they can utilize sub-wavelength granu-
larities (i.e., chunks of data of duration much
smaller than the round trip time) and achieve
multiplexing gain under bursty traffic. This case
is investigated in this article, and performance
results further highlighting the value of CANON
are provided later.

THE CANON NODE ARCHITECTURES
A significant percentage of the existing network
infrastructure is based on next-generation syn-
chronous optical network (NG-SONET) technol-
ogy in a ring topology. This allows exploiting the
well-known advantages of rings in terms of dimen-
sioning, management, multicast, protection,
restoration, and so on. Therefore, this is the start-
ing point of the evolution towards the CANON
concept. The first migration step, as shown in [8],
is the process of transforming a G.709 frame to
an optical slot that can be used in the framework
of CANON. This provides the framework and the
interface between CANON and legacy systems
handling lower switching granularities.

As mentioned earlier, two node types, the
RN (used in the intra-cluster segments) and the
MN, are employed. The network concept is
based almost entirely on transmission with limit-
ed, if any, switching. In fact, the main dynamic
element is a MAC controlled transmitter and
possibly, a reconfigurable add-drop multiplexer
(ROADM). The simplest way to exploit such a
ring/bus topology is to upgrade NG-SONET

add/drop multiplexers (ADMs) to rings with
RNs capable to add/drop slots over a number of
fibers. In [7], the benefits and the strategy for
upgrading an existing infrastructure based on
NG-SONET or resilient packet ring (RPR) to an
all-optical MAN is shown for two distinctive
paths. One is entirely based on transmission,
called dual-bus optical ring network (DBORN),
for which the optical node is composed of
transceivers, a couple of 3-db couplers, and an
erbium-doped fiber amplifier (EDFA). The sec-
ond is based on a λ-selector exploiting fast tech-
nologies. Both solutions are cost-effective,
modular, and scalable; allowing for a pay-as-you-
grow approach so the intra-cluster capacity can
grow to very high capacities, deploying these ele-
ments only in a gradual manner.

On the other hand, the inter-cluster segment
consists of MNs that are coordinating and con-
trolling the entire operation within the clusters
and between the different domains. Beyond that,
the MNs should cross connect not only the entire
capacity of the cluster, but also forward the tran-
sit traffic stemming from other clusters toward
their destination cluster as shown in Fig. 1. Thus,
the MNs are very high-capacity nodes.

To effectively complete the cross-connecting
capacity task, the MNs should:
• Scale smoothly to capacities at least an

order of magnitude higher than what is
available today. For this reason, a highly
modular architecture allowing for a flexible
and incremental growth in the number of
fibers and wavelength channels is required.

• Minimize the bit/byte/packet-level L2/L3
processing and buffering because these con-
tribute the most to scalability restrictions
and power dissipation.

n Figure 3. a) An overview of a CANON master node; b) some of the critical building blocks: the λ-S-λ E-
O WXC; c) the λ-module.
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• Be able to effectively switch client signals at
various rates, ranging from 10 Gb/s up to
100 Gb/s and successfully integrate fiber,
waveband, wavelength, and electrical sub-
wavelength switching.

Thus, the proposed MN node should be multi-
layer as schematically shown in Fig. 3a The three
layers are identified as the fiber crossconnect
(FXC), the waveband crossconnect (WBXC),
and the electro-optic crossconnect (E-O WXC).

The advantage of deploying multi-layer/multi-
granular switches in minimizing the number of
switching elements was shown in a number of
publications ([9, 10]), whereas in [10, 11], the
corresponding performance enhancements are
quantified. For CANON, these features are of
immense importance because the MN must
switch traffic at the coarsest possible granularity
that still addresses the required functionality.
This avoids dedicating expensive lower switching
granularity hardware to handle transit traffic,
which is the largest part of the traffic through
the node. In CANON, the FXC and WBXC are
optically transparent switching layers, whereas
the E-O WXC is optically opaque. An important
aspect is that all three layers avoid any process-
ing of the information content. Here, we pro-
pose specific architectures for the WBXC and
the E-O WXC, and we explain their mode of
operation when these are used as building blocks
of an MN in CANON.

The proposed WBXC architecture is the
wavelength selective switch (WSS) shown in
Fig. 1 of [12]. Although it has been proposed
for wavelength switching in [12], the architec-
ture is suitable for any switching granularity.
The most attractive feature of the architecture
is its modularity for adding either a new fiber
and/or a new waveband. As shown in Fig. 3a,
the WBXC provides the required connectivity

between the FXC and the WXC layers. In the
latter case, optimized routing between the
WBXC and the WXC can be achieved based on
the analysis of [10].

Regarding the WXC as shown in Fig. 3, due
to the CANON concept, the slots are well-
groomed in frames and wavelength channels, so
no wavelength conversion is required for the
outgoing WDM channels. However, the follow-
ing considerations should be taken into account:
• Since the shortest path routing principle is

violated, transmission impairments are
accumulated, and the WXC layer of the
MN should provide 3R regeneration for the
outbound channels but without invoking
any L2/L3 processing.

• The WXC should cross connect the local
outgoing wavelengths with the transit traffic
that is handled at the wavelength level.
Thus, the WXC must provide wavelength
conversion to a number of wavelength chan-
nels, as well as to switch individual wave-
lengths to groom them into wavebands.

• The offering of local add/drop to/from the
WBXC and to tributary electronic switches.

The proposed solution addresses all these issues,
and a schematic illustration is shown in Fig. 3b
in a configuration named λ-S-λ [12], with some
important differences as explained below. The λ-
S-λ is the next generation of WSS because it
allows for wavelength conversion, a feature that
is not offered today. The letter “S” stands for
space switch and it designates the typical λ-
blocker architecture whose schematic layout is
given in Fig. 1 of [12]. The letter “λ” designates
the λ-module, a subsystem allowing for wave-
length conversion. The λ-S-λ configuration
emerges directly from a λ-blocker by adding
blocks, that is, two λ-modules for the λ-S-λ to
the already existing structure giving birth to the
new functionality.

A schematic illustration of the λ-module is
shown in Fig. 3c. The λ-module is a subsystem
allowing for wavelength interchange using all
optical means. In contrast to [12], the entire
block is based on mature electro-optic technolo-
gy to facilitate rapid deployment: The incoming
wavelength is detected, 3R regenerated, and it
is buffered to synchronize the outbound from
the cluster traffic with the transit traffic. As
mentioned, at this stage bit-by-bit processing of
the information content is entirely obviated. At
the appropriate time, the train-slot is directed to
a tunable transmitter, followed by a passive
optical router (e.g., arrayed waveguide grating
[AWG]), a fixed receiver, and finally a fixed
transmitter. With this set up, the incoming
wavelengths are interchanged to avoid blocking
in the λ-blocker. A second module is required
at the output, to ensure unrestricted wave-
length-to-wavelength conversion. Also, because
the λ-blocker is switching-technology agnostic,
different switching family elements with respect
to their reconfiguration time can be simultane-
ously used. The λ-S-λ architecture is rear-
rangably non-blocking, and it allows for
broadcasting or multicasting. It is also both
fiber-modular and wavelength-modular. These
features ensure that the MN can scale from low
to high capacities in a cost-effective way.
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n Figure 4. Simulated network topology with 16 nodes (which can form four
clusters with four MNs).
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PERFORMANCE EVALUATION OF THE
CANON ARCHITECTURE

Extending the work in [6] — where CANON
employed pre-provisioned lightpaths in the inter-
cluster network — in this section we investigate
the additional performance benefits of a dynam-
ic, scalable inter-cluster network, which provides
additional multiplexing gains outside the cluster
as well. Of course, it is not possible to complete-
ly eliminate losses due to burst collisions, as was
the case with the logical full mesh assumed in
[6], where losses only occurred due to buffer
overflow. To evaluate the new dynamic CANON,
a generic symmetrical network topology of 16
core nodes as illustrated in Fig. 4 is used under
the following assumptions:
• All neighboring nodes have the same dis-

tance between them (symmetrically spaced).
• Traffic demand is uniformly balanced

among all network nodes, and the generat-
ed traffic is destined to all other nodes with
uniform probability.

• Each core node receives ingress traffic fol-
lowing a Poisson process through an edge
node, where burst assembly is performed.

• Four wavelengths are used by edge nodes,
as well as between core nodes in the periph-
ery, whereas sixteen wavelengths are pro-
vided in the core links interconnecting
nodes F, G, J, and K, because they must be
appropriately dimensioned to carry the
largest percentage of the network load.
The previous topology represents the case of

an optical core similar to existing network back-
bones like the 16-node Pan-European network
or the 14-node NSF backbone. Therefore, link
distances were similarly selected, taking into
account the average distance among neighboring
nodes and the largest span and network periph-
ery of NSF. Figure 5a shows the burst loss prob-
ability, and Fig. 5b shows the end-to-end delay
versus network load for two cases. In the first
case, dynamic resource allocation is achieved by
means of a typical OBS one-way reservation
scheme (the just-enough-time [JET] signaling
scheme proposed in [1]) operating between all
16 core nodes of the network shown in Fig. 4. In
the second case, the CANON approach is used

in the same network of Fig. 4, now grouping
every four neighboring nodes into a cluster to
create an equivalent CANON topology for the
purpose of achieving a meaningful performance
comparison.

An inspection of Fig. 5a and Fig. 5b reveals
the basic trade-off between reduced loss and
higher delay (due to reservations) that CANON
offers over OBS. However, whereas the loss
improvement is very significant, the delay penal-
ty is not disruptive for the proper network oper-
ation as are the excessive losses, because it
remains at acceptable levels for all services (by
avoiding the end-to-end reservation). It is worth
noting that the low delay of OBS, particularly at
high loads, should be treated with caution
because it represents a very small percentage of
bursts that manage to arrive at their destination,
which also explains why delay does not grow
exponentially (because lost bursts are not mea-
sured!). This also explains the slightly decreasing
delay at high loads due to the higher probability
of loosing bursts with longer offsets (due to the
more contention points) that reduces the aver-
age delay.

CONCLUSIONS
In this work, the CANON architecture was pre-
sented and evaluated as a viable solution to mul-
tidomain dynamic core networks able to
reconcile guaranteed loss performance of optical
slots/packets with statistical multiplexing gains.
CANON provides an integrated solution toward
efficient, on-the-fly aggregation of traffic in edge
nodes and optically performing burst switching
in the inter-cluster network. Thus, by hierarchi-
cally aggregating traffic inside the clusters
through the lossless two-way reservation scheme,
one way, OBS-like control for frame/burst
switching inside the inter-cluster network can be
employed when dynamic fine granularity (i.e.,
sub-wavelength) resource reservation is required.
The overall reduction of contention points
(because collisions inside the cluster of origin
were resolved preemptively by the control proto-
col) enables the OBS switching in the inter-clus-
ter network (chosen to avoid further reservation
delays) to become far more efficient than in a
flat optical core network topology, resulting in

n Figure 5. a) Burst loss probability; b) end-to-end delay for unclustered vs. clustered 16-node core network.
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excellent burst loss matched with tolerable delay
as quantified by the presented simulation results.
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