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An Algorithm for Distorted Fingerprint Matching
Based on Local Triangle Feature Set

Xinjian Chen, Jie Tian, Senior Member, IEEE, Xin Yang, and Yangyang Zhang

Abstract—Coping with nonlinear distortions in fingerprint
matching is a challenging task. This paper proposes a novel
method, a fuzzy feature match (FFM) based on a local triangle
feature set to match the deformed fingerprints. The fingerprint is
represented by the fuzzy feature set: the local triangle feature set.
The similarity between the fuzzy feature set is used to characterize
the similarity between fingerprints. A fuzzy similarity measure for
two triangles is introduced and extended to construct a similarity
vector including the triangle-level similarities for all triangles in
two fingerprints. Accordingly, a similarity vector pair is defined
to illustrate the similarities between two fingerprints. The FFM
method maps the similarity vector pair to a normalized value
which quantifies the overall image to image similarity. The pro-
posed algorithm has been evaluated with NIST 24 and FVC2004
fingerprint databases. Experimental results confirm that the
proposed FFM based on the local triangle feature set is a reliable
and effective algorithm for fingerprint matching with nonlinear
distortions.

Index Terms—Distortion, fingerprint recognition, matching,
minutia, similarity measure.

I. INTRODUCTION

INGERPRINT recognition has been applied to identify
F criminals in law enforcement, and currently it is being
increasingly used for personal identification in a civilian’s
daily life, such as an ID card, fingerprints hard disk, and so
on. Various fingerprint recognition techniques, including fin-
gerprint acquisition, enhancement, matching, and classification
are developed and advanced rapidly. However, there are still
difficult and challenging tasks in this field. One of the main
difficulties in matching two fingerprint impressions of the same
finger is to deal with the nonlinear distortions, which are caused
by the acquisition process. When capturing, the three-dimen-
sional (3-D) elastic surface of a finger is pressed onto a flat
sensor surface, and this 3-D—two-dimensional (2-D) mapping
introduces nonlinear distortions, especially if the force is not
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Fig. 1. Example of large distortion from FVC2004 DBI1. (a) 102_3.tif, (b)
102_5.tif, and (c) the map relations of the corresponding minutiae in fingerprint
images 102_3 and 102_5, (d) the image is fingerprint 102_5 (after registration)
added to 102_3. In the rectangle region, the corresponding minutiae are approx-
imately overlapped. While in the ellipse region, the maximal vertical difference
of corresponding minutiae is more than 100 pixels.

orthogonally applied to the sensor [1]. The distortion is associ-
ated with several reasons [2], including the sensor orientation
with the finger, the applied pressure, the disposition of the
subject, the motion of the finger prior to its placement on the
sensor, the skin moisture, and the elasticity of the skin, etc. It is
a realistic situation for noncooperative users who deliberately
apply excessive force to create intentional elastic deformations.
In Fingerprint Verification Competition 2004 (FVC2004) [3],
individuals were requested to exaggerate the skin distortion
during the certain fingerprint capturing process. Fig. 1 shows
a pair of fingerprints of large distortion from FVC2004 DB1
(102_3.tif and 102_5.tif). While the corresponding minutiae in
the rectangle region are approximately overlapped, the max-
imal distance between corresponding minutiae in the ellipse
region is more than 100 pixels. In order to improve the whole
fingerprint recognition system, these nonlinear distortions must
be well accounted for.

There are different attempts to deal with the nonlinear dis-
tortions in fingerprint images. These include the methods based
on detecting the distortion [4]-[6]; bounding box [7]—[9]; local
similarity [10]-[13]; deformation model [1], [2], [14]; and
others [15], [16].

Some methods measured the forces and torques on the
scanner directly with the aid of specialized hardware [4], or
detected and estimated the distortion occurring in fingerprint
videos [5]. If excessive force is applied or the estimated distor-
tion is too large, the captured fingerprint image will be deleted.
However, these methods do not work with the collected images.
Chen et al. [6] computed the registration pattern (RP) between
two fingerprints which inspects whether it is within a genuine
RP space. If it is, further fine matching will be conducted.

In some methods, a bounding box was used to match the de-
formed fingerprints [7]-[9]. In Jain’s algorithm [7], a fixed-size
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bounding box was used during the matching process. Luo et al.
[8] improved this algorithm, a changeable bounding box had
been applied during the matching process which made it more
robust to nonlinear deformations between the images. Lee et al.
[9] addressed a minutiae-based fingerprints matching algorithm
by using distance normalization and local alignment to deal with
the nonlinear distortion. However, in order to tolerate the posi-
tion change of the corresponding minutiae because of plastic
distortions, the size of the bounding boxes had to be increased.
As a side effect, this may lead to a higher false acceptance rate
by wrongly pairing the nonmatching minutiae.

Some of the matching techniques computed the local sim-
ilarity to improve the robustness of the distortion affecting
fingerprint patterns since the local similarity was less affected
by plastic distortions [10]-[13]. Ratha et al. [10] used the local
neighborhood structures to get the corresponding minutiae
pairs. Kovacs—Vajna et al. [11] proposed a triangular matching
method to cope with the strong deformation of fingerprint
images, which graphically demonstrated that the large cumula-
tive effects can result from small local distortions. Jiang et al.
[12] addressed a method which relies on a similarity measure
defined between local structural feature to align two patterns
and calculate a matching score between the two minutiae lists.
Wahab et al. [13] developed a method using groups of minutiae
to define a local structural feature. The matching is based on the
pairs of corresponding structural features which are identified
between two fingerprint impressions. These methods only solve
part of the nonlinear deformations.

Some researchers proposed the deformation models to de-
scribe the nonlinear distortions in fingerprint images [1], [2],
[14]. Maio et al. [14] proposed a plastic distortion model to
cope with the nonlinear deformations. In this method, the phys-
ical cause of the distortion is modeled by distinguishing three
distinct concentric regions in a fingerprint. Experiments have
shown that this model provides an accurate description of the
plastic distortions, but it is difficult to accurately estimate the
distortion parameters. Bazen et al. [1] employed a thin-plate
spline model to describe the nonlinear distortions between two
sets of possible matching minutiae pairs. They use a thin-plate
spline (TPS) model to align every pair of impressions, even if
they are from two different fingers. It forces an alignment be-
tween impressions originating from two different fingers and,
therefore, results in a higher false accept rate. Ross et al. [2]
improved Bazen’s method [1], using the average deformation
computed from the fingerprint impressions of the same finger
based on the thin-plate spline model to cope with the nonlinear
distortions.

There are other methods proposed to deal with the distor-
tion [15], [16]. Senior et al. [15] proposed an algorithm that
first estimated the local ridge frequency in the entire fingerprint
and then converted a distorted fingerprint image into an equally
ridge spaced fingerprint. Although the stricter matching condi-
tion slightly increases the algorithm performance, this method
only solves a part of the nonlinear deformations. Chen et al.
[16] proposed an algorithm based on fuzzy theory to deal with
the nonlinear distortion. In this algorithm, the local topological
structure matching was introduced to improve the robustness of
global alignment. A method based on fuzzy theory, normalized

fuzzy similarity measure was conducted to compute the simi-
larity between the template and input fingerprints.

Different from the above mentioned methods, we developed a
novel way, fuzzy feature match (FFM) based on a local triangle
feature set to match the deformed fingerprints. The fingerprint
was represented by the fuzzy feature set: local triangle feature
set. The similarity between the fuzzy feature set was used to
characterize the similarity between fingerprints. A fuzzy sim-
ilarity measure for two triangles was first introduced. The re-
sult was then extended to construct a similarity vector which
includes the triangle-level similarities for all triangles in two
fingerprints. Accordingly, a similarity vector pair was defined
to illustrate the similarities between two fingerprints. Finally,
the FFM measure mapped a similarity vector pair to a normal-
ized quantity within the real interval [0, 1], which quantifies the
overall image to image similarity. The proposed algorithm was
evaluated with NIST 24 and FVC2004 fingerprint databases.
Experimental results indicate that our algorithm works well with
the nonlinear distortions. For deformed fingerprints, the algo-
rithm gives considerably higher matching scores compared to
conventional matching methods. The equal error rate (EER) of
the proposed algorithm on NIST 24 is about 3.11%. In the fin-
gerprint database, DB1 and DB3 of FVC2004, EER are 4.06%
and 1.35%, respectively, although there is a large distortion be-
tween some fingerprints from the same finger.

The rest of this paper is organized as follows. Section II
explains the fingerprint preprocessing and minutiae extraction
process. Section III presents the detail of the novel method,
FFM, based on the local triangle feature set for deformed fin-
gerprints matching. Section I'V gives out the theoretical analysis
of the method. The performance of our algorithm is shown by
experiments in Section V. Section VI is the conclusion.

II. FINGERPRINT PREPROCESSING AND MINUTIAE EXTRACTION

The method proposed by Hong er al. [17] is used to enhance
the image and obtain the thinned ridge map. The thinned ridge
map is postprocessed by Luo’s method [18]. Then, the minutiae
sets M are detected by Hong’s method [17].

Itis difficult to reliably extract minutiae from the input finger-
print, especially from the low-quality fingerprints. The perfor-
mance of the minutiae extraction algorithm highly depends on
the quality of the input images. However, in reality, about 10%
[17] of acquired fingerprints are of poor quality due to variations
in impression or skin condition, ridge configuration, acquisition
devices, and noncooperative attitude of subjects, etc. For those
poor images, some spurious minutiae may exist even after fin-
gerprint enhancement and postprocessing. It is necessary to de-
velop an algorithm to work with these spurious minutiae.

A method proposed in our previous work [16] is used to judge
whether an extracted minutiae is a true one. According to our ex-
perience, the distance between true minutiae is generally greater
than a certain value. While near the spurious minutiae, there are
usually other spurious minutiae, and they are often detected at
the border of the fingerprint image. The detailed algorithm for
dealing with the spurious minutiae is described in another paper
[16]. None of the detected spurious minutiae are included in the
further matching process.



CHEN et al.: AN ALGORITHM FOR DISTORTED FINGERPRINT MATCHING

0Z |
v

Fice \\%k
‘QQCEk[
IIIIK‘

dik k™

di

Fig. 2. Local triangle structure of the fingerprint.

III. FuzzY FEATURE REPRESENTATION AND Fuzzy MATCH

A. Defining Local Triangle Feature Set

In our algorithm, the block of the matching is the
local triangle feature of the fingerprints. The feature
vector of a local triangle structure 7T} is defined as
FTk = {dij, dik7 djk, 1/)1'./ 1/)]'7 wk, OZ,L'7 OZj7 OZk, Q;,005, Ozk}
where d;; denotes the distance between minutiae ¢ and j; and
1); indicates the angle between the direction from minutiae
1 to j and the direction from minutiae ¢ to k; OZ; presents
the orientation differences within the region of minutiae 7, a;
denotes the angle between the orientation of minutiae 7 with the
direction of the interior angle bisector of corner . The pixels in
the square centered around minutiae ¢ within the radius r (7 is
an empirical parameter r = 15 in our algorithm) are forming
the region of the minutiae ¢. OZ; is computed as follows:

i=z0+r j=y0+r

i=x0r j=yOr

Z; = 1
0Z; 2r e 27 M

where r is the radius of region, and Ori(iz, 7) is the orientation
at image point (i,).

The meaning of the parameters {d;x, d;x, ¥, ¥r, OZ;, O Z,
aj, o} is similar to {d;;, v;, OZ;, a; }. It is clear that the local
triangle structure feature vector F'T}, is independent from the
rotation and translation of the fingerprint. Fig. 2 shows a local
triangle structure of the fingerprint.

An exhaustive search will be done to construct the triangles as
no prior minutiae correspondence is established. The triangles
are constructed by the triplets of minutiae satisfy the following
constraint; it means that a minutia belongs to many triangles
formed with other minutiae. There is one constraint during the
process of constructing the local triangles: the maximum length
of the edge in triangle should be less than thrq, and the min-
imum length of the edge should be greater than thrs. As the
fingerprint is deformed, the distance between two minutiae (ver-
texes of the triangle) should not be long. The large deforma-
tion is formed by the accumulation from all of the regions be-
tween minutiae [11]. thr; and thro are empirical parameters
(set different value for different database thr; = 150 pixels,
thro = 10 pixels for FVC2004 DB1 in the proposed algorithm).

Fig. 3. Genuine distorted pattern derived from a true matching attempt. (a)
Template image. (b) Input image. (c) Genuine distorted pattern.

Then, the feature vector set F' = {FTy,FTs ---,FTy},
which consists of feature vectors F'Ty, k = 1,2,...N, of all
local triangles detected from a fingerprint, is used to represent
the image. Fingerprint matching is to find a similarity between
two feature vector set, one from the template and another from
the input fingerprint, respectively.

B. Learning Genuine Distorted Pattern Parameters Space

Before measuring the similarity between the fuzzy feature set,
we define the genuine distorted pattern parameter space, which
is derived from a set of genuine matching attempts.

Suppose FTrp = {dij, dig,djk, Vi, P, 9k, OZ;,0Z;,
OZy,ai 05, is a local triangle feature in a tem-
plate fingerprint and FTp, = {d};,diy, djy, ¥i, 95,
V1, 0Z;,07;,0Z;, a0, o)} is a local triangle feature
in an input fingerprint. Four distorted pattern parameters, vec-
tors lgn(iig, ﬁdig, O_Zdig, and dg;g¢ are calculated as follows:

lengig = {|dij — di; |, 1die — dig] | dje — diye|} @)
Daig = {|is — v in — ikl s [k — ]} B)
OZan = {|0Z; — 0Z!],|0Z; — 0Z},

|0Z, — 0Z,} “)
ok — o]} (5)

These distorted pattern parameters construct the deformed
pattern feature vector f(lenqig, Vi, O Zait, Qaisr). To learn
the genuine distorted pattern parameter, we applied a set of
distorted fingerprint images to derive a genuine distorted pat-
tern parameter space. In order to ensure the samples are rep-
resentative of various types of distortions, we choose the cor-
responding training samples for each database. For example, in
the FVC2004 databases [3], we used training set I3 to derive the
genuine distorted pattern parameter space for benchmark set A.

Fig. 3 shows a genuine distorted pattern derived from two im-
ages in FVC2004 DB1 Set B. In this database, the distortion be-
tween some impressions from the same finger is large as shown
in Fig. 1. The database set B contains 80 fingerprint images cap-
tured from ten different fingers, eight images for each finger.
The image was acquired through the “CrossMatch V300" op-
tical sensor. The size of the image is 640x480 pixels with the
resolution being about 500 dpi. In order to compute the gen-
uine distorted pattern parameter space of FVC2004 DB1, we
matched those impressions from the same finger and trained the
distorted pattern parameters in Set B.

(-fdig = {|ai — a2| 5 |(1j — a',j
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C. FFM

Based upon fuzzy feature representation of fingerprints, the
similarity between the fuzzy feature is used to characterize the
similarity between fingerprints. We introduce a fuzzy similarity
measure for two triangles and extend it to construct a similarity
vector including the triangle-level similarity for all triangles in
two fingerprints. Accordingly, a similarity vector pair is defined
to illustrate the resemblance between two images. The FFM
method maps a similarity vector pair to a normalized quantity,
within the real interval [0, 1], which quantifies the overall image
to image similarity.

1) Fuzzy Similarity Between Triangles: All elements in the
genuine distorted pattern parameter space construct the fuzzy
feature set G. The center (g) of the fuzzy feature set G is used
to represent feature set G, with g defined as

(6)

where j_" represents a feature vector in G, V(G) denotes the
volume of G, which is essentially the mean of all elements of
the feature set, and it may not be an element of the feature set.
While averaging over all features in a feature set increases the
robustness of the fuzzy feature, at the same time, lots of useful
information are submerged into the smoothing process because
a set of feature vectors is mapped to a single feature vector.
Here, we chose only the first-order moment to describe the fuzzy
feature set, and the experimental results prove that it is simple
and efficient for using the center (g) to represent feature set G.

SUPPOSG FTTk = {dt]/ dilm djk7 'l)biv ¢]7 ’wkv OZ,', OZ]/
OZ,a;,05, 04} is a local triangle in the template finger-
print and FTp = {d;, dj,d; i Vi Vs, 021,077,
OZ;, aj,af, )} is a local triangle in the input fingerprint,
the following method is employed to measure the similarity
between F' TTk and F'T7y,. First, calculate the deformed pattern
feature vector fk (len,h Ff I/J(h Ffo, OZ,h #f. Qaifr); then mea-
sure the degree of membership of f & to the fuzzy feature set G.

Building or choosing a proper membership function is appli-
cation dependent. The most commonly used prototype member-
ship functions are cone, exponential, and Cauchy functions [19].
In our algorithm, the modified Cauchy function is chosen due to
its good expressiveness and high-computational efficiency [20].

The membership function of f to fuzzy feature set

G : C(f) = [0,1], is defined as
P b if h(f,§) = True
cpH={ 1 . :
(f) 1+( Hi—au) ) otherwise %

where f eGmanda € R, m > 0, a>=0. If and only if
the value of each entry in feature vector f is less than the value
of corresponding entry in feature vector g, h(f" ,g€) = True. g
is the center location of the fuzzy set, m represents the width
(IIf — gl for C(f) = 0.5) of the function, and a determines
the smoothness of the function. Generally, m and a describe the
grade of fuzziness of the corresponding feature. For fixed m, the

grade of fuzziness increases while a decreases. For fixed a, the
grade of fuzziness increases as m increases. It is clear that the
farther a feature vector moves away from the cluster center, the
lower the degree of membership to the fuzzy feature is.

2) Fuzzy Feature Matching: Similarity Between Finger-
prints: It is clear that the image-level similarity is constructed
from triangle-level similarities. Let T = {ﬁTt 1 <t<u,
u be the number of all triangles detected from the tem-
plate fingerprint, } represents the template fingerprint, and
I = Fﬂ : 1 <4 < v, vis the number of all triangles detected
from the input fingerprint, } represents the input fingerprint.
First, for every th € T, we define the similarity measure for
itand [ as

Il = max {C(ﬁTt —PTyli=1.. .'v.} ®)
Combining I together, we get a vector
I T
U= [0, 1] ©)

Likewise, for every F T; € I, we define the similarity measure
for it and 1" as

17 = max {C(F‘T,- _FT)t=1.. u} . (10)
Combining /7" together, we get a vector
4T T
U= (i, 0] an

It is clear that i1 describes the similarity between the individual
fuzzy feature in T" and all of the fuzzy features in I, and r
illustrates the similarity between individual fuzzy features in I
and all fuzzy features in T'. Thus, we define a signilarity vector
for T and I, denoted by I_:(T’I), as LD = [li;] which is a
(w + v) dimensional vector with values of all entries within the
real interval [0,1].

The FFM method is applied to provide an overall image
to image similarity by summation of all the weighted entries
of similarity vectors LT The FFM method computes the
inner products of similarity vectors LD with weight vectors
w. There are many options to choose weight vectors w. We
can take the location of the triangles into account and assign
higher weights to triangles closer to the center of the fingerprint
(center-favored scheme, assuming the triangles near the image
center are more reliable). Another choice is the area scheme. It
takes the area covered by the triangle as the weight based on
the viewpoint that the triangle of the proper area in a fingerprint
is more reliable. In the FFM method, both area- and center-fa-
vored schemes are used. The weight vectors w are defined as

=(1-p)s + pip (12)
k|| 1 P
A= | — | — yWA; S e
'wﬁ WA,y 4
WY (sims?
Sa= Ze = (13)
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INPUT: the minutiae number n, m of the template and query fingerprints;

OUTPUT: s¢, the number of matched triangles between the template and input fingerprints;

1)Fori=1ton;

2) Generate each minutiae details (position, minutiae orientation, orientation differences within the region) for template;

3) Next i

4)Fori=1tom,

5) Generate each minutiae details (position, minutiae orientation, orientation differences within the region) for query;

6) Next i

7)Fori=1ton; Forj=i+1lton;Fork=j+1ton;

8) Compute each local triangle feature details (di/' . dik . d_/k SWis l//j sWy, 0Z;, OZ_/. ,0Z,,0,;, O(j » @, ) for template;

9) Next k; Next j; Next i

10) Suppose a triangles have been constructed for the template fingerprint

11) Fori= 1 to m; Forj =i+ to m; For k=j+1 to m;

12) Compute each local triangle feature details ( dpq, dpr, dqr, l//p, l//q, V., OZp, OZq, ozr,ap,aq,ar ) for query;

13) Next k; Next j; Next i

14) Suppose b triangles have been constructed for the query fingerprint

15)Forii=1toa; Forjj=1to b

018 |d, -d, | < thr, and|d, -d | < thr, and|d,

and ‘(//’ -y,

and ‘oz,. -0z,

and ‘a}_ -a,

17) si=si+1;
18) End if;
19) Next jj; Next ii

-d,

<thr,

<thr, and |¢/1 - l//q‘ <thr, and |t;/k -l//rl <thr,
<thr,, and ‘ozj -oz q| <thr,, and ‘ozk - oz,,| <thr,,

<thr, and |a_, - aql <thr, and ‘ak - a,,| <thr,)

Fig. 4. Basic simulation procedure.

—

I wp
— _ |wp | _ ‘ _ 1 gy
wB = — | = ,WB = S e )
T B
wB wBu+v
1=1...u

u+v
Sp=Y e Im~Rl R= {RT (14)

p Ry i=wu...u+tv
where S, is the desired area of the triangle, Ry is the center of
template image, Ry is the center of the input image, r; is the
barycenter of the ith triangle. 14 contains the normalized area
percentage of both template and input fingerprints, 1/ contains
normalized weights which favor triangles near the image center,
p € [0, 1] adjusts the significance of @ 4 and wp. Consequently,
the FFM measure for template and input fingerprints is defined
as

Sim = [(1 — p)@a + pwp] LD, (15)

IV. PERFORMANCE ANALYSIS

The important works were presented by Pankanti et al. [21]
and Tan et al. [22], which measure the details to establish
the correspondence between two fingerprints. Different from
Pankanti’s model, Tan not only assumes that the uncertainty
area of any two minutiae may overlap each other, but also mea-
sure the relationship between different minutiae. They make
the following assumptions to estimate the probability: 1) do
not distinguish endpoint and bifurcation but take both of them
as the point feature; 2) point features are distributed uniformly
in the fingerprints, however, the uncertainty area of different
minutiae may overlap; 3) correspondence of a minutiae pair
is independent and each correspondence is equally important;
4) fingerprint quality is not explicitly taken into account in
the model; and 5) the template and query fingerprints are well
aligned.
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We analyze our work based on Tan’s model. Different from
his assumptions, there is no need to align the template and query
fingerprints because the local triangle structure feature we are
using is independent from the rotation and translation of the
fingerprint.

A. Performance Analysis of FFM Based on the Local Triangle
Feature Set

In our algorithm, the fingerprint is represented by the local
triangle feature set. The similarity between template and input
fingerprints is constructed by triangle similarities. It is diffi-
cult to get the closed-form equation for P(Sim > thre/M =
m, N = n), where M, N are the minutiae number of the tem-
plate and input fingerprints, respectively, P{e} is the proba-
bility that the similarity between the template and input finger-
prints is greater than threshold thre. Here, we will analyze Py,
N (M3 = s), where M3 is the matched number of triplets
of minutiae which satisfy all of the criterion in the matching
process, and Py, () is the probability of the local triangle fea-
ture set matching model.

Suppose 1) the number of all triangles detected from the tem-
plate and input fingerprints are % and v, respectively; 2) only
consider the entry that triangle similarity is equal to 1 in the
similarity vector LT and 3) choosing the simplest weight
vectors w = (1/u+ v) - I, I is the unit vector.

Since for each triangle, the feature is represented by vector
{dij, d.,'k, d]‘k, 1/)1': 1/"_1’7 1/)k, OZ,'7 OZ_,'7 OZ],,7 Q;, Qj, ak} and
those entries of the vector are not independent, they may have
an effect on other entries. It is difficult to get the closed-form
equation for Py n(Ms = s). We use a statistical method
to estimate Pp; y(Ms = s) and its 95% confidence interval
PN con—95%(M3 = 8). Then, we can calculate the expec-
tation of the probability distribution function (PDF) of the local
triangle feature set matching model as Egon—959% (M3 = 8).

B. Estimation of Py n(Ms = s)

Our estimation parameters include thrq = 15 pixels, thry, =
15°, thr, = 15°, thr,, = 5°. It is an expensive computa-
tion to search all possible situations to find Py n(Ms = s).
Therefore, we use simulations to estimate its mean and 95%
confidence interval. The basic simulation procedure is shown
in Fig. 4. We performed the tests 100 times, and each test was
composed of 10® times simulation (i.e., we repeated the basic
simulation procedure 100 % 10® times. Fig. 5 shows the detail
of Pyr,n(Ms = s) for different values of M3 with their 95%
confidence interval under M = 36 and N = 36. We observed
that the 95% confidence interval of the estimated distribution
was very small, the maximum length of the 95% confidence in-
terval in Fig. 5 was 5.6 x 104, Obviously, the results of the
100 tests are very consistent. Table I indicates the error rates for
different M, N, and s. We find that the average number of tem-
plate triangles is almost equal to the average number of input
triangles as the minutiae number for the template and input fin-
gerprints is the same. In addition, we also find that if all of the
other parameters are fixed, the smaller the number of minutiae
in the template and query fingerprints, the lower the probability
that they are similar for the same s.

0 + Estimation
100 ® QO 95% Confidence Interval
()
107 7
®
S @
S -4
£ 107 4 ®
E ®
~
z 10° 7 ®
E ®
) 10° ®
@
10710 : : : : @
0 2 4 6 8 10
M;

Fig. 5. Simulation results of Pyr=36,n=36(M3 = s) and their 95% confi-
dence intervals.

TABLE I
ESTIMATED ERROR RATE FOR DIFFERENT M, N, AND 8, * REPRESENT THAT
NONE OF THE CASES HAVE OCCURRED UNDER THESE CONDITIONS. % AND
v ARE THE NUMBER OF ALL TRIANGLES DETECTED FROM THE TEMPLATE
AND INPUT FINGERPRINTS, RESPECTIVELY

Average | Average Pyy (M5 =s)

value of | value of 8 10 12 15 20 25

u v

60 60 3732 3731 | 23x107 | 63x107* | Lex10 | 1.8x10° | 6.7x107 | 6.7x10°

45 45 2151 2152 | LIx10® | 7.8x107 | Li1x10® | 2.1x107 * *

36 36 1078 1079 | 5.6x10% | 6.5x107 | 8.3x10"° * * *

20 20 292 292 | 15x107° * * * * *

V. EXPERIMENTAL RESULTS

The proposed algorithm has been evaluated on the finger-
prints database of NIST 24 [23] and FVC2004. The fingerprints
in NIST 24 have significant plastic distortions and can be used
to determine how well the system tolerates significant plastic
distortions. In FVC2004, databases are more difficult than
FVC2000/FVC2002. In FVC2004, emphasis is on distortion,
and dry and wet fingerprints. Especially in DB1 and DB3 of
FVC2004, the distortion between some fingerprints from the
same finger is large.

Our algorithm is compared with the methods described by
Luo et al. [8] and Bazen et al. [1]. We also perform comparisons
with other FVC2004 participants’ algorithms.

A. Performance on NIST 24

NIST Special Database 24 [23] contains Moving Picture Ex-
perts Group (MPEG-2) compressed digital video of live-scan
fingerprint data. The database is distributed for developing and
testing the fingerprint verification systems. There are two parts:
the first contains 10 s (300 frames, 720 x 480 pixels) of finger-
print data with plastic distortions, and the second contains 10 s
of fingerprints at various rotated angles. The database includes
10 samples (five male and five female) of all ten fingers, for a
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Fig. 6. Experimental results on two fingerprints in NIST 24. The images have
been scaled for view: (a) original image. (b) thinned image of (a). (c) original
image, and (d) enhanced image of (c). The similarity of these two fingerprints
is 0. 62272.
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Fig. 7. Experimental results of our algorithm on NIST 24. The tested database
contains 1000 fingerprint images. Ten individual frames were extracted for every
MPEG-2 video file in NIST 24.

total of 100 MPEG-2 video files. The MPEG-2 files can also be
decoded into individual frames and used to test minutiae-based
verifications and determine how well the system tolerates sig-
nificant plastic distortions.

We extract a set of images from NIST Special DB 24 to eval-
uate how well the proposed algorithms tolerate the significant
plastic distortions. For every MPEG-2 video file in NIST 24,
ten individual frames were extracted. Hence, the tested data-
base contains 1000 (100 * 10) fingerprint images. Our algorithm
is evaluated according to FVC rules. Each sample is matched
against the remaining samples of the same finger in genuine
match. The total number of genuine tests (in case no enrollment
rejections occur) is ((10 % 9)/2) % 100 = 4, 500. In an imposter
match, the first sample of each finger is matched against the
first sample of the remaining fingers. Hence, the total number of
false acceptance tests (in case no enrollment rejections occur) is
((100 % 99)/2) = 4,950. In this database, the average number
of minutiae is 75, and the average number of triangles detected
from the fingerprints is 6652.

Fig. 6 shows a fingerprint pair with large distortion from
NIST 24, (a) and (c) are the original images, (b) and (d) indicate
the thinned results of (a) and (c), respectively. Using the pro-
posed algorithm, the similarity between these two fingerprints
is 0.62272. The performance of our algorithm on NIST 24
is shown in Fig. 7, the EER is 3.11%. The average time for
matching two minutiae sets is 1.21 s on an AMD Athlon 1600+
(1.41 GHz) PC.

B. Performance on FVC2004 DBI

The fingerprints of FVC2004 DB1 were acquired through op-
tical sensor “CrossMatch V300.” The database set A contains
800 images captured from 100 different fingers, eight images
for each finger. Fig. 1 shows an example of large distortion
from FVC2004 DB1 (102_3.tif and 102_5.tif). Using our algo-
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Fig. 8. Experimental results of the proposed algorithm on 109_3.tif and
109_4.tit in FVC2004 DB1. The images have been cropped and scaled for
view. (a) 109_3.tif, (b) enhanced image of 109_3, (c)109_4.tif, (d) the thinned
image of 109_4. The similarity of these two fingerprints is 0.523 00.
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Fig. 9. Experimental results of our algorithm on FVC2004 DB1_A. The fin-
gerprint images were acquired through an optical sensor.

rithm, the similarity between these two fingerprints is 0.430 12.
Fig. 8 shows another fingerprint pair with large distortion from
FVC2004 DB1. The similarity between these two fingerprints
is 0.523 00. In this database, the average number of minutiae is
43, and the average number of triangles is 2613.

The algorithm performance on FVC2004 DB1 is shown in
Fig. 9. From Fig. 9, we find that the similarity threshold at the
EER point is about 0.265, so we judge that those two finger-
print pairs come from the same finger. The EER of the proposed
algorithm on FVC2004 DBI is 4.06%. The average time for
matching two minutiae sets is 1.12 s on an AMD Athlon 1600+
(1.41 GHz) PC.

C. Performance on FVC2004 DB3

The fingerprints of FVC2004 DB3 were acquired through the
thermal sweeping sensor “FingerChip FCD4B14CB” by Atmel.
The size of the image is 300 x 480 pixels with a resolution of
512 dpi. In this database, the distortion between some finger-
prints from the same finger is large. Fig. 10 shows a fingerprint
pair with large distortion from FVC2004 DB3. The similarity
between these two fingerprints is 0.562 35 by our algorithm. In
this database, the average number of minutiae is 56, and the av-
erage number of triangles is 3668.

The performance of the proposed algorithm on FVC2004
DB3 is indicated in Fig. 11. The similarity threshold at the EER
point is about 0.255, so we judge that this pair comes from the
same finger. The EER of the proposed algorithm on FVC2004
DB3 is 1.35%. The average time for matching two minutiae
sets is 1.08 s on the AMD Athlon 1600+ (1.41 GHz) PC.

D. Comparison of FFM with Other Algorithms

The bounding box and the TPS model are two traditional
methods in dealing with nonlinear distortions. The proposed al-
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Fig. 10. Experimental results of the proposed algorithm on 103_2.tif and
103_4.tif in FVC2004 DB3. The images have been scaled for view. (a)
103_2.tif, (b) enhanced image of 103_2, (c) 103_4.tif, (d) enhanced image of
103_4. The similarity of these two fingerprints is 0.56235.
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Fig. 11. Experimental results of our algorithm on FVC2004 DB3_A. The fin-
gerprint images were acquired through the thermal sweeping sensor.

gorithm is compared with these two methods, Luo’s algorithm
[8] (bounding box) and Bazen’s algorithm [1] (TPS model). The
comparisons are performed with other FVC2004 participants’
algorithms as well.

The comparison of our algorithm with Luo’s [8] is carried
outon FVC2004 DB1. In Luo’s method, a changeable bounding
box has been used during the matching process. It is robust to
nonlinear deformations. However, the distortion in some im-
pressions from the same finger captured from the CrossMatch
sensor is large. In order to tolerate the apart matching minutiae
pairs caused by distortion, the size of the bounding boxes has
to be increased. However, as a side effect, it gives nonmatching
minutiae pairs a higher probability to get matched, resulting in a
higher FAR. Table II lists the comparison of the matching score
of our algorithm to Luo’s method. It is clear that case 1 and
case 2 have been successfully matched in our FFM algorithm.
While for Luo’s method, when the size of the bounding boxes
is 15, case 1 and case 2 are false rejected; and when size of the
bounding boxes is increased to 25, case 2 is accepted but case
1 is false rejected; meanwhile, EER is increased from 9.13% to
9.92% (the size of the bounding boxes is obtained according to
the experiments). Moreover, the EER of our algorithm is 4.06%,
which is much lower than Luo’s method of 9.13%.

Our algorithm contrasts with Bazen’s algorithm [1] as well.
In their training database of FVC2002 DB1, the EER turned out
to be 1.8% with r0 = 5 for elastic matching. While in our al-
gorithm, the EER on FVC2002 DB1 is only 0.26%. Our ex-
perimental results on FVC2002 DB1 are shown in Fig. 12. The
results confirm that the performance of our algorithm exceeds
Bazen’s algorithm.

TABLE II
COMPARISON OF MATCHING SCORE IN THE FFM ALGORITHM
TO LUO’S METHOD [8]

The Luo’s method: size of
Luo’s method: size of
Performance comparison proposed the bounding boxes =
the bounding boxes = 15
algorithm 25
Score of case 1 in figure 1 0.43012 0.050000 0.194000
Score of case 2 in figure 8 0.52300 0.061800 0.273600
Score threshold at EER point | 0. 26100 0.152000 0.213100
EER(on FVC2004 DB1_A) 4.06% 9.13% 9.92%
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Fig. 12. Experimental results of the proposed algorithm on FVC2002 DB1.

TABLE III
AVERAGE PERFORMANCE COMPARISON OF OUR ALGORITHM WITH OTHER
FVC2004 PARTICIPANTS’ ALGORITHMS OVER THE FOUR DATABASES

. Avg FMR Avg Zero
Algorithm Avg EER Avg FMR 100
1000 FMR
P101 2.07% 2.54% 4.70% 6.21%
P047 2.10% 2.96% 4.61% 6.59%
P071 2.30% 2.73% 5.10% 10.01%
P004 2.45% 3.27% 5.63% 7.34%
P039 2.90% 4.57% 7.44% 32.13%
The proposed
. 2.05% 2.46% 5.05% 8.03%
algorithm

The comparisons are also done with other FVC2004 partic-
ipants’ algorithms. Table III lists the average performance of
our algorithm with other FVC2004 algorithms over the four
databases. The detailed performances of FVC2004 algorithms
can be seen from the website http://bias.csr.unibo.it/fvc2004/.
The proposed algorithm demonstrates excellent results and it is
even better than our previously developed algorithm [16]. (In
FVC2004, the algorithm of PO71 was designed by our lab.)

VI. CONCLUSION AND DISCUSSION

Coping with nonlinear distortions in fingerprint matching is a
challenging task. We proposed a novel method for deformed fin-
gerprints matching. The fingerprint is represented by the fuzzy
feature: local triangle feature set. The similarity between the
fuzzy feature is used to character the similarity between finger-
prints. We introduce a fuzzy similarity measurement for two tri-
angles and extend it to construct a similarity vector including
the triangle-level similarity in two fingerprints. Accordingly, a
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similarity vector pair is defined to illustrate the resemblance be-
tween two fingerprints. Finally, the FFM method maps a simi-
larity vector pair to a normalized quantity which quantifies the
overall image to image similarity within the real interval [0, 1].
The proposed algorithm has been evaluated with NIST 24 and
FVC2004 fingerprint databases. Experimental results confirm
that our algorithm works well with the nonlinear distortions.
The EER of the proposed algorithm on NIST 24 is 3.11%. In
the fingerprints database, DB1 and DB3 of FVC2004, EER are
4.06% and 1.35%, respectively, although there are large distor-
tions between some fingerprints from the same finger. In addi-
tion, our algorithm is good at processing time, the average time
for matching two minutiae sets is about 1.1 s. However, there is a
drawback for our algorithm. For the genuine match, the overlap-
ping area between the template and input fingerprint should be
large. Further research is continuing to improve the algorithm.
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