
Design and Analysis of a Replicated Server Architecture forSupporting IP-Host Mobility�Jason P. Juey and Dipak GhosalzyDepartment of Electrical and Computer EngineeringUniversity of CaliforniaDavis, CA 95616zDepartment of Computer ScienceUniversity of CaliforniaDavis, CA 95616E-mail: jue@ece.ucdavis.edu, ghosal@cs.ucdavis.eduAbstractMobility support in IP networks requires servers to forward packets to mobile hosts andto maintain information pertaining to a mobile host's location in the network. In the mobileInternet Protocol (mobile-IP), location and packet forwarding functions are provided by serversreferred to as home agents. These home agents may become the bottleneck when there are alarge number of mobile hosts in the network. In this paper, we consider the design and analysisof a replicated server architecture in which multiple home agents are used to provide mobilitysupport. In order to minimize the delay across the home agents, one of the key aspects is thedesign of load balancing schemes in which a home agent may transfer the control of a mobilehost to another home agent in the same network. The methods for triggering the transferand the policy for selecting the next home agent de�ne various load balancing schemes whichhave di�erent performance characteristics. In this paper, we design a protocol that forms thebuilding block for implementing such load balancing schemes, and we then study the performancecharacteristics of three selection schemes, namely, random, round-robin, and join the shortestqueue (JSQ), and three transfers policies namely, timer-, counter- and threshold-based. Thekey results of this study are as follows: 1) The results show that both random and round-robinselection policies can yield modest load balancing gains, and that these gains increase when thetra�c is more bursty (burstiness is de�ned as the ratio of the peak arrival rate to the meanarrival rate) as well as when there are more home agents. 2) The threshold-based transfer policyperforms better than timer-based and counter-based policies, since in threshold-based policiestransfers are made only when the queue is overloaded, unlike counter- and timer-based policiesin which transfers can be made from an unloaded home agent to an overloaded home agent.1 IntroductionA key objective in providing mobility support is to ensure that mobile hosts are able to send andreceive messages when they move within a network or from one network to another. In IP networks,routing is based on the IP address of the host [12], [15]. When a host moves from one IP subnetto another, all IP packets addressed to that host will be routed to the host's old network. In orderfor the mobile host to receive messages at its new location, it must obtain an IP address in the�This work has been supported in part by NSF Grant No. NCR-9703275.1



new network, and messages sent to the original IP address need to be forwarded to the new IPaddress. In the mobile-IP protocol [1], this support is provided by two servers: the foreign agentand the home agent. A foreign agents supports the mobile host in the foreign network, while thehome agent maintains the mobility binding and forwards packets to the mobile host when themobile host has roamed out of its home network. While these agents can be implemented in therouter, the protocol processing required by these agents are much more than the packet forwardingfunctions performed by a typical router. For example, the home agent has to perform proxy ARPand gratuitous ARP functions and must also encapsulate incoming IP packets into new IP packetsbefore forwarding it to the appropriate router. Also, not limiting home agent functionality to therouters allows for a more scalable architecture in which other hosts in the network may be utilizedto provide additional processing capacity as needed.When there are large number of mobile hosts from the same home network, and if all of thesemobile hosts are visiting foreign networks, then the servers that perform the agent functions canbecome bottlenecks. Furthermore, a single home agent or a single foreign agent is not a robustarchitecture, as it constitutes a single point of failure. In such a situation, it may be practical toemploy multiple foreign agents and multiple home agents in an IP subnet. We view that theseagents can be replicated in multiple routers and hosts. In order to e�ectively utilize the processingcapacity of these mobility agents, it is necessary to evenly distribute the workload among them.There has been extensive work in the area of load balancing [5][6][7][8]. Most of these workshave considered balancing the load by transferring packets or jobs from one server to another.However, in the system that is being considered, this approach may be ine�cient, since the costof transferring a packet from one home agent to another may be on the same order as the cost offorwarding a packet to the foreign network. A more e�cient approach would be to balance the loadby initially directing packets to speci�c home agents rather that transferring packets among homeagents after the packets have arrived to a home agent. In this work, we consider load balancingfrom a destination-oriented perspective, i.e., packets destined for a given mobile host are directedto a single home agent, and load balancing is accomplished by appropriately assigning mobile hoststo home agents. One approach is to statically assign mobile hosts to home agents and to foreignagents. In this approach, a single home agent will serve a mobile host for as long as that hostis away from its home network, and a single foreign agent will serve a mobile host for the entireperiod during which the host remains in the foreign network. While this scheme may be able toevenly divide the number of mobile hosts among the mobility agents, it does not necessarily balancethe instantaneous loads, since the load at a particular mobility agent will depend on the numberof active connections to the mobile hosts which it is serving. For example, two home agents eachserving the same number of mobile hosts may have signi�cantly di�erent loads if the mobile hostsbeing served by one home agent are receiving a high volume of tra�c, while the mobile hosts beingserved by the other home agent are not receiving any tra�c. Another disadvantage of a staticassignment is that, since tra�c tends to be bursty, the queue at a given home agent may tend tobuild up quickly during a burst, leading to high delays. If the burst is instead spread over a numberof home agents, then the overall delay may be reduced.In this paper, we attempt to solve the load balancing problem by presenting a scheme in whichmobility agents take turns serving a mobile host. As a result, a mobile host which is receivinglarge amounts of tra�c may be served by a number of mobility agents rather than being staticallyassigned to a single mobility agent. We describe the load balancing scheme only for home agents,but the results may also apply to foreign agents. The proposed scheme uses protocol functionsalready speci�ed in the mobile-IP protocol; thus, the scheme requires only minimal changes to ahome agent's software.There are two key system design issues. The �rst issue is the discipline for selecting the next2



home agent. We study three policies: random, round robin policy (RR), and join the shortestqueue (JSQ). The random and the round robin selection policies are simple from an implementationstandpoint, whereas the JSQ policy is more complex, and is used to provide a benchmark for theperformance of the other two schemes. The other key issue is the mechanism that is used totrigger the transfer of a mobile host from one home agent to another home agent. We considerthree schemes - timer-based, counter-based, and queue threshold-based. Each of these schemes ischaracterized by a di�erent stream transfer parameter, namely, the stream transfer time, the streamtransfer counter, and the stream transfer threshold respectively. These parameters de�ne the timeduration, the packet count, or the threshold value that results in the transfer of a mobile host fromone home agent to another. The choice of these parameters determines both the load balancinggains as well as the associated overhead. For example, in the case of the timer based scheme, asmall value of the stream transfer time can potentially result in high load balancing gains, sincethe input tra�c can be evenly and uniformly distributed among the home agents on a packet-by-packet basis. However, decreasing the stream transfer time also increases the overhead, since moretransfers are taking place. In this paper, we study this trade-o� and compare the performance ofthe of the various selection and transfer policies, primarily through a detailed simulation model.We compare the above load balancing scheme to two relatively static schemes: a burst-level loadbalancing scheme in which mobile hosts are transferred after each burst, and an equal-partitionscheme in which the mobile hosts are uniformly assigned to home agents and no transfers areallowed. Our results show that both random and round-robin selection policies can yield modestload balancing gains, and that these gains increase when the tra�c is more bursty (burstiness isde�ned as the ratio of the peak arrival rate to the mean arrival rate) as well as when there are morehome agents. Furthermore, the threshold-based transfer policy performs better than timer-basedand counter-based policies, since in threshold-based policies, transfers are made only when thequeue is overloaded, unlike counter- and timer-based policies in which transfers can be made froman unloaded home agent to an overloaded home agent.This paper is organized as follows. In Section 2, we discuss two extension of the AddressResolution Protocol (ARP), namely, the gratuitous ARP and the proxy ARP that are used in themobile-IP protocol. We then discuss mobile-IP, focusing primarily on the aspect of the protocolthat deals with the mobile host registration and routing. In Section 3, we discuss the mobile-IPprotocol with multiple home agents and identify the two key aspects of the load balancing schemes,namely, 1) the transfer policy and 2) the selection policy. In Section 4, we describe the queueingmodel for the timer based transfer policy and the random selection policy, and outline the analysisfor determining the mean response time of a packet at a home agent. The analytical and simulationresults are discussed in Section 5. The comparison of the various load balancing policies throughsimulation results are discussed in Section 6. Finally, in Section 7, we conclude this paper anddiscuss some key future research directions.2 Preliminaries2.1 Address Resolution Protocol and Its ExtensionsThe address resolution protocol (ARP) is used in the TCP/IP protocol suite [12] to resolve networklayer IP addresses to data link layer MAC addresses. In an Ethernet, a host which requires anaddress translation broadcasts an ARP query which speci�es an IP address. The destination hostresponds with an ARP reply containing the requested MAC address. Each host also maintainsan ARP cache which contains the translations of IP addresses to MAC addresses. There are twoextensions to ARP that are used in basic mobile-IP: 1) the proxy ARP and 2) the gratuitous ARP.3



Proxy ARP [12] is typically used when two physical networks with the same network ID areinterconnected by a router. In such network, the router answers ARP requests on one of its networksfor a host on another of its networks. This results in the destination IP address being mapped tothe data link layer address of the router. All subsequent packets for the destination host are thensent to the router which then forwards the packets to the destination host in the other network.In gratuitous ARP [12], the source host sends out an ARP request with a translation of its ownIP address. This form of ARP 1) allows a host to determine if another host is already con�guredwith the same IP address, and 2) allows other hosts in the network to update their ARP cacheentry if the source host has changed its data link layer address. In an Ethernet, since the gratuitousARP is sent out as a broadcast, each host in the network will update its ARP cache table entryand hence, this function cannot be used to selectively update the ARP cache in only a subset ofhosts in the network.2.2 Mobile-IP ProtocolThe basic mobile-IP protocol has evolved out of the e�orts of the mobile IP working group andspeci�es mobility support under IPv4. The basic mobile-IP protocol de�nes two agents for support-ing mobility: the home agent and the foreign agent. The home agent is typically a router or host inthe mobile host's home network which maintains a mobility binding (a permanent IP address to atemporary IP address translation) for the mobile host. A foreign agent may be a router or host inthe network that the mobile host is visiting, and it provides the mobile host with a temporary IPaddress. If the number of available IP addresses in the foreign network is limited, then the foreignagent may act as a proxy for the mobile host. In this case, the temporary IP address will be theIP address of the foreign agent, and the foreign agent will forward packets to the mobile host. Inthis paper, we will assume that the foreign agent is acting as a proxy for the mobile host.
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Figure 1: Mobile-IP with multiple home agents and foreign agents.When a mobile host roams into a new network, it registers by sending a registration requestto the foreign agent. In the request, the mobile host provides its permanent IP address and theIP address of the home agent. The foreign agent in turn sends a registration request to the homeagent. This message, shown in Fig. 2, contains the permanent IP address of the mobile host, the IPaddress of the home agent, the IP address of the foreign agent (i.e., the temporary IP address), alifetime, and an identi�er which uniquely identi�es the registration request. When the home agentreceives the registration request, it updates the mobility binding of the mobile host and sends anacknowledgment back to the foreign agent. When the foreign agent receives the acknowledgment, itupdates its own table and relays the reply to the mobile host. In the home network, the home agent4



uses a gratuitous ARP [12] to update the ARP cache of all the hosts and routers that currentlyhave an ARP cache entry for the mobile host. When the mobile host moves back into the homenetwork, it de-registers with the home agent and sends a gratuitous ARP to update the ARP cacheentries of the hosts and routers in the home network.
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Figure 2: Mobile-IP registration packet.IP packets destined for a mobile host which is outside of its home network are routed throughthe mobile host's home agent. The home agent acts as a proxy for the mobile host, and respondsto ARP queries for the mobile host with a proxy ARP reply [12]. The result is that the mobilehost's IP address is now bound to the link layer address of the home agent, and all packets forthe mobile host are now directed to the home agent. When the home agent receives an IP packetdestined to the mobile host, it uses the mobility binding to encapsulate (or tunnel) the IP packetwithin another IP packet. The new IP packet has a destination address which is the temporary IPaddress of the mobile host and a source address which is the IP address of the source host. Whenthe foreign agent receives the packet, it de-capsulates the packet and sends it to the mobile host.The acknowledgment is sent back directly to the source node by the mobile host.The forward path routing may be ine�cient since messages must �rst be routed to the homeagent before being sent to the mobile host. If the source host and the mobile host are in thesame network, but not in the home network of the mobile host, then the messages will experienceunnecessary delay since they have to be �rst routed to the home network of the mobile host. Oneway to improve the mobile-IP protocol is route optimization [2] in which a message may be routeddirectly to the temporary IP address of the mobile host. Route optimization is accomplished byhaving the source host maintain a binding cache which contains the temporary IP address of themobile host to which it is sending a message. One disadvantage of route optimization is that itrequires the source host to be aware of the mobile host's mobility, whereas in the original mobile-IP protocol, the mobility of a destination host is transparent to the source host. This loss oftransparency requires the source host to run additional software and maintain additional caches inorder to provide route optimization. As a result, route optimization is optional in IPv4.Recently, another transparent scheme has been proposed which requires additional agent func-tionality and is referred to as the External Agent [3]. The bene�t of our load balancing scheme isthat it is able to handle tra�c from sources which do not provide route optimization, as well asinitial bursts of tra�c from sources which do provide route optimization.3 Mobile-IP with Multiple Home AgentsIn the mobile-IP environment, the load on a home agent consists of a number of TCP connections(e.g. ftp, telnet, etc.) from various source hosts to various mobile hosts. There are a number ofpossible ways to balance the load among the home agents. The traditional approach of transferringpackets from a loaded home agent to another home agent has been studied in great detail inprevious works [6]. The drawback of this approach is that the overhead of transferring a large5



number of individual packets among the various servers may be high, and may also result in somepackets being transferred more than once. Another approach is to balance the number of TCPconnections among the various home agents. However, this approach is di�cult to implementbecause in an Ethernet environment, all connections with the same destination IP address willbe directed to a single MAC address due to the broadcasting of the gratuitous ARP message.Also, multiple connections with the same source-destination pair are indistinguishable at the IPlayer, and separating these connections would require processing at the TCP layer. The broadcastnature of the gratuitous ARP also prevents us from balancing the load based on the source ofthe connections. Therefore, in this paper, we will consider destination-based load balancing, i.e.,balancing the load by appropriately assigning mobile hosts to the various home agents. In a staticload balancing scheme, a mobile host will always be served by the same home agent, while in adynamic load balancing scheme, the mobile host may be transferred among home agents.3.1 The Proposed ProtocolIn the proposed scheme, each mobile host will have the IP addresses of all the home agents in thehome network. When the mobile host sends a registration request, it will randomly choose oneof the home agents to service the request. As de�ned in the mobile-IP protocol, we assume thateach mobile registration request has an unique identi�cation and a lifetime which de�nes the timefor which the registration is valid. The latter will be referred to as Treg. The registration packetalso contains the IP address of the selected home agent, the permanent IP address of the mobilehost, and the temporary IP address of the mobile host. As part of the mobility binding, the agentmaintains the following information: 1) the unique registration identi�er, 2) the permanent IPaddress of the mobile host, 3) the temporary IP address of the mobile host, 4) a boolean variablePROXY which de�nes if proxy is on or o� (if PROXY is on, then the home agent is acting as aproxy for the mobile host and responds with a proxy ARP reply whenever an ARP query is receivedfor the mobile host, if PROXY is o�, a di�erent home agent is serving the mobile host), and 5)Treg which de�nes the time for which the registration is valid. The structure of the binding cacheand sample contents are shown in Fig. 3.
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1. If the identi�cation of the registration request is di�erent from the identi�cation of all bindingsalready in the table, then the registration request is a new request, and the home agentperforms one of two actions:� If the home agent address in the registration packet matches its own IP address, then itperforms the following steps:{ It creates a mobility binding with PROXY turned on.{ It sends out a gratuitous ARP. As before this causes all hosts and routers in thehome network to update their cache entries corresponding to the mobile host.{ It sends a separate copy of the registration request to each of the other home agents.� If the home agent address in the registration packet is di�erent from its own IP address,the home agent simply creates a mobility binding with PROXY turned o�. Thus, allhome agents will maintain a mobility binding for a given mobile host, but only one homeagent will have PROXY turned on for that particular mobile host.2. If the identi�cation of the registration request is the same as the identi�cation of a mobilitybinding already in its table, then the registration request is one that has been forwarded fromanother home agent. If the home agent address in the registration packet matches its own IPaddress, the home agent performs the following steps:� It turns PROXY on for the corresponding binding cache entry.� It performs a gratuitous ARP, causing all of the hosts and routers in the home networkto update their cache entries so that the IP address of the mobile host will translate tothe link layer address of the home agent. This will cause all packets destined for themobile host to be redirected to this particular home agent.When the Treg timer expires, the entry is removed from the table. Finally, from the abovedescription it is clear that for a particular mobile host, there is only one home agent that acts asproxy at any time.3.2 Load Balancing PoliciesThe load balancing policy consists of a transfer policy to determine when a transfer should takeplace, and a selection policy to determine the destination home agent. We discuss these twoorthogonal issues in this section.We consider the following three approaches for determining when a transfer should be made:1. Timer-Based: In this approach, each home agent maintains a timer for each mobile hostthat it is serving. The timer value will be referred to as the stream transfer time and willbe denoted by Tstt. When a home agent acquires control of a mobile host, it starts thetimer after the �rst packet for the mobile host is received. When Tstt expires, a new homeagent is selected, and a registration request is forwarded to the new home agent following thealgorithm described in Section 3.1.2. Counter-Based: In this approach, the home agent counts the number of packets forwarded toeach mobile host. When the counter reaches a speci�ed limit, the home agent transfers theregistration of the mobile host to another home agent. The counter value which triggers atransfer will be referred as the stream transfer counter and denoted by Tstc.7



3. Threshold-Based: For each mobile host, the home agent maintains a count of the number ofpackets in its queue which are destined for the mobile host. When the number of packetsin the queue for a given mobile host exceeds some threshold, the home agent forwards thatmobile host's registration to another home agent. The threshold value will be referred to asthe stream transfer threshold and will be denoted by Tsth.Each transfer policy incurs some amount of overhead whenever a transfer takes place. The cost ofa transfer includes both processing costs at each of the home agents, as well as the cost of additionalnetwork tra�c. When a transfer takes place, the home agent that is initiating the transfer mustgenerate a registration packet, select another home agent, and transmit the registration packet.The destination home agent must then process the registration, modify the appropriate bindingcache entry, and send out a gratuitous ARP message. In this work, we model only the overheadassociated with a home agent receiving and processing a registration packet, as we expect thisprocessing time to be the most signi�cant component of the overhead.The timer-based policy may result in a higher number of transfers than the counter-based policybecause in the timer-based policy, a mobile host can be transferred even when the mobile host isnot receiving any packets. From a load balancing point of view, the threshold-based scheme isexpected to perform the best because the transfers are based on the instantaneous load at eachhome agent.The choice of the stream transfer parameter, namely, the timer value, the counter value, orthe threshold value, determines how well the load is balanced across the multiple home agent anddetermines the amount of associated overhead. For example, if Tstt is very small, then transfersare done frequently, making it possible to randomly and uniformly distribute the load among thehome agents on a packet-by-packet basis, thereby achieving high load balancing gains. However,this approach also incurs high overhead, since each time a stream is transferred to another homeagent, the �rst home agent must generate and transmit a registration packet, while the receivinghome agent must process the registration packet and broadcast a gratuitous ARP. On the otherhand, if Tstt is large, then a mobile host is bound to the same home agent for a long time, whichmay result in poor load balancing.The second issue to consider is the discipline for selecting the next home agent. The followingcommon policies are considered:1. Random Policy: In this scheme, the next home agent is selected randomly from all homeagents. (To simplify the analysis, we assume that the selected home agent may include thehome agent which is attempting the transfer).2. Round-Robin Policy (RR): In this scheme, the home agents are logically ordered and the nexthome agent is selected using a simple round-robin policy.3. Join the Shortest Queue (JSQ) Policy: In this scheme, the home agent which has the minimumnumber of queued packets is selected as the next home agent. Similar to the random policy,the current home agent may also be selected as the next home agent. Intuitively, JSQ shouldprovide the best performance over other selection policies for a given transfer policy [5].The random and round-robin policies are the simplest from an implementation point of view.The JSQ policy is di�cult to implement in a shared media LAN, and it requires additional overhead.For JSQ, the queue length (or some equivalent load information) at the home agents must bemaintained by all home agents.In this paper we have developed a queueing model to analyze the performance of the randompolicy. The RR policy and the JSQ policy are analytically intractable and studied only usingsimulation. 8



4 Analytical ModelIn order to provide some insight regarding the e�ect of stream transfer parameters, such as Tstt,on system performance, we develop an analytical model for a load balancing scheme with a timer-based transfer policy and a random selection-policy. The analytical model may also be useful fordetermining how to set parameters when designing and implementing the load balancing scheme.In the analysis, performance of the load balancing schemes is measured in terms of the latency atthe home agents, with the cost of load balancing coming from the additional registration packetsthat are generated and handled by home agents. Costs due to increased network tra�c are notconsidered, since it is expected that registration packets will consist of a small percentage of theoverall network tra�c.
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the process is in state S(0; 0), the source is o�, and there are no arrivals. On the other hand,when the process is in state S(1; 0), the source is on, and arrivals occur to the tagged home agentaccording to a Poisson process with mean rate l packets/second. In state S(0; 1), the source is on,but it is sending its packets to a home agent other than the tagged home agent; consequently thearrival rate to the tagged home agent is zero in this state.
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Figure 5: The modi�ed three-state MMPP model of a source.
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source is transmitting to a home agent other than the tagged home agent, it will begin transmittingagain to the original home agent after an average period of N(Tstt+(1=�)) seconds. The transitionrates from the state S(1; 0) to state S(0; 1) and from the state S(0; 1) to the state S(1; 0) are thengiven by 1 and 2 respectively, where 1 = N � 1N � (Tstt + 1�) (1)and 2 = 1N � (Tstt + 1�) : (2)Using the fact that the superposition of a number of MMPP sources is also an MMPP source,we may combine a number of these sources into a single MMPP. Combining S sources results in anMMPP with (S + 1)2=2 + (S + 1)=2 states. The state diagram for this process is shown Fig. 6. Astate S(x; y) indicates that x+y sources are on, with x sources sending packets to the tagged homeagent and with y sources sending packets to other home agents. Ordering the states sequentiallyfrom top to bottom in each column, we obtain the following Q matrix for an MMPP with S = 2:2666664 �S�1 S � �1N S � (N�1)�1N 0 0 0�2 �(S � 1)�1 � �2 � 1 1 (S � 1) � �1N (S � 1) � (N�1)�1N 0�2 2 ��2 � 2 0 (S � 1) � �1N (S � 1) � (N�1)�1N0 2�2 0 �2�2 � 21 21 00 �2 �2 2 �2�2 � 1 � 2 10 0 2�2 0 22 �2�2 � 22
3777775 (3)We now need to account for Class 1 packets. As mentioned before, Class 1 corresponds tothe transfer of registration packets between the home agents to transfer the control of a mobilehost. Since these transfers occur during the on-period of a connection, the arrival process of theseoverhead packets is correlated with the on periods of Class 2 tra�c. In this analysis, we assume thatthe two arrival processes are independent. Furthermore, instead of solving a two-priority queueingmodel, we will use the shadow server approximation proposed in [9] to analyze two-priority queues.In this approximation, we will aggregate the high priority tra�c by appropriately modifying theservice time of the Class 2 requests. This can be done by multiplying the service rate of datapackets by (1� Uo) where Uo is the utilization of the server by Class 1 packets and is given byUo = �o�o (4)where �o is the aggregate arrival rate of Class 1 packets (overhead packets) to the tagged homeagent from all the sources, and the service time for Class 1 packets is assumed to be exponentialwith service rate �o = �=C.At any given time, the expected number of sources in the on-period is given byNon = S � �1�1 + �2 (5)This follows from the observation that the probability that a source is in the on-period is equalto �1=(�1 + �2). In order to compute �o, we need to determine the number of overhead packetsthat are generated during the on-period of a source. The mean duration of an on-period is 1=�2.During this period, a source generates overhead packets with rate 1=(Tstt + 1� ) packets per second.Therefore, an average of 1=(�2(Tstt + 1� )) overhead packets arrive during an on-period. However,11



an additional overhead packet is generated after the end of on-period (the last timer Tstt expiresafter the source has entered the o�-period). On average, this �nal packet is generated at time Tsttafter the on-period ends. The rate of overhead packets generated by a single stream, �on, is givenby �on = (�2 � (Tstt + 1�))�1 + 11�2 + Tstt (6)From Eq. (4) and Eq. (5) and using the argument that each home agent receives only 1=N ofthe overhead packets, �o is then given by�o = S � �1 � (1 + �2 � (Tstt + 1�))N � (�1 + �2)(Tstt + 1� )(1 + �2Tstt) (7)The e�ective service rate is calculated as�eff = �� C � S � �1 � (1 + �2(Tstt + 1� ))N(�1 + �2)(Tstt + 1�)(1 + �2Tstt) (8)Given the matrix Q in Eq. (2), the arrival rate while in each state, and the service timedistribution, we can solve the MMPP/G/1 queueing model to �nd the mean response time. Aclosed from expression for the delay is not available. Instead we use a numerical approach forsolving such models as given in [8].5 ResultsIn order to validate the analytical model of the random selection policy derived in the previoussection and to investigate the performance of alternative selection policies, we develop a simulationmodel of the network. The simulation model is based on the same assumptions as the analyticalmodel with two exceptions. First, in the simulation model, each home agent is considered individ-ually as a two-class non-preemptive priority queue. In the analytical model, on the other hand, ashadow-server approximation is used to model two-class tra�c, and only a single home agent wasconsidered. Aggregation was employed to consider the impact of other home agent on the speci�ctagged home agent. Second, in the simulation, the time between transfers is modeled as the sumof two exponential random variables with means Tstt and 1=�, while in the analytical model, thistime was approximated as a single exponential random variable with mean Tstt + 1=�.We compare the performance of our load balancing scheme with two other schemes, namely, 1)the equal partition scheme and 2) the burst-level random partition scheme. The equal partitionscheme is a static load balancing scheme, while the random partition scheme approximates a staticrandom scheme. In all subsequent �gures, the mean delay is normalized to the average data packetservice time. We consider random, round-robin, and JSQ selection policies. The equal partitionscheme and the burst-level load balancing scheme are described as follows:� Equal Partition: The sources are divided evenly among all home agents, and each source isstatically assigned to the same home agent for the duration of the simulation.� Burst-Level Load Balancing: This scheme corresponds to the case in which Tstt is set to anin�nite value and is used as a reference point for comparison with the proposed load balancingscheme. A transfer time of in�nity would normally correspond to a mobile host being servedby the same home agent for the lifetime of the registration. However, in our analytical model,when a burst is over (the source returns to state S(0; 0) in Fig. 5) the source does not retain12



information about the home agent to which it was associated. Thus, when the source returnsto the on-period, it randomly selects a new home agent. Therefore, in our results, a transfertime of in�nity corresponds to load balancing on a burst-by-burst basis.For the purpose of this study, we will de�ne degree-of-burstiness, �, as the ratio of the peakarrival rate to the mean arrival rate. The mean arrival rate to a single home agent, �mean, is de�nedas �mean = S � �1�1+�2�N (9)Thus � = �=�mean. In our numerical examples, we will adjust the degree of burstiness bychanging the parameters �1, �2, and �, while keeping the mean arrival rate constant.In Fig. 7, we plot delay as a function of Tstt. The various parameters are shown in the �gure.The degree of burstiness � for this case is 1. The results are shown for the case in which there is nooverhead (C = 0), and the case in which the overhead is equivalent to the service time of a singlepacket (C = 1). Results for the equal partition case, as well as for the burst-level load balancingscheme are also shown in the �gure.

0

5

10

15

20

0 5 10 15 20 25 30 35 40 45 50

D
el

ay
 (

pa
ck

et
 s

er
vi

ce
 ti

m
es

)

Stream Transfer Time (seconds)

C = 0
C = 0 (sim)

C = 1
C = 1 (sim)

Equal Partition
Burst Level Load Balancing

Figure 7: The mean packet delay as a function of the stream transfer time, Tstt, for the randomselection policy. (S=4, N=2, �=1 pkts/s, �1 = 150 , �2 = 150 , �=2.5 pkts/s).Following are the main observations:� We see that as the transfer time decreases, the delay increases rapidly. This increase is causedby overhead packets that are generated every time a stream is transferred from one home agentto another. As the transfer time is increased, the delay drops due to less overhead. For hightransfer times, the delay increases as the load becomes more unbalanced at the home agents.� From the �gure we also observe that the load balancing mechanism performs worse than theequal partition case, even when there is no overhead. The di�erence can be explained by thefact that for the random scheme, while on average each home agent is supporting an equalnumber of sources, there is a non-zero probability that a single home agent will be supportingmore sources than the other home agents. This results in a higher variability in the numberof packets at a given home agent, and thus a higher average delay.13



� The simulation results are also shown in the �gure. While the simulation results corroboratethe analysis for most of the range, for low values of Tstt, the analysis underestimate the meanpacket delay. This is due to the shadow server approximation that we have adopted to modelthe overhead.
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Figure 8: The mean packet delay as a function of the stream transfer time, Tstt, for the randomselection policy. (S=4, N=2, �=5 pkts/s, �1 = 190 , �2 = 110 , �=2.5 pkts/s).Figure 8 plots the packet delay as a function of Tstt for source tra�c with higher degree ofburstiness (� = 5). The following are the main observations:� The load balancing gains are higher than the previous case in which � = 1. When tra�cis very bursty, packets tend to build up in a queue quickly, resulting in high delays. Bybreaking up a burst and spreading the burst over a number of home agents, the queue at anysingle home agent doesn't grow as quickly. In general, load balancing gains are high whenthe peak burst arrival rate is higher than a home agent's service rate, or when there is a highprobability that the aggregated arrival rate of multiple sources at any point in time is higherthan the service rate.� Unlike the previous case with � = 1, Equal Partitioning does not perform as well as therandom selection policy even with overhead. Note that even with one source on, the arrivalrate is higher than the service rate, resulting in higher delays. As Tstt is increased, the equalpartitioning scheme performs better than the random selection policy. This is because therandom selection policy approaches burst level load balancing as Tstt increases. With burstlevel load balancing, there is a non-zero probability that more than two sources will be sendingbursts to a particular home agent, while for the equal partitioning scheme, each home agentis guaranteed to have at most two sources sending bursts.� The simulation results do not match the analytical results for the case C = 1, particularlyfor lower values of Tstt. This is because of the approximation that we have used to model theoverhead packets, which have a greater impact for lower values of Tstt.14



We now plot the load balancing gain of the proposed scheme versus Tstt. The percent loadbalancing gain, G, is de�ned as the gain over the burst level load balancing case and is given byG = (Rbll �R) � 100=Rbll (10)where R is the mean packet delay for a given Tstt, and Rbll is the mean packet delay for the burstlevel load balancing scheme.
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Figure 9: The percent load balancing gain, G, versus stream transfer time, Tstt, for di�erent loadswith the random selection policy (S=4, N=2, �=1 pkts/s, �1 = 150 , �2 = 150 , �=2.5 pkts/s, C = 1).Figure 9 plots the load balancing gain, G, for two di�erent values of load obtained by changingthe packet service rate �. The plots are shown for values of � which correspond to �(= �mean=�)of 0.4 and 0.5, respectively. From the plot we observe that higher load yields higher load balancinggains. The maximum gains are reasonably high (35% to 40%) even with a low degree of burstiness.Finally, note that the value of Tstt that maximizes the gain does not change much with higher load.However, when the load is increased to a point where all of the home agents are always busy, thenwe expect that transfers will not result in signi�cant load balancing gains.In Fig. 10, we plot load balancing gain for two di�erent system sizes - one with 4 sources and2 home agents and the other with 8 sources and 4 home agents. As the results show, the loadbalancing gains are higher for larger system sizes. This is because for larger systems, there is ahigher probability that burst level load balancing will result in an uneven distribution of sourcesamong home agents, creating higher delays. This situation allows for greater load balancing gainswhen the sources are allowed to transfer from one home agent to another.6 Comparison of Load Balancing PoliciesIn this section, we investigate the e�ects of various policies for selecting the next home agent andfor determining when to transfer a stream.
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Figure 10: The percent load balancing gain, G, versus stream transfer time, Tstt, for di�erent systemsizes with the random selection policy (�=1 pkts/s, �1 = 150 , �2 = 150 , �=2.5 pkts/s, C = 1).
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Figure 11: The mean packet delay as a function of Tstt for the random, round robin (RR), and JSQpolicies (S = 4, N = 2, �=1 pkts/s, �1 = 150 , �2 = 150 , �=2.5 pkts/s).
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6.1 Selection PoliciesThree common selection policies are random, round-robin, and join the shortest queue (JSQ). Figure11 plots the mean packet delay for the di�erent selection policies with a timer-based transfer policy.Results are obtained using simulation. As the results show, the mean packet delay under JSQ issigni�cantly lower than the random selection policy. Since the JSQ policy uses instantaneous stateinformation to select the next home agent, the load balancing gains are higher. From the �gureit should be noted that the limiting performance of JSQ and the random selection policies aredi�erent. This is because, in the limiting case in which Tstt is in�nite, the random selection policyis equivalent to the burst level load balancing scheme. This implies that each burst is randomlyallocated to a home agent. When Tstt is in�nite, the JSQ policy is also equivalent to a burst levelload balancing scheme. However, in the case of JSQ, the bursts are not randomly assigned, insteadthey are assigned based on the instantaneous queue length information. As a result, as Tstt isincreased, JSQ converges to a much lower delay than the random selection policy.
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Figure 12: The mean packet delay as a function of Tstt for the random, round robin (RR), and JSQpolicies (S = 4, N = 2, �=5 pkts/s, �1 = 190 , �2 = 110 , �=2.5 pkts/s).Figure 12 plots the mean packet delay for a higher degree of burstiness; � is equal to 5. Theresults are consistent with the previous observation that a higher � implies higher load balancinggains, both for the case of the random selection policy, as well as for the case of the JSQ policy.6.2 Transfer PoliciesIn this section, we consider the performance of three di�erent transfer policies with a randomselection policy. The transfer policies studied are the timer-based policy, the counter-based policy,and the threshold-based policy. These policies are described in Section 3.2. In Figs. 13, 14, and15, we plot average delay for the various transfer policies with � = 1 (� = 1; �1 = 150 ; �2 = 150 ) and� = 5 (� = 5; �1 = 190 ; �2 = 110).Note that each transfer policy uses a di�erent transfer parameter on which to base the transferdecision. The timer-based approach uses a timer value (Tstt), the counter-based approach uses acounter value (Tstc), and the threshold-based scheme uses a queue threshold (Tsth). To gain some17
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Figure 13: The mean packet delay as a function of Tstt for the timer-based random policy (S = 8,N = 4, �=2.5 pkts/s, C = 1).
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Figure 14: The mean packet delay as a function of Tstc for the counter-based random policy (S = 8,N = 4, �=2.5 pkts/s, C = 1).
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Figure 15: The mean packet delay as a function of Tsth for the threshold-based random policy(S = 8, N = 4, �=2.5 pkts/s, C = 1).insight as to how the parameters for the timer-based policy and the counter-based policy relate,assume that the arrival rate of packets for a given mobile host is 1=�. In the timer-based policy,the mean time between transfers is then 1� + Tstt, while in the counter-based policy, the mean timebetween transfers is 1� � Tstc. Thus, the counter-based policy is more responsive to changes in thearrival rate.For the case in which each source has a low peak arrival rate (� = 1), the threshold policyo�ers better performance than the timer or counter-based policies. This performance is explainedby noting that the threshold policy will only transfer a stream when the queue becomes overloaded,while the other policies may transfer a stream even if the home agent isn't overloaded; thus thethreshold policy not only incurs less overhead, but also tends towards a situation in which streamsare equally balanced among the home agents. This result is con�rmed in Table 3, which indicatesthat if the transfer parameter (queue threshold) is set high enough, no transfers take place (aftera few possible initial transfers), but a low delay is still maintained (Fig. 15).Tstt 5 10 50 100 500� = 1 0.0867 0.0496 0.0136 0.0079 0.0019� = 5 0.0240 0.0150 0.0075 0.0055 0.0017Table 1: Average number of transfers per second for the timer-based policy.If the peak arrival rate of a single source is higher than the service rate at a home agent(� = 5), then a single source may be able to overwhelm the home agent, causing its queue tobuild up during a burst arrival. In this case, even if the streams are equally balanced among homeagents, further load balancing gains may still be achieved through stream transfers by spreadinga burst among several home agents. We see that for the timer and counter based policies, thetransfer parameter should be set to a low value in order to ensure that a burst from a single source19



Tstc 5 10 50 100 500� = 1 0.1000 0.0500 0.0100 0.0050 0.0010� = 5 0.0996 0.0502 0.0100 0.0050 0.0010Table 2: Average number of transfers per second for the counter-based policy.Tsth 5 10 50 100 500� = 1 0.0198 0.0023 0.0000 0.0000 0.0000� = 5 0.3043 0.1359 0.0043 0.0009 0.0000Table 3: Average number of transfers per second for the threshold-based policy.is divided evenly among the home agents. However, for the threshold policy, a low queue thresholdincurs signi�cantly more overhead than the other two transfer policies. The reason for this behavioris that if a stream returns to a home agent which it has already visited, then the selected homeagent may still have packets from the given stream in its queue, in which case a transfer may takeplace sooner than expected, leading to a higher number of transfers. This is veri�ed in Table 3.7 Conclusions and Future WorkWhen the mobile-IP protocol is deployed, subnets which are supporting a large number of mobilehosts will need to have multiple mobility agents in order to provide an adequate level of service.In this paper we presented a means of evenly distributing the load among multiple home agentsin mobile-IP. By providing a mechanism which allows incoming packet streams to be transferredfrom one home agent to another, we may achieve gains over schemes in which each packet stream isonly served by a single home agent. The gains depend on the periodicity with which the transfersare performed and the policy that is that is used to select the next home agent. Results show thateven the simple random selection policy can yield modest load balancing gains (30% to 55%) overstatic schemes. The gains are higher when the tra�c is bursty, i.e., when the peak-to-mean ratio ishigh. As expected, the JSQ policy, which selects the next home agent based on the instantaneousqueue lengths at each home agent, performs much better than the random selection policy.This work may be extended to the case in which the underlying network is an ATM network.In this situation, IP to ATM address translations are performed by an entity known as the AddressResolution Protocol server (ARP server). This centralized server may be used to implement betterload balancing schemes by keeping track of ATM connections and by balancing the load on anATM connection level.References[1] C. E. Perkins, "Mobile IP," IEEE Communications Magazine, vol. 35, no. 5, pp. 84-99, May1997.[2] C. E. Perkins and D. B. Johnson, "Route Optimization in Mobile-IP," Draft-IETF-mobileip-optim-06.txt, July 1997. 20
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