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The Routing Protocol for Low-Power and Lossy Networks (RPL) is a novel routing protocol standardized for constrained
environments such as 6LoOWPAN networks. Providing security in IPv6/RPL connected 6LoWPANS is challenging because the
devices are connected to the untrusted Internet and are resource constrained, the communication links are lossy, and the devices
use a set of novel IoT technologies such as RPL, 6LoWPAN, and CoAP/CoAPs. In this paper we provide a comprehensive analysis
of IoT technologies and their new security capabilities that can be exploited by attackers or IDSs. One of the major contributions
in this paper is our implementation and demonstration of well-known routing attacks against 6LoOWPAN networks running RPL
as a routing protocol. We implement these attacks in the RPL implementation in the Contiki operating system and demonstrate
these attacks in the Cooja simulator. Furthermore, we highlight novel security features in the IPv6 protocol and exemplify the use

of these features for intrusion detection in the IoT by implementing a lightweight heartbeat protocol.

1. Introduction

Efforts are underway to connect small and large physical
objects with the Internet using IPv6 protocols to form the
Internet of Things (IoT). The Routing Protocol for Low-
Power and Lossy Networks (RPL) [1] is recently standardized
asarouting protocol for the IoT. RPL is primarily designed for
low-power and lossy networks (LLNs), also called IPv6 over
Low-powered Wireless Personal Area Networks (6LoWPAN)
networks. A 6LoOWPAN network [2] is a Wireless Sensor
Network (WSN) that uses compressed IPv6 protocol for
networking and IEEE 802.15.4 as a data-link and physical
layer protocol. Unlike in typical stand-alone WSNs, the
constrained devices in the IoT are accessible from anywhere.
Hence, they are exposed to threats both from the Internet and
from within the network.

Potentially any physical object can be connected to the
IoT using IPv6. There are a large number of applications
for the IoT. The application domains include environmental
monitoring, home automation and home security manage-
ment, industrial automation, smart energy monitoring and

management, item and shipment tracking, surveillance and
military, smart cities, and health monitoring. Real world
deployments of the IoT require secure communication which
is a challenge because of the heterogeneity of the IoT devices:
some are resource constrained and others can be powerful IP-
connected hosts. It is also important that the communication
between the IoT devices should be secured end to end (E2E)
meaning that the confidentiality and the integrity of messages
should be enforced between the source and the destination
devices. In order to enforce E2E message security in the IoT
using standardized protocols we can use IP security (IPsec)
or Datagram TLS (DTLS). Research efforts are underway to
securely connect constrained nodes in a 6LoOWPAN network
with the Internet using lightweight compressed IPsec [3],
lightweight DTLS [4, 5], and IEEE 802.15.4 link-layer security
[6].

Though message security provides confidentiality and
integrity of data packets in transit and authentication between
devices, an attacker can still launch a number of attacks
against the IoT hosts primarily to interrupt the network.
Routing attacks are most common in low-power wireless
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FIGURE 1: An IoT setup that shows an interconnection of IPv6/RPL
connected things in a 6LoOWPAN network and the Internet through
the 6LoWPAN Border Router (6BR).

networks [7]. In this paper we implement common routing
attacks in a 6LoOWPAN network where nodes run the Contiki
OS [8], the RPL protocol (ContikiRPL [9]) for routing and
other novel IoT protocols and show how the RPL protocol
behaves in the presence of a particular routing attack.

To counter attacks in a network, Intrusion Detection
Systems (IDSs) are used. An IDS analyzes the activities in
the network and tries to detect malicious behavior and/or
intruders that are trying to disrupt the network. To this end,
we investigate the novel IoT protocols/technologies such as
CoAP [10], RPL [1], and 6LOWPAN [2] and discuss their
strengths and weaknesses which can be exploited by security
providers or attackers. Finally, we highlight the new features
in the IPv6 protocol that can be used by IDSs or by attackers.
To exemplify the use of novel IPv6 security features for
intrusion detection we propose and implement a lightweight
heartbeat protocol that protects the IoT against selective-
forwarding attacks.

The main contributions of this paper are the following.

(i) We investigate how novel features of IoT technologies
can be exploited by attackers or IDSs.

(ii) We implement and demonstrate attacks against
6LoWPAN networks running IoT protocols, and we
show the effectiveness of well-known routing attacks
against RPL and how RPLs self-healing mechanisms
protect against some of these attacks.

(iii) We also highlight new security features in the IPv6
protocol and provide a lightweight heartbeat protocol
to exemplify that these novel features can be exploited
for intrusion detection and mitigation of attacks.

Section 2 discusses IoT technologies with relation to
intrusion detection. Section 3 demonstrates attacks against
RPL. In Section 4 we discuss IDS in the IoT where we present
a heartbeat protocol for the IoT. Finally, Section 5 concludes
the paper.

2. IoT Technologies and IDS

In this section we discuss RPL, other IoT technologies,
and the novel features in the IoT technologies that can be
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exploited either by attacks to disrupt networks or by the IDSs
to defend against intrusions.

2.1. Internet of Things (IoT). The Internet of Things (IoT) or
strictly speaking the IP-connected IoT is a heterogeneous
network that consists of the conventional Internet and net-
works of constrained devices connected together using IP
protocol. The networks of constrained devices in the IoT,
called 6LOWPAN networks or an IP-connected WSN, are
connected to the conventional Internet using 6LoOWPAN
Border Routers (6BR). Figurel shows the interconnection
of things in a 6LoWPAN network with the Internet using
the 6BR. Things in the IoT are uniquely identifiable objects
that sense the physical environment and/or the host devices
and communicate this data to the Internet. An IoT device (a
thing) can be a light bulb, a thermostat, an home appliance,
an inventory item, a smartphone, a personal computer, or
potentially anything. IPv6 with its potentially unlimited
address space can connect billion or even trillion of these
devices with the IoT.

The fact that the devices in the IoT are extremely het-
erogeneous and many of them are resource constrained and
are globally connected makes it much more challenging to
secure the IoT. The constrained devices in the IoT especially
are prone to attacks from the Internet and also from the
wireless devices within 6LoOWPAN networks. The available
IDSs for the Internet and/or for the WSNs may not be
suitable to protect IoT devices because they are either too
heavyweight for the constrained device or they were not
developed in the context of the IoT. Therefore, uncovering the
novel requirements of the IoT and providing an IDS for the
IoT are worth investigating.

2.2. 6LoWPAN. IPv6 over Low-Power Wireless Personal
Area Network [2] (6LoOWPAN) is a low cost and low-
power communication network which connects resource-
constrained wireless devices, typically wireless sensors or
actuators, using compressed Internet Protocol version 6
(IPv6). It defines IPv6 header compression [11] and specifies
how packets are routed in wireless networks that use the
IEEE 802.15.4 protocol at the link and physical layer. It also
defines fragmentation [11] of IPv6 datagrams when the size
of the datagram is more than the IEEE 802.15.4 Maximum
Transmission Unit (MTU) of 127 bytes.

6LoWPAN networks support multihop communication
where nodes can forward packets on behalf of other nodes.
Energy is one of the scarce resources in 6LoWPAN networks,
and usually most of the energy is consumed on idle listening;
therefore, 6LoOWPAN networks are usually duty cycled mean-
ing that the radio is turned off most of the time and is turned
on only for a very short time for listening.

Due to global IP connectivity, 6LOWPAN networks are
vulnerable to most of the available attacks against WSNs [12]
plus attacks originating from the Internet. Due to the wireless
medium and usually unattended deployments, it is easier to
compromise 6LoOWPAN devices than typical hosts on the
Internet. This gives rise to new threats against the core Inter-
net as the compromised 6LoOWPAN devices become sources
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of attacks against conventional Internet hosts. An IDS for
6LoWPAN networks should consider these vulnerabilities.
Also, itis important to consider the capabilities of 6LoOWPAN
devices when designing an IDS.

2.3. CoAP/CoAPs. Due to low-power and lossy links, it is
hard to maintain a continuous connection between devices
in a 6LOWPAN network. Hence, the connection-less User
Datagram Protocol (UDP) is mostly used as the transport
layer in 6LoOWPAN networks. Further, since connection-
oriented web protocols such as HTTP or HTTPs are designed
to be used over TCP, a new protocol, the Constrained
Application Protocol (CoAP) [10], is being standardized for
the IoT. The secure version of CoAP is CoAPs that uses DTLS
to protect CoAP messages between two applications in the
IoT.

Unlike typical WSNs that have no web protocol, 6LoW-
PAN networks may use CoAP or CoAPs. Reliability in the
CoAP protocol is achieved through the use of confirmable
messages. An IDS for the IoT can utilize these built-in reli-
ability and security mechanisms in CoAP/CoAPs to protect
IoT devices against many known and potential attacks. For
example, a well-known attack in the WSN and hence in
6LoWPAN is the HELLO flood [12] that can be detected
using reliability mechanisms in the CoAP protocol where
devices can check the bidirectionality of paths through CoAP
acknowledgments.

2.4. RPL. The IPv6 Routing Protocol for Low-Power and
Lossy Networks (RPL) [1] is a standardized routing pro-
tocol for the IoT. RPL is primarily used in a 6LoOWPAN
network. RPL creates a destination-oriented directed acyclic
graph (DODAG) between the nodes in a 6LoWPAN. It
supports unidirectional traffic towards a DODAG root and
bidirectional traffic between 6LoWPAN devices and between
devices and the DODAG root (typically the 6BR). There may
exist multiple global RPL instances for a single 6LoWPAN
network, and a local RPL DODAG can be created among
a set of nodes inside a global DODAG. In Figure 2 an RPL
DODAG is shown where each node has a node ID (an IPv6
address), a list of neighbors, and a parent node. Each node
in a DODAG has a rank that indicates the position of a
node relative to other nodes and with respect to the DODAG
root. Ranks strictly decrease in the up direction towards the
DODAG root and strictly increase from the DODAG root
towards nodes.

In order to support downward routing either source rout-
ing (RPL nonstoring mode) or stateful in-network routing
tables (RPL storing mode) are used. Source routing means
each packet contains the route the packet is supposed to take
through the network. This requires that the DODAG root
keeps the information about each node in the network. In a
nonstoring mode, all forwarding nodes in an RPL DODAG
must maintain in-network routing tables to know where to
send packets; in-network routing tables differentiate between
the packets heading upwards and the packets traveling down-
wards in the network. For both modes described previously

FIGURE 2: A sample RPL DODAG where each node has a unique
IPv6 address.

the RPL DODAG root maintains a complete list of nodes to
support downward traffic.

RPL enables each node in the network to determine
whether packets are to be forwarded upwards to their parents
or downwards to their children. Typically, as in the case in
ContikiRPL [9] that we use to demonstrate attacks in this
paper, the simplest way a node can determine the direction
of a packet is to know all its descendants which determines
the route towards leaf nodes and consider up direction as the
default route of a packet. In RPL storing mode, in-network
routing tables are used to separate packets heading upwards
and the packets heading downwards in the network.

The RPL protocol provides new ICMPv6 control mes-
sages to exchange routing graph information. RPL DODAG
Information Objects (DIO) are used to advertise informa-
tion that are used to build the RPL DODAG. Destination
Advertisement Object (DAO) messages are used to advertise
information required to support downward traffic towards
leaf nodes. Each child node upon joining sends a DAO mes-
sage to its parents; also, parent nodes can explicitly poll the
sub-DODAG for DAO messages using DIO messages. Nodes
may use DODAG Information Solicitation (DIS) messages
to request graph related information from the neighboring
nodes.

The RPL protocol could be vulnerable to the routing
attacks demonstrated against WSNs [12] and also to the
attacks against the IoT [7]; therefore it is worth investigating
the routing attacks against RPL, inherent protection mecha-
nisms in RPL, and new intrusion detection mechanisms for
RPL-based networks. We discuss attacks in RPL networks in
Section 3.

Self-Healing in RPL. RPL has global and local repair mecha-
nisms that can come into action if there is a routing topology
failure, a link failure, or a node failure. On a node (parent) or
a link failure a local repair mechanism tries to select a new



International Journal of Distributed Sensor Networks

Application
Any Application-
to-applicati
End-to-end security o on
Transport security
UDP + DTLS
Internet
P Compatibility
ol with UDP-based
Cf)mpatl ility Link applications
with IP
802.15.4

Application Application

Any Any
Transport Transport

Any Hop-by-hop security Any
Internet Internet

Any IP + IPsec
Link Link

802.15.4 Compatibility 802.15.4
with any network

(a) Link-layer security

(b) Internet-layer security

(c) Transport-layer security

FIGURE 3: Communications can be secured at different layers of the protocol stack, and each solution has its own pros and cons and has its

own scope and level of interoperability.

parent or path. If there are more local failures, RPL performs
a complementary global repair where the whole DODAG
is rebuilt. The RPL protocol uses the link-layer metric as
a parameter in the calculation of a default route. The path
is assumed to be good if link-layer acknowledgements are
received on it.

RPL also uses a trickle timer to handle inconsistencies
in the RPL DODAG. When an RPL network is stable, the
trickle timer interval is large. However, upon detection of
inconsistencies, the trickle timer is reset, and more DIO
messages are sent (by the nodes) in the vicinity of nodes
that are subjected to inconsistencies. The following events are
considered as inconsistencies in the RPL:

(i) when routing loops are detected;
(ii) when a node joins a DODAG;

(iii) when a node moves within a network and changes
rank.

2.5. Message Security for the IoT. Security is one of the main
requirements in real world deployments of the IoT. Security
can be provided on per hop basis between two neighboring
devices in 6LoWPANs, and/or it can be provided end to
end (E2E) between source and destination nodes. Per hop
security is important to grant access to the wireless medium
and to detect message integrity violations as early as possible
to hinder constrained resource depletion. Message security in
the IoT can be enabled at different layers in the stack using
standardized mechanisms; security at the data-link layer
using standardized IEEE 802.15.4 security protects messages
on a per hop basis but works with any networking and
communication protocol at the upper layer. In addition to
the actual messages it can protect the data-link layer and
upper layer headers as well. Previously, we have implemented
and evaluated IEEE 802.15.4 data-link layer security in the
6LoWPAN [6]. RPL also provides per hop security between
two neighboring nodes which protects the RPL messages.
Security at the routing layer (i.e., at the RPL layer) is not
needed if link layer security (i.e., per hop security) is enabled.
Also, it is more secure to provide security at the link layer
because it can protect the integrity of the link-layer and
upper layers (that include RPL) as well and can even encrypt

the 6LoWPAN layer and upper layer headers and payloads
including the RPL messages.

Security at the IP layer using standardized IPsec is E2E
between two hosts on the Internet and works with both
TCP and UDP protocols. We have previously provided
lightweight 6LoOWPAN compressed IPsec for the IoT [3].
Transport/session layer security protects messages between
two applications on an E2E basis but only works with one
of the transport protocol such as TCP or UDP. In the IoT,
UDP is mostly used, and hence standardized Datagram TLS
(DTLS) can be used. Earlier, we have provided 6LoWPAN
header compression for DTLS [5] to make it lightweight for
the constrained devices in the IoT.

Despite message security with any of the previous mecha-
nisms, IoT devices are still vulnerable to network disruptions,
such as DoS attacks. An IDS for the IoT should consider
and/or utilize the standardized message security technologies
discussed previously. Figure 3 summarizes the pros and cons
of providing security at different layers.

2.6. Intrusion Detection Systems. An Intrusion Detection
System (IDS) analyzes activities or processes in a network or
in a device and detects attacks, reports them, and/or mitigates
the harmful effect of the detected attacks. Due to the diversity
of attacks and the unpredictable behavior of novel attacks,
IDSs are subjected to false positives (to raise an alarm when
there is no attack) and false negatives (not raising an alarm
when there is an attack). Generally, there are two categories
of IDSs: signature based and anomaly based. Signature based
detections compare the current activities in a network or in
a device against predefined and stored attack patterns called
signatures. This approach cannot detect new attacks, needs
specific knowledge of each attack, has a significant storage
cost that grows with the number of attacks, and has a high
false negative but low false positive rate. Anomaly based
detections determine the ordinary behavior of a network or a
device, use it as a baseline, and detect anomalies when there
are deviations from the baseline. This approach can detect
new attacks but has comparatively high false positive and false
negative rates because it may raise false alarms and/or cannot
detect attack when attacks only show small deviations from
the baseline.
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TaBLE 1: The IoT technologies at different layers with example open source implementations in the Contiki operating system.

OSI layer IoT technology Contiki impl.

Application CoAP, CoAPs Erbium [16]

Session DTLS TinyDTLS [http://tinydtls.sourceforge.net]

Transport UDP ulP [17]

Network IPv6, RPL, IPsec ulP [17], ContikiRPL [9], and IPsec in Contiki [6]
6LoWPAN SICSLoWPAN [8]

Data link 802.15.4 MAC ContikiMAC [18]

Physical 802.15.4 PHY Contiki 802.15.4 [8]

An IDS for 6LoOWPAN networks requires a trade-off
between the storage cost of the signature based detection
and the computing cost of the anomaly based techniques,
should counter attackers from the conventional Internet,
and should consider that the attackers in a 6LoOWPAN can
harm both the 6LoOWPAN network and the Internet. We
propose to complement an IDS for the IoT with a firewall
that can be typically placed in the 6BR. Unlike a typical one-
way firewall, a firewall for the IoT should block malicious
activities and allow benign activities from the Internet to
6LoWPAN networks, and vice versa. In our previous work
we have developed a real-time intrusion detection system in
the context of the IoT [13].

3. Attacks against RPL

In this section we investigate the protection capabilities of
the RPL protocol against the well-known security attacks
presented for WSNs. We experimentally study if the RPL
protocol can counter these attacks and/or mitigate their
impact.

Attack Implementation. We implement well-known routing
attacks in a 6LoOWPAN network where nodes run the Contiki
OS [8], a well-known operating system for the IoT. Contiki
has an implementation of RPL, ContikiRPL [9]. We make use
of the RPL implementation in the Contiki OS to implement
attacks. ContikiRPL storing mode uses in-network routing
where nodes keep track of all descendants. To provide IP
communication in 6LoOWPAN we utilize yIP, an IP stack
in the Contiki OS. We demonstrate attacks against a sim-
ulated RPL network using the Cooja simulator [14]. In our
simulations we use emulated Tmote Sky nodes [15] running
ContikiRPL.

In Table 1 we highlight the standardized IoT technologies
at different layers of the protocol stack that are expected to
be used in most of the IoT deployments that rely on inter-
operability among different vendors. We also mentioned the
corresponding open source implementations (ContikiMAC
is not a true implementation of the 802.15.4 MAC) of these
IoT technologies in the Contiki OS which we use in this paper
to demonstrate attacks against the RPL protocol.

3.1. Selective-Forwarding Attacks. With selective-forwarding
attacks [12] it is possible to launch DoS attacks where
malicious nodes selectively forward packets. This attack is

primarily targeted to disrupt routing paths; however, it can
be use to filter any protocol. For example, an attacker could
forward all RPL control messages and drop the rest of the
traffic. This attack has severer consequences when coupled
with other attacks, for example, sinkhole attacks.

One of the solutions to guard against selective-forwarding
attacks is to create disjoint paths between the source and
the destination nodes. However, it is quite hard to create
network-wide completely disjoint paths. To counter selective-
forwarding attacks, nodes in the RPL may dynamically select
the paths to parents/children; as there may be multiple parent
or child nodes in the RPL DODAG with almost the same link
quality. Also, RPL supports source routing, though not widely
implemented, that can be used by an IDS for the IoT to verify
path availability in the DODAG.

It is generally very difficult to defend against all selective-
forwarding attacks. One can, however, defend against many
with the use of encryption and analysis of application level
traffic. That is to detect if any application traffic is lost and
report such losses to the underlying RPL system in order
to improve path quality. Another effective countermeasure
against selective-forwarding attacks is to make sure the
attacker cannot distinguish between different types of traffic,
thus forcing the attacker to either forward all traffic or none.
In IPv6, ICMPv6 messages are protected by IPsec; hence
IPsec can be used to secure the RPL control messages DIO,
DAO, and DIS.

3.1.1. Implementing Selective-Forwarding Attacks against RPL.
In our implementation of the selective-forwarding attacks we
let the malicious node drop all packets except RPL packets.
As specified in Algorithm 1, we check in the malicious node
running Contiki OS and ContikiRPL that if the received
packet is not destined to the malicious node and is not an
RPL packet, it is dropped. Our selective-forwarding attack
allows for RPL to function normally, but any application data
is lost. We simulate this attack in Cooja, and through serial
output from the nodes we can verify that the application
data is in fact lost from children to the attacker. We run the
simulation for 24 hours to allow RPL self-healing and self-
management mechanisms to correct this malicious behavior;
however, we could see through the output of the malicious
node and its parent node that the attack is still active. This
means the malicious node still drops all packets except
of RPL messages, which shows that, even after running
simulation for 24 hours, the RPL self-healing mechanisms
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Require: Packet—The IPv6 packet received
Require: OwnIP—The IPv6 address of this node
if Packet.protocol # RPL and Packet.destination # OwnIP then

Drop packet
end if

ALGORITHM I: Selective-forwarding attacks in RPL.

cannot self-correct the network. Therefore, an IDS for the IoT
running RPL in 6LoWPAN networks should actively provide
countermeasures to detect selective-forwarding attacks.

3.2. Sinkhole Attacks. In sinkhole attacks [12] a malicious
node advertises an artificial beneficial routing path and
attracts many nearby nodes to route traffic through it. This
attack in itself does not necessarily disrupt the network
operation; however when coupled with another attack, it
can become very powerful. Ngai et al. present an IDS
[19] against sinkhole attacks. Their approach requires two-
way communication with the nodes and encryption of the
messages. RPL already uses IP and has standardized ways to
provide bidirectional communication; E2E message security
is enforced using IPsec which is mandatory in IPv6.

Routing protocols that do not use metrics provided by
neighboring nodes are immune to sinkhole attacks, as there
is nothing for the attacker to spoof. For example, this is the
case with preprogrammed routes. The RPL protocol provides
several mechanisms to nodes in the DODAG to determine
which node to use as its default route. One of them is
rank, which is calculated and transmitted by the neighboring
nodes, though based on the relative position of nodes from
the DODAG root. An attacker can launch a sinkhole by
advertising a better rank thus attracting nodes down in the
DODAG to select it as parent. RPL, however, uses the link-
layer quality to calculate routes which makes sinkhole attack
less effective in RPL-based networks.

If the geographical locations of the nodes in the RPL
DODAG are known, the effect of sinkhole attacks can be
mitigated by using flow control and making sure that the
messages are traveling towards the actual destination. RPL
also supports multiple DODAG instances which provides
alternative routes to the DODAG root. A potential IDS for the
IoT could be hosted in the 6BR and can utilize information
from multiple DODAGs to detect sinkhole attacks.

3.2.1. Implementing Sinkhole Attacks against RPL. We imple-
ment a sinkhole attack in a Cooja simulated RPL network
by simply changing the advertised rank when sending RPL
control messages, specifically the DIO messages. Any delay
normally used to reduce network congestion is also removed
in order to allow our malicious node to be the first node
to advertise such a beneficial route. Figure 4 shows that the
sinkhole attack is very effective against an ordinary RPL
network and causes a lot of traffic to get routed through
the attacker. Figure 4 shows node number 26 performing a
sinkhole attack. Most of the nodes down in the DODAG

FIGURE 4: Screenshot of a simulated RPL network with sinkhole
attack, running actually implemented IoT technologies, shows that
RPL is effected by sinkhole attacks.

select it as their parent. We run this simulation for 24 hours to
let RPL DODAG correct itself against the malicious behavior;
however, we see no noticeable changes in the network state,
and the sinkhole attack is still effective, except that the nodes
with bad links to node 26 choose different parents.

3.3. HELLO Flood Attacks. The HELLO message refers to
the initial message a node sends when joining a network. By
broadcasting a “HELLO” message with strong signal power
and a favorable routing metric, an attacker can introduce
himself as a neighbor to many nodes, possibly the entire
network; however, in some of the nodes in the attacker’s
vicinity, when trying to join the attacker, their messages may
get lost because the attacker might be out of range.

In RPL, DIO messages that are used to advertise infor-
mation about DODAGs to new nodes can potentially be used
to launch a HELLO flood attack. If secure DIO messages are
used for advertisements or link-layer security is enabled, the
attacker has to compromise a node in order to perform this
attack.

Karlof and Wagner suggest a simple solution to this attack
where for each HELLO message the link is checked to be
bidirectional [12]. This solution is similar to what is already
available in the RPL protocol where it uses the link-layer
metric as a parameter in the calculation of the default route.
If no link-layer acknowledgements are received, the path is
assumed to be bad, and a different route is chosen.
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(a) RPL network with HELLO flood attack at the start of simulation

(b) RPL network with HELLO flood attack after 10 minutes of simulation

FIGURE 5: Cooja screenshot of an RPL network running actually implemented IoT technologies shows that RPL self-healing mechanisms

overcome HELLO flood attack without any designated IDS.

If geographical locations of the nodes in the RPL DODAG
are known, all packets received from a node that is far beyond
the transmission capabilities of ordinary network nodes
could be discarded to mitigate HELLO flood attacks. The self-
healing mechanisms in the RPL, discussed in Section 2.4, may
overcome this attack by trying another parent.

3.3.1. Implementing HELLO Flood Attacks against RPL. We
implement a HELLO flood attack against an RPL network
and let the RPL self-healing mechanism counter the attack.
Using the Cooja simulator we alter the connectivity between
the simulated nodes in the RPL network. We thus simulate
a HELLO flood by letting a malicious node have the ability
to send data to all other nodes in the network; however
only nodes physically close to the attacker have the ability
to respond. In order to increase the efficiency of the HELLO
flood attack we combine it with a sinkhole attack, described
in Section 3.2.

At first the HELLO flood attack interrupts the network
as almost all nodes in the network choose the attacker (node
26) as its default route, as shown in Figure 5(a). However,
nodes soon realize that the attacker is in fact not a valid route,
and choose a different default route. We show in Figure 5(b)
that the state of the network changes using RPL inherent
mechanisms, and the HELLO flood attack is automatically
mitigated within 10 minutes of its launch. However, nodes 3,
10, 19, and 21 are still connected through the malicious node
26 which shows that the sinkhole attack is not fully eliminated.

3.4. Wormhole Attacks. A wormhole is an out of band
connection between two nodes using wired or wireless links.
Wormbholes can be used to forward packets faster than via
normal paths. A wormhole in itself is not necessarily a

breach security; for example, a wormhole can be used to
forward mission critical messages where high throughput is
important, and the rest of the traffic follows the normal path.
However, a wormhole created by an attacker and combined
with another attacks, such as sinkhole, is a serious security
threat.

As we discussed in Section 4.1, an IDS for the IoT could
place processing intensive modules and a firewall in the 6BR.
An attacker can create a wormhole between a compromised
constrained node in a 6LoOWPAN network and a typical
device on the Internet and can bypass the 6BR. Such a
wormhole can become a very serious security breach and
is very hard to detect especially when the wormhole is
systematically switched on and off. Ways to prevent or at least
detect such a wormhole in the IoT are a research challenge
that needs to be addressed.

It is comparatively easy to detect wormholes created
within an RPL DODAG. One approach is to use separate link-
layer keys for different segments of the network. This can
counteract the wormhole attack as no communication will
be possible between nodes in two separate segments. Also,
by binding geographic information to the neighborhoods it
is possible to overcome a wormhole [20]. As wormholes are
usually coupled with other attacks, detecting the other attack
and removing/avoiding the malicious node will ultimately
overcome wormhole attacks.

3.4.1. Implementing Wormhole Attacks against RPL. We simu-
late a wormbhole attack by using the network simulator Cooja
and set up a physical medium where two nodes on opposite
sides of the network have a very good connection. As nodes 2
and 25, shown in Figure 6, are subjected to a wormhole attack,
they form a high quality route, and the neighboring nodes
connect through the malicious nodes 2 and 5. We run this



FIGURE 6: Screenshot of the simulated RPL network, running
actually implemented IoT technologies, shows that RPL is effected
by wormbhole attacks.

simulation for 24 hours to allow RPL inherent mechanisms
to self-heal the RPL DODAG. However, the network state
has shown that the attack is still there after 24 hours which
means that RPL does not provide any specific mechanisms to
counter wormhole attacks.

3.5. Clone ID and Sybil Attacks. In a clone ID attack, an
attacker copies the identities of a valid node onto another
physical node. This can, for example, be used in order to gain
access to a larger part of the network or in order to overcome
voting schemes. In a sybil attack, which is similar to a clone
ID attack, an attacker uses several logical entities on the same
physical node. Sybil attacks can be used to take control over
large parts of a network without deploying physical nodes.

By keeping track of the number of instances of each
identity it is possible to detect cloned identities. It would
also be possible to detect cloned identities by knowing the
geographical location of the nodes, as no identity should be
able to be at several places at the same time. The location
of nodes or similar information could be stored either
centralized in the 6BR or distributed throughout the network
in a distributed hash table (DHT) [21].

In an IP/RPL network cloned identities will cause trouble
when packets are heading to one of the cloned identities.
Packets will be forwarded to one of the cloned identities
based on the routing metrics in the network, and the rest of
the cloned identities will be unreachable from certain nodes
in the network. This however does not affect the network
otherwise, and therefore cloned identities on their own cause
no harm on a 6LoWPAN network.

3.5.1. Implementing Clone ID Attacks against RPL. Using the
Cooja network simulator we simulate cloned identities by
disabling the multiple-id check in the simulator and simply
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add several nodes with the same ID. In our Cooja simulated
IPv6 network running RPL the cloned identities have the
same IP address.

Simulations show that there are no inherent mechanisms
in RPL to counter cloned identities. In Figure 7 the cloned
identities are indicated in purple and have ID 26. The paths
shown with blue arrows represent the downward path. The
downward paths from the cloned identities are visualized
correct as Cooja nodes in such cases are aware of the source
node. However, all nodes which have chosen one of the
cloned nodes as their parent will all have their upwards route,
the black arrows, pointing towards the leftmost cloned node.

RPL is also subject to alteration and spoofing routing
attacks. In RPL a malicious node can send modified rank
information to the neighboring nodes. It can also send
modified or spoofed DIS, DIO, and DAO messages if RPL
security is disabled which is the typical case. The 6LOWPAN
networks can also suffer from traffic analysis that in itself is
not disrupting, but the information obtained from analyzing
the traffic could be used to launch other sophisticated attacks.
Typically, IPsec in tunnel mode or traffic randomization
with extra generated traffic is used to counter these attacks.
However, the constrained nature of the IoT devices precludes
the applicability of these countermeasures. Usually attacks are
not performed in isolation and are combined to get more
gains. An IDS for the IoT should consider different possible
combinations of these attacks and device solutions to protect
network against multiple attacks.

4. IDS and the IoT

In this section we present a placement of an IDS in a novel IoT
setup and propose a mechanism to eliminate malicious nodes
in the RPL network. We also discuss intrusion detection
capabilities of IPv6 through the heartbeat protocol.

4.1. Placement of an IDS in the IoT. Unlike typical WSN that
assume no constant connectivity with the sink node, in the
IoT the sink node (the 6BR) is assumed to be always available
and is not the end point of communication, but rather things
are globally recognizable. This novel architecture, as shown
in Figure 1, based on standardized protocol such as RPL and
6LoWPAN, gives us more flexibility in the placement of IDSs.

An IDS for the IoT can better utilize this architec-
ture and place processing intensive IDS modules, such as
anomaly based detections, in the 6BR, and the correspond-
ing lightweight modules, such as rule or signature based
detections, in the constrained sensor nodes. As already
discussed, the 6BR has more capacities than a typical
resource-constrained sensor node. Any such distributed
architecture, however, requires a trade-off between the local
storage/processing and network communication. Placement
of IDS modules in constrained devices will require more
storage and processing capabilities; however, these devices
have limited resources. On the other hand, a placement of an
IDS in the 6BR requires a fresh state of the network, which
ultimately incurs more communication overhead between
sensors and the 6BR. In LLNs, sending and receiving bits
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for Host in Hosts do

end for

end for
for Host in Hosts do

end for

Require: Hosts—A list of hosts in the RPL DODAG
Require: Responses—A list of ICMPv6 Echo
Replies from the previous iteration of this algorithm

ICMP.sendEchoRequest(Host)

for Respons in Responses do
Hosts.remove(Respons.source)

Alarm.raise(“Host is offline or filetered”, Host)

ALGORITHM 2: Lightweight heartbeat.

FIGURE 7: Screenshot of the simulated RPL network, running actu-
ally implemented IoT technologies, visualizes the cloned identities
and shows that RPL is effected by clone ID attacks.

are more power consuming than local processing. Hence it is
worth evaluating an IDS approach in both the centralized and
distributed placements to better understand its applicability
in the IP-connected LLNs. IDS modules in the 6BR have the
additional advantage that they can stop intrusion attempts
from the Internet. Also, they can block intrusion attempts
from inside LLNs against critical infrastructure on the Inter-
net. This is useful since it is easier to physically access and
compromise wireless nodes than typical Internet hosts.

4.2. Eliminating Malicious Nodes from RPL. Once nodes are
detected as malicious it is important to eliminate these nodes
from the network. The simplest approach to avoid a fake node
is to ignore it which requires identification. In the IoT, both
IP addresses and MAC addresses are vulnerable and can be
easily spoofed. One possible way to ignore malicious nodes
is to use either a whitelist or a blacklist. A whitelist contains
all legitimate nodes, whereas a blacklist would include all
malicious nodes. On one hand maintaining a whitelist is
easier; on the other hand it is not very scalable. Considering
that there will be limited devices under one 6BR or in a single
RPL DODAG we propose to use a whitelist as it is easy to be

managed in the presence of many attackers. However, there
can be potentially thousands of devices in an RPL network. In
such large networks blacklists are easier to manage. In either
way it is important that an attacker should not be able to
obtain another valid identity since that would enable sybil or
clone ID attacks [12].

4.3. Intrusion Detection and IPv6. Compared to IPv4 that is
mostly used in the Internet today and is well tested, IPv6
is a new protocol and is not yet widely deployed. IPv6 also
provides some novel features that can be exploited by both the
security provider and the attacker. For example, the flow label
field in IPv6 is not protected by IPsec E2E security. Unlike in
IPv4, IPsec is mandatory in IPv6. Further, in IPv6 ICMPv6
is protected by IPsec. In this section we use [Psec protected
ICMPv6 echo messages and provide a lightweight solution to
defend against selective-forwarding attacks in the IoT that are
otherwise difficult to detect.

Lightweight Heartbeat. For a 6LOWPAN network, for running
RPL or any other IPv6 based routing scheme, we can use
a simple heartbeat. Our heartbeat protocol is described in
Algorithm 2. In this algorithm, we simply send an ICMPv6
echo request from the 6BR to each node and expect a
response. We will notice if traffic is being filtered to and/or
from that node if we do not receive an ICMPv6 echo
reply. We do this with regular intervals, called heartbeats,
to have an up-to-date picture of the state of the network.
ICMPv6 echo/reply mechanisms are widely available in IPv6
networks; hence it is not required that the nodes should be
reprogrammed to support ICMPv6. For example, in many
Contiki OS configurations it is enabled by default.

The heartbeat protocol will work with its full potential if
IPsec with ESP [22] is used. Without IPsec, this method will
only be able to detect the simplest attacks if there are faults in
the networks for other reasons, for example, a broken node.
This is because without IPsec, it is possible for an attacker to
simply choose not filter ICMPv6 packets and therefore avoid
being detected by this technique. The lightweight heartbeat in
an IPsec enabled network would be able to detect selective-
forwarding attacks as there is no way to distinguish between
ICMPv6 traffic and normal traffic as everything after the IPv6
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TABLE 2: Energy and power usage of one node in an RPL network
for one heartbeat compared with RPL only (no heartbeat).

Overhead Energy (m]) Power (mW)
RPL only 202.6 1.702
RPL and heartbeat 225.3 1.893
Heartbeat only 227 0.191

ESP extension header is encrypted, including the ICMPv6
extension header [23]. The heartbeat concept can be extended
to potentially detect many attacks, for example, jamming
or physically damaging nodes, since the nodes would stop
responding to ICMPv6 requests.

As a proof-of-concept we implement the heartbeat pro-
tocol in a 6LoOWPAN network running ContikiRPL and
other IoT technologies shown in Table 1. We measured the
ROM/RAM and energy overhead of the heartbeat protocol.
No additional ROM or RAM is used in the constrained nodes
as ICMPv6 is already available in most of the IPv6 imple-
mentations including the pIP in the Contiki OS. However,
each constrained node in the 6LoWPAN network consumes
0.1158 m] of additional energy to process a single ICMPv6
message. The heartbeat protocol has a little ROM/RAM
overhead in the 6BR that sends ICMPv6 messages to the
nodes in the 6LoOWPAN; however, in the IoT the 6BR is not
assumed to be a constrained device.

We also evaluate the network-wide energy overhead of
our lightweight heartbeat where the 6BR sends ICMPv6 echo
requests to all nodes, and each node handles its ICMPv6 reply
and routes replies on behalf of other nodes. In this experiment
the RPL DODAG consists of 16 emulated Tmote Sky nodes.
Total energy and power usage by a single node (on average)
for one ICMPv6 message from the 6BR to all nodes are shown
in Table 2.

An IDS for the IoT should take into account the other
unexplored IPv6 features to protect the IoT devices against
potential malicious activities. We plan to explore this in the
future.

5. Conclusion

In this paper we have reviewed novel IoT protocols and
highlighted their strengths and weaknesses that can be
exploited by the IDSs. We have shown that, while the RPL
protocol is vulnerable to different routing attacks, it has
inherent mechanisms to counter HELLO flood attacks and
mitigate the effects of sinkhole attacks. An IDS for the IoT can
be complemented with the novel security mechanisms in the
IPv6 protocol; for example, our heartbeat protocol can defend
against selective-forwarding attacks.

The aim of this paper is to highlight the importance of
security in the RPL-based IoT and to provide grounds to the
future researchers who plan to design and implement IDSs
for the IoT.
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