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Abstract

This paper proposes a novel fusion approach to content-based image retrieval. In our retrieval system, an image is represented
by a set of color-clustering-based segmented regions and global/semi-global edge histogram descriptors (EHDs). As a result, the
resemblance of two images is measured by an overall similarity fusing both region-based and global/semi-global-based image
level similarities. In our approach, each segmented region corresponds to an object or parts of an object and is represented
by two sets of fuzzified color and texture features. A fuzzy region matching scheme, which allows one region to match
several regions, is then incorporated to address the issues associated with the color/texture inaccuracies and segmentation
uncertainties. The matched regions, together with the simple semantics for determining the relative importance of each region,
are further used to calculate the region-based image level similarity. The global/semi-global EHDs are also incorporated into
our retrieval system since they do not depend on the segmentation results. These EHDs not only decrease the impact of
inaccurate segmentation and but also reduce the possible retrieval accuracy degradation after applying the fuzzy approach to
the accurate segmentation for images with distinctive and relevant scenes. The Manhattan distance is used to measure the
global/semi-global image level similarity. Finally, the overall similarity is computed as a weighted combination of regional and
global/semi-global image level similarity measures incorporating all features. Our proposed retrieval approach demonstrates a
promising performance for an image database of 5000 general-purpose images from COREL, as compared with some current
peer systems in the literature.
� 2005 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

The evolution of the World Wide Web (WWW), the ad-
vances in computer technologies, and the recent information
explosion in multimedia content have produced an enor-
mous number of digital data archives in a variety of ap-
plication domains such as entertainment, commerce, edu-
cation, biomedicine, military, and web image classification
and searching. Correspondingly, many techniques have been
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developed for fast indexing, retrieval, and manipulation
of the digital images. However, traditional text-based
(keyword-based) image retrieval methods do not work well
as the image contents cannot be accurately described by
human language and different persons may perceive the
same image differently. In addition, it is time-consuming to
manually annotate each image due to the enormous size of
image databases. As a result, content-based image retrieval
(CBIR) has been brought to the forefront since the early
1990s[1].

CBIR is an important alternative and complement to tra-
ditional text-based image searching and can greatly enhance
the accuracy of the information being returned. It aims
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to develop an efficient visual-content-based technique to
search, browse, and retrieve relevant images from large-scale
digital image collections. Most proposed CBIR techniques
automatically extract low-level features (e.g., color, texture,
shapes, and spatial layout of objects) to measure the simi-
larities among images by comparing the feature differences
[1,2].

In this paper, we present a novel fusion framework for
general-purpose image retrieval based on both regional color
and texture features and the global and semi-global edge
histogram descriptors (EHDs) expanded from the normative
EHD for MPEG-7[3,4]. We have developed a fast and auto-
matic statistical-clustering-based segmentation method that
provides reasonable segmentation results where each seg-
mented region generally corresponds to an object or parts
of an object. Each region-based feature is then individually
fuzzified to incorporate the segmentation-related uncertain-
ties into the retrieval algorithm. The global and semi-global
EHDs, which do not depend on segmentation, have been fur-
ther utilized to decrease the impact of inaccurate region seg-
mentation and reduce the possible retrieval accuracy degra-
dation for the accurate segmentation cases. The resemblance
of two images is then defined as the overall similarity be-
tween two families of region-based fuzzy color and texture
features, global and semi-global EHDs. This overall simi-
larity is quantified by a computationally efficient distance
metric which integrates properties of all fuzzy regions in
the images, the normalized area percentage difference be-
tween matched regions, the normalized distance from the re-
gion center to the image center, different contributions from
color and texture features, and different contributions from
regional, global, and semi-global features. It is noteworthy
that the objective of the proposed method is to match entire
images, including backgrounds and main objects. It may not
perform very well for situations where the goal is to find
images containing a specific object where the background
is not important.

The remainder of the paper is organized as follows. Sec-
tion 2 briefly reviews the related work. Section 3 describes
the general framework of our proposed retrieval system.
Section 4 illustrates the experimental results. Section 5 con-
cludes with a brief discussion of our approach and some
proposed directions for future work.

2. Related work

In the CBIR system, the relevance between a query and
any target image is ranked according to a similarity measure
computed from the visual features. In general, the similar-
ity comparison is performed either globally based on visual
content descriptors including color, texture, and/or shape
features or locally based on visual content descriptors de-
rived from decomposed regions of the images.

Global visual content descriptors have been widely ap-
plied to many general-purpose image retrieval systems such

as IBM QBIC [5], MIT Photobook[6], Virage System[7],
Columbia VisualSEEK[8], Candid [9], Chabot[10], and
MARS [11]. The commonly used effective global features
include color histograms[12,13], Tamura features[14],
Wold features[15,16], Gabor filter features[17], wavelet
transform features[18–20], Fourier descriptors[21,22], and
the like. However, several major drawbacks associated with
these global features are:

1. They lack information about the spatial feature distribu-
tion.

2. They are sensitive to intensity variations and distortion.
3. They fail to narrow down the semantic gap (the difference

between users’ high-level query concepts for CBIR and
the low-level features that are used for the querying) due
to their limited description power based on objects.

Consequently, some approaches such as color coherence
vector[23], color correlogram[24], spatial color histogram
[25], and spatial chromatic histogram[26] have been pro-
posed to overcome the spatial limitation by incorporating
spatial information in the descriptor. However, most ap-
proaches have been proposed to focus on the local features
to extend the capability of CBIR so users can retrieve im-
ages based on potential interest regions. These local-feature-
based approaches are likely to provide a big step towards the
semantics-based retrieval since human perceptions of cer-
tain visual contents could potentially be associated with in-
teresting classes of objects/regions or semantic meanings of
objects/regions in the image. Among various local-feature-
based approaches, the region-based image retrieval methods
have been widely studied since they have a strong correla-
tion with real-world objects. In region-based image retrieval,
each image is first segmented into homogenous regions and
features for each region are extracted. The overall similar-
ity between two images is calculated based on all the cor-
responding region-based features. Several important region-
based retrieval systems are briefly reviewed here.

The UCSB NeTra system[27] uses an edge flow model
to segment the image by using three user specified param-
eters (i.e., image features to be used, the preferred scale
to localize the desired image boundaries, and the expected
number of regions). The segmentation-based color, texture,
shape, and spatial location features are further utilized to
search and retrieve similar regions from the database. In
Ref. [28], the same edge flow model is applied to segment
the image. The dominant colors for each segmented region
are obtained and a dominant-color-based similarity score is
computed to measure the difference between two regions for
retrieval. The Berkeley Blobworld system[29] applies the
expectation-maximization algorithm on color, texture, and
position features to segment the image into coherent regions.
The new segmentation-based joint color–texture–position
feature (blob representation) is then used for retrieval.

These three systems require significant user interaction in
defining or selecting individual regions for image similarity
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comparison. That is, to query an image, users must select
interest regions for a similarity evaluation and images whose
regional features are close to the features of the specified
regions are retrieved. Such systems may be a burden to non-
professional users especially when the entire scenes in the
image are indistinctive and irrelevant or when more detailed
feature information other than Boolean (yes/no) is required
from users as mandatory in the NeTra system. To totally
free the burden on the users’ side, several systems have
been proposed to develop similarity measures that combine
information from all of the automatically segmented regions
to compare the overall image similarity without any user
control.

Ardizzoni et al.[30] use color and texture features cap-
tured from wavelet coefficients for both segmentation and
retrieval. Similarity between images is assessed by com-
bining the regional color-and-texture similarities computed
from the Bhattacharyya distance at the image level. Li et al.
[31] and Chen et al.[32] use color features computed in the
LUV color space and texture features calculated from the
wavelet coefficients for each 4×4 block to segment the im-
age into regions. The region-based color, texture, and shape
features are utilized for retrieval. In Ref.[31], an integrated
region matching (IRM) scheme, which allows a region in
one image to match against all regions from another image,
is proposed to decrease the impact of inaccurate region seg-
mentation. In Ref.[32], a unified feature matching (UFM)
scheme is proposed, where region-based multiple fuzzy fea-
ture representations and fuzzy similarity measures are used
to improve the retrieval accuracy. In Ref.[33], the region-
growing approach is used to segment an image in the HSV
color space. The color, shape, and position features of each
region are extracted to represent the content of an image. A
probabilistic framework is then utilized to simultaneously
model both the first-order region properties and the second-
order spatial relationships of all the regions in the image for
similarity evaluation. Hsieh and Grimson[34] propose to
represent each image by a set of templates and their spatial
relations. Each template is characterized by a set of domi-
nant segmented regions, which reflect different appearances
of an object at different conditions. The visual similarity is
computed based on the joint color–texture–geometric fea-
ture difference between each region and the template. It is
further combined with the relation similarity to obtain the
final similarity.

In summary, all current CBIR systems use either global
features or local features for retrieval, but not both. We ob-
serve that the segmentation-related uncertainties always ex-
ist due to inaccurate image segmentation especially for the
images with indistinctive and irrelevant scenes. The fuzzy
representation[32] of imprecise local features can some-
how improve the retrieval accuracy and robustness against
inaccurate image segmentation. However, it is mathemati-
cally difficult to find an effective and efficient fuzzy feature
representation applicable to all kinds of images. Additional
regional spatial relationships[33,34] may improve the re-

trieval accuracy. But humans can often correctly identify
the object of interest at any possible location even when
its boundary is blurry or when it is occluded by other ob-
jects. This fact indicates that the regional spatial relation-
ships are not important factors for accurate retrieval. Con-
sequently, our proposed novel retrieval system will fuse the
global and semi-global EHDs and the region-based fuzzy
color and texture features for better retrieval accuracy with-
out using any spatial relationships. These global and semi-
global EHDs are extracted independent of segmentation and
therefore provide more robustness against any issue associ-
ated with segmentation.

3. Proposed CBIR system

The block diagram of our proposed novel fusion approach
to CBIR is shown inFig. 1. The first step of our algorithm is
to segment an image into reasonable coherent regions based
on exclusive color features. Image indexing and retrieval is
then taken based on the semi-global and global EHDs and
weighted independent region-based fuzzy color and texture
features incorporating the normalized area percentage differ-
ence between matched regions and the normalized distance
from the region center to the image center.
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Fig. 1. Block diagram of our proposed CBIR system.
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3.1. Color-clustering-based image segmentation

Most segmentation methods use either both color and
texture features[29–32] or complicated edge flow models
[27,28] or region-growing methods[33] to divide the im-
age into several homogenous regions. Unlike these meth-
ods, we propose a fast and automatic color-clustering-based
method to segment an image since color features are con-
sidered more important than other features in the domain
of natural images[34]. This proposed method provides seg-
mentations that are good enough for retrieval since the ac-
curate segmentation is not required in image retrieval and
our weighted fuzzy matching scheme and our segmentation-
independent global and semi-global EHDs will decrease the
impact of the inaccurate segmentation. The proposed seg-
mentation method has the following advantages:

1. It dramatically reduces the computational cost since tex-
ture features are excluded, where the complicated statis-
tical computation is usually involved.

2. It is fully automatic due to the adaptive learning nature
of the clustering method.

3. It is robust in the sense that each segmented region gen-
erally corresponds to an object or parts of an object.

To segment an image into coherent regions, the image is
first divided into non-overlapping square image-blocks and
a color feature vector is extracted for each image-block. The
size of the image-block is chosen to be 2× 2 because fine
details can be preserved. The LUV color space is used to
extract color features for each image-block since the percep-
tual color abilities of the human visual system are propor-
tional to the numerical difference in the LUV color space.
The image-block-based color features are the means of each
color component in the corresponding image-block.

After obtaining the color features for all 2× 2 image-
blocks, a statistical-clustering method, an unsupervised K-
Means algorithm[35], is used to cluster these color features
into several groups, where each group in the color feature
space corresponds to one spatial region in the image space.
The learning nature of this K-Means algorithm enables an
automatic and iterative segmentation process, which accom-
modates the fact that the number of regions in an image is
unknown before segmentation. Suppose there areM blocks
{xi = 1, . . . ,M} for each image. The goal of the K-Means
algorithm is to group each ofM blocks into one of theK
clusters, whose cluster centers arex̂1, x̂2, . . . , x̂K , such that

DK =
M∑
i=1

min
1� j�K

(xi − x̂j )
2 (1)

is minimized. We start the segmentation withK = 2 and
adaptively and gradually increaseK until a reasonable seg-
mentation is yielded. This iterative segmentation process
will stop at theith iteration (i.e., the total number of clusters
K equalsi) if Di is less than a threshold or|Di −Di−1| is
less than another threshold. These two thresholds are empir-

ically chosen so a reasonable segmentation can be achieved
on all 5000 images from our test database.

Fig. 2shows the intermediate segmentation results of two
sample images from our test database by adaptively and
gradually increasing the number of regionsK. It clearly
demonstrates that the segmentation results become better as
the number of regions increases and the final segmentation
results are reasonable for further retrieval. It also illustrates
that each segmented region does not necessarily be con-
nected, as shown in several separated red and black portions
in the first sample image A and several separated black, gray,
and brown portions in the second sample image B. How-
ever, this non-connected property preserves the natural clus-
tering of an object or parts of an object in general-purpose
images, which is required for accurate retrieval. That is, a
uniform object will be grouped into a connected segmenta-
tion. A non-uniform object will be segmented into several
non-connected clusters based on color and its distribution
as shown inFig. 2.

3.2. Fuzzy feature representation and fuzzy region matching

After segmentation, a set of regions will be obtained. In
order to fully represent each segmented region, two sets of
features including color and texture properties are used as
underlying primitives to represent this region.

3.2.1. Region-based color and texture features
The color feature	f c

j
for each regionj is the K-Means’

cluster center of this region, i.e., the average of color features
of all the image-blocks in this region.

The texture feature	f t
j

for each regionj is computed as
follows:

Step1: Generate a “texture template” image by keeping
all the pixels in regionj intact and setting all the pixels
outside regionj as white.
Step2: Convert this “texture template” image to the gray-

scale image.
Step3: Apply a two-level Haar wavelet transform to the

gray-scaled “texture template” image obtained from Step 2.
Step4: Calculate the average energy in each high fre-

quency band (i.e., low–high, high–low, and high–high band)
of level 1 and level 2 wavelet decompositions.
Step5: Construct a texture feature vector	f t

j
for region j

by concatenating the six average energy values in an appro-
priately scaled measurement unit.

The computational cost of deriving the regional represen-
tative texture feature is minimal compared to most methods
[29–32], where texture features of all the image-blocks are
calculated and then averaged based on the segmentation re-
sults. Moreover, our proposed regional representative texture
feature captures more accurate edge distribution along the
region boundary and within the region than other methods
which always generate small values due to the homogeneity
of each merged image-block.
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Fig. 2. Segmentation results by the unsupervised K-Means clustering algorithm.

Since these color and texture properties are constructed in
different ways and have different measurement units, they
are utilized as two sets of features for representing each
region.

3.2.2. Region-based fuzzy features and similarity
Unlike most region matching schemes[27–30]which di-

rectly compare the regional features between two images,
we independently fuzzify each regional color and texture
feature and apply fuzzy matching on these fuzzified features
to address the imperfect segmentation issue.

In general, any membership function with a smooth tran-
sition between 0 and 1 can be selected for fuzzification.
The Cauchy function[36] is utilized in our approach among
some commonly used cone and exponential functions due
to its good expressiveness and its high computational effi-
ciency. One example of the Cauchy function is illustrated
in Fig. 3. The corresponding Cauchy function for this plot
is defined as

C(	x)= 1

1 +
(

‖	x − 	f ‖
d

)� = 1

1 +
(

‖	x − 	0‖
30

)�

= 1

1 +
(‖	x‖

30

)� , (2)
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Fig. 3. One example of the Cauchy function with fixedd and 	f
whered = 30 and 	f = 	0.

whered represents the width of the function;	f represents the
center location (point) of the fuzzy set;� represents the shape
(or smoothness) of the function;	x represents the feature to
be fuzzified; andC(	x) is the degree of membership.
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This Cauchy function plot clearly shows that the fuzzi-
ness increases as� decreases for a fixedd and the Cauchy
function becomes sharper within its center region[−d, d]
and flatter outside. It also demonstrates that the farther a
feature	x is away from the region center (i.e., the represen-
tative feature which is shown as	f = 	0 in Fig. 3), the lower
its degree of membership. This membership value illustrates
the degree of wellness that the	x characterizes the region,
and thus models the segmentation-related uncertainties.

To fuzzify the color feature in the regionj, the Cauchy
function defined as

C(	xcj,m)= 1

1 +
(‖	xc

j,m
− 	f c

j
‖

d

)� (3)

is used to calculate the membership of the color feature	xc
j,m

of each 2× 2 image-blockm in region j, where:

• j ∈ {1, . . . , C}, C is the number of regions obtained from
segmentation;

• m ∈ {1, . . . , Bj }, Bj is the number of image-blocks in
region j;

• 	f c
j

is the color feature of regionj;
• d is the average distance between color features of all

regions in the image and is calculated as

d = 2

C(C − 1)

C−1∑
i=1

C∑
k=i+1

‖ 	f ci − 	f ck ‖; (4)

• � represents the shape of the Cauchy function. It is chosen
to be 1 in our implementation because it involves the least
computation and its Cauchy function shape (shown as a
bold purple line inFig. 3) roughly corresponds to the
gradual transition of region boundaries in an image with
respect to the region center.

The fuzzy-color-based region similaritysc between two
regionsu andv is defined as

sc(u, v)= sup[C(	xcu∩v,m)], (5)

where	xcu∩v,m represents any image-blockm in two regions
uorv, andC(	xcu∩v,m)=min[Cu(	xcm), Cv(	xcm)] withCu(	xcm)
andCv(	xcm) being the membership values computed by Eq.
(3). Because of the unimodal property of the Cauchy func-
tion, the fuzzy similarity (5) between the fuzzified color
features of a regionu in image A and a regionv in image
B can be computed in the reduced complexity form, whose
proof is shown in the appendix:

Sc(u, v)= (dc
A

+ dc
B
)�

(dc
A

+ dc
B
)� + ‖ 	f cu − 	f cv ‖�

, (6)

where� represents the shape of the Cauchy function,	f cu is
the color feature of regionu in image A, 	f cv is the color
feature of regionv in image B anddc

A
anddc

B
are the average

distances between color features of all regions in images A
and B, respectively.

This simplified fuzzy region similarity formula (6) indi-
cates that the similarity between two fuzzified regions can be
quickly and efficiently computed by using the non-fuzzified
features (i.e., the average distancesdc

A
and dc

B
, and color

features 	f cu and 	f cv ) and the fuzzy function shape parame-
ter �. That is, using these average distances and color fea-
tures eliminates the need to compute the memberships of
all image-blocks. This is therefore another reason for the
Cauchy function to be chosen in our fuzzification.

Similarly, the fuzzy similarity between the fuzzified tex-
ture features of regionu in image A and regionv in image
B can be computed by

St (u, v)= (dt
A

+ dt
B
)�

(dt
A

+ dt
B
)� + ‖ 	f tu − 	f tv‖�

, (7)

where all the notations have the same meanings as the ones
used in Eq. (6), except that the texture feature is used instead
of the color feature.

The overall similarity between two fuzzy regionsu andv
is calculated by

S(u, v)= �1S
c(u, v)+ (1 − �1)S

t (u, v), (8)

whereSc(u, v) andSt (u, v) are calculated by using Eqs. (6)
and (7), and�1 determines the contribution of color features
in measuring the similarities. Since color is more important
than texture in natural images[34], �1 is empirically set to
be 0.85 in our system.

3.2.3. Fuzzy region matching
Since the resemblance of two images is conveyed through

the similarities between regions from both images, the
image-level similarity can be measured using region-level
similarities. A fuzzy region matching scheme is used in our
approach to measure all possible region similarities due to
the imperfect segmentation which may cause a region to
contain an object or parts of an object as illustrated inFig.
2. That is, the fuzzy region matching scheme allows that
a region in one image corresponds to several regions in
another image and vice versa.

The best matched region in image B for an individual
region u in image A is determined by the fuzzy region
matching:

S(u, vbest )= max{S(u, v)} ∀v ∈ B, (9)

whereS(u, v) is obtained by using Eq. (8). Based on Eq.
(9), the region in image B, which yields the largest overall
region similarity, is considered to be the most similar region
for regionu in image A. Its region–color-based similarity
Sc and region–texture-based similaritySt are saved in the
similarity vectorsLc andLt for calculating the image-level
similarity. The same process will be applied to all the other
regions in image A and all the regions in image B. As a
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Fig. 4. Illustration of the fuzzy region matching scheme.

result, the lengths ofLc andLt will be the total number of
regions in images A and B. It is easily observed that two
identical images will have the same segmentation results
and all elements inLc andLt will be 1’s.

This fuzzy region matching scheme is illustrated inFig. 4.
Each of the three regions in image A is matched to the most
similar region in image B by Eq. (9). Similarly, each of the
five regions in image B is matched to the most similar region
in image A as shown in red dash arrows. The best similarity
values in terms of both color and texture are stored inLc

and Lt , respectively. It clearly shows that several regions
in image B can be matched to the same region in image
A, which is the important property of the proposed fuzzy
matching scheme.

3.3. Global and semi-global edge histogram descriptors
(EHDs) extraction

The fuzzy feature representation and fuzzy region match-
ing have been developed in our retrieval system to ad-
dress the imperfect segmentation issue. However, choos-
ing a proper fuzzy membership function is an application-
dependent problem. It is also mathematically difficult to find
an effective and efficient fuzzy membership function with
the appropriate parameters applicable to all kinds of images.
Furthermore, possible degradation of the retrieval perfor-
mance may occur when segmentation tends to be very accu-
rate for images with distinctive and relevant scenes. There-
fore, we add the global and semi-global EHDs in our re-
trieval system. The major advantages of using these EHDs
are:

1. Edges are important features to represent the content
of an image since human eyes are sensitive to edge
features for image perception. They complement the
region-based color and texture retrieval from a different
perspective.

2. The global and semi-global EHDs do not depend on
segmentation and therefore can provide more robustness
against any issues associated with segmentation.

3. The global EHD represents the global features of the

edge distribution and is invariant to translation, rotation,
and scaling (RST).

4. The semi-global EHD represents the global features of
the edge distribution in five predefined non-segmented
regions and is robust against RST within each of these
chosen regions.

The EHD is one of the three normative texture descrip-
tors proposed for MPEG-7[3,4,37]. It captures the spatial
distribution of edges in an image and has been proven to
be useful for image retrieval, especially for natural images
with non-uniform textures and clip art images. Five types of
edges, namely vertical, horizontal, 45◦ diagonal, 135◦ di-
agonal, and non-directional edges (i.e., the edges with no
particular directionality), have been utilized to represent the
edge orientation in 16 sub-images. These sub-images are
obtained by dividing the entire image space into 16 non-
overlapping sub-spaces as shown inFig. 5(a). The EHD in
MPEG-7 is therefore a total of 5×16 histogram bins, which
represent local edge distribution for each sub-image in the
image.

Based on the EHD, we construct global and semi-global
edge histograms with various segments of the image to ad-
dress any segmentation-related issues. The global edge his-
togram represents the edge distribution for the entire image
space and has five bins since five edge types are considered
in the calculation. For the semi-global edge histograms, we
cluster four connected sub-images to generate five differ-
ent clusters as shown inFig. 5(b). The edge distributions of
five different edge types are generated for each cluster to
construct the semi-global EHD.

3.4. Similarity measure

Unlike other methods exclusively using global features
[5–11]or local features[27–34]for image retrieval, we fuse
local, global, and semi-global features into an integrated
comprehensive feature for more accurate image retrieval.
Correspondingly, three types of similarity measures, namely
region-based, global, and semi-global similarity measures,
will be computed and combined to automatically measure
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Fig. 5. Global and semi-global edge histogram descriptors.

the overall resemblance between two images.

3.4.1. Local similarity measure at the image level
The image resemblance in terms of the segmented re-

gions is measured by the overall region-based similarity.
A weighted overall region-based similarity scheme is used
based on the following three observations:

(1) Important objects in an image tend to occupy larger
areas near the image center;

(2) Regions adjacent to the image boundary provide more
semantic information because semantically similar im-
ages always have similar background;

(3) The matched regions between two images tend to have
a similar area.

Consequently, the region position and the area difference
between two matched regions are incorporated for comput-
ing the overall region-based similarity. That is, more weight
is assigned to the region that is near the image center or is
near the image boundary or has a similar area as the matched
region.

The overall region-based image level similarity scoreSl
is computed based on the fuzzy region matching scheme in
terms of both color and texture features:

Sl = �1S
c
l + (1 − �1)S

t
l , (10)

where�1 determines the contribution of color features in
measuring the overall image level similarity and is set to
be the same value (0.85) as used in Eq. (8);Sc

l
andSt

l
are

the region-based color and texture similarities, respectively.
These two similarities are computed by using the similarity
vectorsLc andLt obtained from the fuzzy region matching,
the region position, and the area difference between two
matched regions:

Scl = ⇀
w
T
Lc = ((1 − �2) 	wa + �2 	wp)T Lc,

Stl = ⇀
w
T
Lt = ((1 − �2) 	wa + �2 	wp)T Lt . (11)

Here,
⇀
w is the weight vector related to the region position

and the area difference between two matched regions. In

particular,
⇀
wa contains the normalized weights which favor

the small normalized area percentage differences between

two matched regions.
⇀
wp contains the normalized weights

which favor regions near the image boundary or near the

image center.�2 adjusts the significance of
⇀
wa and

⇀
wp and

is experimentally set to be 0.1 since the size of the region
is more important than the position. It is easily observed
that the overall region-based image level similarity scoreSl
between two identical images will be 1.

3.4.2. Global similarity measure at the image level
The image resemblance in terms of the global edge dis-

tribution is measured by the global similaritySg . The Man-
hattan distance is used to calculate the global similarity by
pairwisely comparing each element in the global EHD of
the query and target images. It is easily observed from this
distance measure that the smaller the global similarity score
Sg is, the similar the two images.

3.4.3. Semi-global similarity measure at the image level
The image resemblance in terms of the global edge distri-

bution in five clusters of four connected sub-images is mea-
sured by the semi-global similaritySsemi-g . The Manhattan
distance is used to measure the semi-global similarity by
pairwise comparison of the semi-global EHD of the query
and target images. This similarity measure ensures that the
similar images will have a semi-global similarity score close
to 0.

3.4.4. Overall image similarity
The overall image similarity is measured by a weighted

scheme in similarity measures integrating the regional,
global, and semi-global matching. The weights are deter-
mined as follows:

• The most weight is assigned to the region-based similarity
measure since the region-based color and texture features
capture more details in the image.
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• The least weight is assigned to the semi-global similarity
measure since the semi-global EHD has more elements
and therefore a larger Manhattan distance than the global
EHD.

The overall image similarity measure is computed as

S = �3Sl + (1 − �3)(e
−(�4Sg+(1−�4)Ssemi-g)/a), (12)

where:

• �3 adjusts the contribution of the region-based (local) sim-
ilarity measure in the overall similarity and is empirically
set to be 0.7.

• �4 adjusts the contribution of the global similarity mea-
sure to scale the global-based and semi-global-based sim-
ilarity scores. It is tested to be 0.8.

• e−(�4Sg+(1−�4)Ssemi-g)/a is a non-linear transformation
that converts the integrated global and semi-global simi-
larity to a range of[0,1] with 1 indicating the best match.
Here,� controls the general shape of the non-linear trans-
formation and is experimentally set to be 2.

4. Experimental results

To date, we have tested our retrieval algorithm on a
general-purpose image database with 5000 images from
COREL[38]. These images are stored in JPEG format with
size 384× 256 or 256× 384. The entire database has 50
categories with 100 images in each category. Most cate-
gories contain distinct semantics including building, beach,
dinosaur, horse, mountain, and the like. For each image, the
region-based color and texture features, locations and areas
of all its regions, the global EHD, and the semi-global EHD
are stored in a feature file.

4.1. Retrieval effectiveness

To qualitatively evaluate the retrieval effectiveness of our
algorithm over the 5000-image COREL database, we ran-
domly select five query images with different semantics,
namely, beach, building, horse, food, and sunset. For each
query image, we examine the precision of the query results
based on the relevance of the image semantics. The top 11
retrieved images by using our proposed retrieval method and
the UFM method[32], which is the best region-based re-
trieval method to our knowledge, are shown side-by-side in
Fig. 6. For each block of images, the query and the most
matched images are the same and at the upper left corner.
The segmentation of the query is shown at the right side
of the query with the number of regions indicated below.
The numbers below other images are the overall similarity
scores and the number of segmented regions. We also pro-
vide the number of relevant images among the top 20 and
30 returned images for both methods.

Several important observations are:

• Both methods effectively separate the beach and building
categories despite the similarity of the segmented regions
for two query images. However, our retrieval results are
obviously more relevant to the query semantics.

• Our method yields desirable retrieval results for the horse
query whereas several irrelevant ones are obtained by the
UFM method.

• Our method achieves much better retrieval results than
the UFM method for both food and sunset queries. The
chaotic content of the food query and the simple content
of the sunset query do not severely degrade our retrieval
performance as they do to the UFM method mainly due
to the integration of the global and semi-global edge de-
scriptions in our fusion approach.

4.2. Comparison of retrieval performance of 10 distinct
image categories

A more quantitative evaluation is performed on 10 dis-
tinct image categories. We randomly choose 15 images from
each category (i.e., 150 images in total) as query images
and then calculate the average precision of each category
by evaluating the top 20 returned results. Here, a retrieved
image is considered as a correct match if and only if it is in
the same category as the query image. Our proposed fusion
method is compared with several peer retrieval methods, in-
cluding the UFM method[32], the IRM method[31], the
global HSV color histogram method with different bins (i.e.,
32 and 64 bins)[37], the color indexing method[13], and
the global EHD method[37]. These systems use a wide va-
riety of global-based, region-based, and fuzzy-region-based
CBIR approaches together with different features such as
color, texture, shape, and their combinations. By comparing
with these systems, the effectiveness of the proposed system
can be validated. We implemented all these methods except
for the UFM method whose executables were obtained di-
rectly from the authors.

In order to ensure fair comparisons, we use the same
5000 images from COREL as a test bed, the same 150
images as queries, and the 20 images as returned retrieval
images.Table 1lists the comparison details among different
categories and methods in terms of the average retrieval
precision. It is clear that our proposed method performs
much better than all six approaches in almost all image
categories.

• Our method outperforms the UFM method in all image
categories and improves the overall average retrieval ac-
curacy by 32.10%.

• Our method yields much better retrieval accuracy than
the IRM method in all image categories except for the
dinosaur and office queries (categories 7 and 10) which
yield comparable retrieval accuracy. The overall average
retrieval accuracy is improved by 39.96%.
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Fig. 6. Retrieval results of 5 queries by using our proposed method and the UFM method.

• Our method has better retrieval accuracy than the HSV
64-bin color histogram method in 9 categories and a little
worse retrieval accuracy for the dinosaur queries. It im-
proves the overall average retrieval accuracy by 39.51%.

• Our method has better retrieval accuracy than all the other
three methods in all image categories. The overall aver-
age retrieval accuracy improvement over the HSV 32-bin
color histogram method, the color indexing method, and
the EHD method is 59.92%, 48.02%, and 91.72%, re-
spectively.

4.3. Comparison of overall retrieval performance

More returned images are used to quantitatively mea-
sure the overall retrieval accuracy.Fig. 7 compares the
overall average retrieval precision of the chosen 10
distinct image categories from top 20,30, . . . ,100 re-
turned images when seven methods are applied to the
same 5000 images from COREL by using the same 150
query images. It clearly shows that our proposed method
ranks the best with the highest overall retrieval accuracy
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Table 1
Comparison of the average retrieval precision of each category by using seven different methods

Proposed UFM IRM HSV 32 bins HSV 64 bins Color Indexing EHD

Beach 0.2800 0.2533 0.2800 0.1967 0.2567 0.2233 0.1067
Building 0.5467 0.4667 0.4133 0.2667 0.3400 0.4133 0.1367
Vehicle 0.5600 0.3167 0.1367 0.1933 0.2067 0.1633 0.4700
Flower 0.8233 0.6867 0.4933 0.5433 0.5967 0.3833 0.3100
Horse 0.8900 0.7633 0.8033 0.7400 0.8033 0.8367 0.4033
Food 0.5067 0.3000 0.2367 0.2033 0.2567 0.3133 0.1167
Dinosaur 0.7567 0.6100 0.7600 0.7267 0.8033 0.6567 0.6700
People 0.2433 0.2233 0.1433 0.1333 0.1133 0.1467 0.1400
Sunset 0.7100 0.3967 0.4333 0.3533 0.4100 0.3733 0.4500
Office 0.3333 0.2600 0.3367 0.1767 0.2633 0.3067 0.1433
Average 0.5650 0.4277 0.4037 0.3533 0.4050 0.3817 0.2947
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Fig. 7. Comparison of the overall retrieval precision of different returned image numbers by using seven different methods.

for different returned image numbers ranging from 20
to 100.

The comparisons of the overall retrieval recall (i.e., the
ratio between the number of correctly retrieved images and
the total number of relevant images which are in the same
category as the query image) for different returned image
numbers are illustrated inFig. 8. It clearly shows that our
proposed method performs the best with the highest overall
retrieval recall for any number of returned images.

4.4. Validity proof of the proposed method

To verify the effectiveness of the proposed approach, the
overall average retrieval accuracy obtained by assigning dif-
ferent weights to the global-based and regional-based simi-
larity scores is shown inFig. 9, whereG andR, respectively,
represent global and regional weights. It also clearly shows
the effectiveness of our fusion approach (G:R = 3: 7) as it
achieves the best accuracy.

Additional experiments using the same test bed, the same
150 query images, and the 20 returned images are performed
on several variants of our proposed method to experimen-
tally illustrate the validity of our method. These variants
include:

• Our global and semi-global method without using any
local features (PrGl);

• Our fuzzy region-based method without using any global
and semi-global features (PrRe1);

• Our fuzzy region-based method using only local color
and no local texture and no global and semi-global edge
features (PrRe2);

• Our fuzzy region-based method combined with the global
HSV 32-bin color histogram[37] instead of the global
and semi-global edge histograms (PrReC1);

• Our fuzzy region-based method combined with the global
HSV 64-bin color histogram[37] (PrReC2);
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Fig. 8. Comparison of the overall retrieval recall of different returned image numbers by using seven different methods.
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Fig. 9. Average retrieval accuracy for different weights.

• Our fuzzy region-based method combined with the color
indexing[13] (PrReC3).

• Our fuzzy region-based method combined with the nor-
mative EHD for MPEG-7[37] (PrReE).

Table 2numerically lists the average retrieval precision
of each category by applying our proposed method and
its seven variants, namely, PrGl, PrRe1, PrRe2, PrReC1,
PrReC2, PrReC3, and PrReE. The overall retrieval precision
of the chosen 10 image categories for each retrieval method
is also shown at the last row ofTable 2. We also rank the
overall retrieval performance of each method compared in
Tables 1and2 in a descending order at the right-hand side
of Table 2.

It is clear that our proposed method performs much better
than all of its variant methods in almost all image categories
except for a few ones with a comparable performance, as
shown bold and italic inTable 2. In general, our proposed
method and its five variants (i.e., PrReE, PrReC2, PrReC3,
PrReC1, and PrRe1) outperform the six peer retrieval meth-
ods in terms of the overall retrieval precision. Several com-
parisons based onTable 2 are evaluated to illustrate the
effectiveness of our fusion approach.

4.4.1. Effectiveness of fuzzy features and fuzzy matching
Our PrRe1 method is compared with the IRM method

where only color and texture features are utilized for re-
trieval. Our PrRe1 method outperforms the IRM method
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                             � in almost all 10 image categories except for the beach, di-
nosaur, and office queries with a comparable retrieval per-
formance. Our PrRe1 method improves the overall retrieval
accuracy by 13.13% mainly due to the incorporation of the
fuzzy features and fuzzy matching into the retrieval proce-
dure.

4.4.2. Effectiveness of local texture features
We compare our PrRe1 and PrRe2 methods with respect

to the average retrieval precision of each image category
and the overall retrieval precision of all 10 image categories.
The former has better retrieval performance in all 10 image
categories and improves the overall retrieval accuracy by
22.01%. This result indicates that the additional local texture
features do improve the retrieval accuracy.

4.4.3. Effectiveness of our fuzzy region-based approach
Our PrRe1 method ranks the sixth in terms of the overall

retrieval precision among all 14 methods. It has better re-
trieval performance (i.e., 6.78% improvement) than the UFM
method, which is the best region-based retrieval method to
our knowledge. Moreover, our PrRe1 method is more effi-
cient than the UFM method in two perspectives:

• The exclusive color features are used for segmentation in-
stead of the comprehensive features integrating both color
and texture as proposed in the UFM method. Therefore,
our PrRe1 method is faster than the UFM method in seg-
menting an image into several coherent regions.

• The color and texture are treated as two separate features
to represent each region instead of one combined feature
consisting of color, texture, and shape as proposed in the
UFM method. Such a separation ensures that more accu-
rate local texture features are derived and better retrieval
precision is achieved without using any shape feature.

4.4.4. Effectiveness of our fusion approach
Our proposed fusion approach is compared with its sev-

eral variants to experimentally illustrate the effectiveness of
this fusion.

(1) Our method vs. our PrG1 method: Our method yields
substantially better retrieval accuracy in all image cate-
gories. There is a 95.30% improvement in the overall re-
trieval accuracy, which indicates that the additional local
features dramatically increase the retrieval accuracy.

(2) Our method vs. our PrRe1 method: Our method yields
better retrieval accuracy in 9 image categories and a com-
parable performance for the building queries. Our method
outperforms our PrRe1 method by 23.71% improvement
in the overall retrieval accuracy. It is clear that the fusion
of the global features does improve the retrieval perfor-
mance.

(3) Our method vs. its variant fusion methods (PrReC1,
PrReC2, PrReC3, and PrReE): Our method performs
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much better than our variant fusion methods integrating
different color histograms. Even though the global color
histograms themselves yield better retrieval accuracy
than our global and semi-global EHDs, the integration
with the region-based color and texture features does
not achieve better retrieval accuracy. This is mainly due
to the fused edge descriptors provide more information
which is complement to the region-based features. It is
also interesting to notice that our method outperforms
the PrReE method by 4.69% retrieval accuracy improve-
ment despite that the EHD alone performs better than
our global and semi-global EHDs. All these experimen-
tal results indicate that our global and semi-global edge
features are more effective than both global color his-
tograms and EHDs in the fusion procedure. We have
further tested on several other possible combinations.
The experiments show that our approach achieves com-
parable performance by using the smallest number of
features.

4.5. Speed

The algorithm has been implemented using Matlab 6.5 on
a Pentium IV 3.06 GHz PC running Windows XP operating
system. Computing the feature vectors for 5000 color images
of size 384× 256 requires around 35 h, which can be easily
reduced to at least one-twentieth if the entire algorithm is
implemented by C language. In average, 25 s are needed to
segment and compute all the features for an image. It should
be faster than most region-based retrieval methods which use
integrated color and texture features for segmentation, where
complicated statistical approach is involved in computing
texture features.

The time complexity for segmenting all 5000 images is
O(CN × knd) where:

• O(CN) measures the average total number of iterations
required for the entire image database withC being the
average number of regions of an image (i.e., the average
number of iterations required for an image) andN being
the number of images in the database;

• O(knd) measures the time complexity for segmenting a
single image withk being the number of clusters (i.e.,
number of regions),n being the total number of color
features (i.e., the total number of image-blocks in the
image), andd being the dimensionality of the color
feature.

The time complexity for calculating local color features is
O(CN × d). The time complexity for calculating local tex-
ture features isO(CN×Row×Col) whereRow’s andCol’s
are the dimensionality of the image itself. The time com-
plexity for calculating global and semi-global edge features
isO(N×ne) wheree is the total number of edge types. The
time for matching images and sorting results in our fusion
approach isO(C2N +N logN).

For the COREL database, we haveN = 5000,C = 4.3,
n = (384× 256)/(2 × 2) = 24576,d = 3, e = 5, and the
average value ofk is equal toC.

5. Conclusions and discussions

A novel fusion approach to CBIR is proposed in this paper.
In this approach, an image is first segmented into regions by
using a fast and automatic color-clustering-based segmenta-
tion method. Two sets of features including color and tex-
ture properties are then derived to represent each segmented
region. In specific, the region-based color features are auto-
matically derived along with the segmentation results. The
region-based texture features are computed by the average
energy values of the six high-frequency bands after apply-
ing a two-level wavelet transform to the gray-scaled “texture
template” image. The region-based image level similarity is
then measured by applying the fuzzy matching scheme to
the fuzzified region-based color and texture features with re-
spect to both the region position and the normalized matched
region percentage difference. Such fuzzy feature represen-
tation and fuzzy region matching have been proven to be
more effective than the UFM method for addressing the im-
perfect segmentation and the inaccurate color/texture issues,
as shown in Section 4.4.3.

However, a major limitation of the proposed region-based
scheme is the possible degradation of the retrieval perfor-
mance when segmentation tends to be very accurate for im-
ages with distinctive and relevant scenes. Furthermore, it is
extremely difficult to find an appropriate fuzzy membership
function applicable to a variety of images. Therefore, we add
segmentation-independent global and semi-global EHDs to
resolve these limitations. These EHDs are expanded from
the normative EHD for MPEG-7 and are computed to mea-
sure the global image level similarity by using the Manhat-
tan distance.

These two image level similarities are finally fused to one
integrated overall similarity measure to compare the resem-
blance between the query and target images. The effective-
ness, efficiency, and uniqueness of the proposed approach
are summarized as follows:

• The unsupervised adaptive K-Means algorithm is exclu-
sively performed on the 2× 2 image-block-based color
features to automatically, quickly, and efficiently segment
an image into coherent regions, where each segmented
region generally corresponds to an object or parts of an
object.

• The region-based texture features are derived after seg-
mentation instead of during the segmentation procedure.
This derivation ensures that more accurate texture infor-
mation is captured along the region boundary and within
the region.

• The region-based color and texture are treated as two sep-
arate features to represent each region. Such a separa-
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tion achieves better retrieval performance than the other
schemes combining the color and texture into one com-
prehensive feature (e.g., IRM and UFM methods) as il-
lustrated in Sections 4.4.1 and 4.4.3.

• Each independent color and texture feature is fuzzified
to incorporate the segmentation-related uncertainties into
the retrieval algorithm.

• The fuzzy region matching scheme is also implemented
to allow one region in image A to match several regions
in image B and vice versa. This scheme accommodates
the imperfect segmentation and inaccurate color/texture
issues.

• The normalized area percentage difference between
matched regions and the normalized distance from the
region center to the image center are incorporated into
regional features. These two region-related properties
are derived from the semantics observation and are used
to determine the importance of a specific region when
computing the region-based image level similarity.

• The Cauchy function has been used for both fuzzifica-
tion and fuzzy matching. This fuzzy membership func-
tion greatly reduces the computational cost as proven in
the appendix.

• The global and semi-global EHDs have been utilized to
decrease the impact of segmentation since they do not
depend on segmentation.

• The resemblance of two images is measured by the overall
similarity fusing together two families of region-based
fuzzy color and texture features, global and semi-global
EHDs with different contribution parameters.

The experimental results on 5000 images from the
COREL database demonstrate that the proposed algorithm
achieves good retrieval accuracy with fast speed due to
the small feature vector size (i.e., 3 elements for color, 6
elements for texture, 5 elements for global EHDs, and 25
elements for semi-global EHDs).

Shape or spatial information is not considered in our im-
plementation for the efficiency consideration. It may be fur-
ther integrated into the retrieval system to improve the accu-
racy with a compromised efficiency. Other fuzzy member-
ship functions and other global feature representations may
be further studied to improve the retrieval accuracy. Instead
of searching the image database sequentially as currently
implemented in our system, some tree-structure-based in-
dexing methods may be explored to further speedup the re-
trieval.

Appendix A

Proof of Eq. (6) is depicted as follows. Consider two
fuzzy setsCu(	x) andCv(	x) for different regionsu andv in
images A and B, let	fu and 	fv be the corresponding fuzzy
centers with the assumption of	fu� 	fv . The illustration of
such two fuzzy sets with respect to the fuzzy centers is
shown inFig. 10.

x
uf vf0x

The intersection of the 
two fuzzy sets leads to 
the maximum 

)(xC

Fig. 10. Two fuzzy sets and their fuzzy centers.

According to (5), the similarity between two regionsu
andv is defined as
s(u, v)= sup[C(	xu∩v,m)] = sup{min[Cu(	xm), Cv(	xm)]}.

(A.1)
The minimum of the two fuzzy sets for any given	x is
illustrated as bold inFig. 10. It is clearly shown that the
maximum occurs at the intersection	x0 between the two
fuzzy setsCu(	x) andCv(	x). This intersection	x0 can be
derived by:

Cu(	x0)= Cv(	x0) ⇔ 1

1 +
(

‖	x0 − 	fu‖
dA

)�

= 1

1 +
(

‖	x0 − 	fv‖
dB

)� ⇔ ‖	x0 − 	fu‖
dA

= ‖	x0 − 	fv‖
dB

⇔ 	x0 − 	fu
dA

= 	fv − 	x0

dB
⇔ dB(	x0 − 	fu)

= dA( 	fv − 	x0) ⇔ 	x0 = dA 	fv + dB 	fu
dA + dB

. (A.2)

Substitute this	x0 into (A.1) to obtain the similarity between
two regionsu andv represented by two fuzzy sets.

s = Cu(	x0)= 1

1 +
(

‖	x0 − 	fu‖
dA

)�

= 1

1 +




∥∥∥∥∥dA
	fv + dB 	fu
dA + dB

− 	fu
∥∥∥∥∥

dA




�

= 1

1 +
(

‖dA 	fv + dB 	fu − 	fudA − 	fudB‖
dA(dA + dB)

)�

= (dA + dB)
�

(dA + dB)
� + ‖ 	fu − 	fv‖�

.
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