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T
he advent of phased array radars and space-time adaptive processing has given radar
designers the ability make radars adaptable on receive. The current state of radar technolo-
gy allows the transmission of wavefields that vary across space, time, and frequency and
that can be changed in rapid succession. The ability to exploit space-time adaptive process-
ing is limited by the computational power available at the receiver, and increased flexibility

on transmission only exacerbates this problem unless the waveforms are properly designed to simplify
processing at the receiver.

Sixty years ago, efforts by Marcel Golay to improve the sensitivity of far infrared spectrometry led to
the discovery of pairs of complementary sequences. Shortly thereafter, Welti proposed to use Golay
sequences in radar, but they have found very limited application to date. This article shows that suitably
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transmitted and processed, radar waveforms based on Golay
sequences provide new primitives for adaptive transmission that
enable better detection and finer resolution, while managing
computational complexity at the receiver. 

DEGREES OF FREEDOM 
AND RADAR SIGNAL PROCESSING
Advances in active sensing are enabled by the ability to control
new degrees of freedom, and each new generation of radar plat-
forms requires fundamental advances in radar signal processing
[20], [30]. Later generations are distinguished by the increased
dimensionality of the illumination pattern across the elements
of the array (whether distributed or collocated), across available
polarizations, and over time. 

The simplest radars scan the antenna beam in azimuth and
form an image of the environment by integrating one-dimen-
sional views. Variation of pulse-repetition intervals (PRIs)
resolves ambiguities, and processing of all ranges and Doppler
shifts is simultaneous. Space-time adaptive processing (STAP)
retains the single transmit beam direction but is electronically
steerable, and digitization on receive enables adaptive beam-
forming to eliminate interference [30]. Advanced phased arrays
introduce broad waveform adaptability (time, space, frequency,
and polarization) leading to full distributed aperture function-
ality. These radars are able to transmit simultaneously in all
directions, collect returns at multiple locations, and employ
waveform adaptation to simplify signal processing. 

PHYSICAL DIVERSITY: SPACE AND POLARIZATION
A fundamental objective of radar engineers is the design of
waveforms that effectively utilize radar resources (transmitters
and receivers) that are distributed spatially in polarization, time,
and frequency. To comprehend the physical picture, assume N
fully polarimetric transmit and M fully polarimetric receive
antennas. Also assume narrowband transmission, where the
waveforms take the form of relatively slow modulations on a
carrier frequency at each transmitter, so that the scattering
cross section is constant in frequency across the bandwidth of
the waveform. Given a single scatterer in the far field of each of
the transmitters, the transmitted signals arrive at the scatterer
as plane waves, with a direction of arrival κκκn and complex polar-
ization vector εεεn, which itself may be a slowly varying function
of time. The radar cross section of the scatterer, σ(k, e |κκκ, εεε), is
the relative amplitude at which an incoming electromagnetic
(EM) plane wave from direction κκκ and with polarization vector εεε
is scattered to an outgoing plane wave in the far field with prop-
agation direction k and polarization e. We consider three scenar-
ios, presenting very different design challenges:

■ Full diversity (FD): The transmitters and/or the receivers
are separated enough in space, relative to the range to the tar-
get, that the wave-vector dependence of σ(k, e |κκκ, εεε) cannot
be ignored. The radar cross section apparent to each of the
transmitter-receiver pairs is different and fluctuations over
time due to the scatterer’s motion are statistically independ-
ent (see Figure 1).

■ Distributed Aperture–Coherent Target (CT): The trans-
mitters and/or receivers are sufficiently spatially separat-
ed to make true time-of-arrival processing necessary, but
the scatterer is sufficiently distant that σ(k, e |κκκ, εεε) is
effectively constant across the transmit/receive arrays
(see [17]).
■ Multiple-Input, Multiple-Output (MIMO) Phased Array
(PA): The scatterer is in the far field of the combined set of
transmitters. The combined set of receivers is in the far field
of the scatterer. The narrowband approximation holds across
the receiver array; that is, at a given instant in time, the
amplitude across the receive array due to scattering from the
scatterer is constant.
All three of the situations fall under the umbrella of

MIMO radar (although spatial separation without transmit
waveform diversity is traditionally referred to a multistatic
radar [28]), but each presents a very different waveform
design/adaptation challenge. For example, the effect of wave-
forms on performance for phased arrays can be understood
in terms of ambiguity functions and array manifolds. Most of
the literature on MIMO radar falls into this category
although this is often not made clear [9], [28]. 

A target can only be coherent if it is sufficiently distant rela-
tive to the size of transmit and receive arrays. For although
σ(k, e | k, εεε) may be independent of k for targets with spherical
symmetry, σ(k, e |κκκ, εεε) is certainly not a constant function of
κκκ − k. Thus, we can characterize the “Distributed Aperture—
CT” case by the transmit and receive arrays being compact
enough, relative to target range, that σ(k, e | k, εεε) can be con-
sidered constant, while the transmit and receive arrays are dis-
tributed enough to make true time-delay signal processing
necessary. This situation may also be analyzed in terms of an
ambiguity function [16].

By contrast, the FD case cannot be analyzed in terms of a
single ambiguity function and the development of a theoretical
basis for waveform design and adaption is one of the major cur-
rent challenges of FD radar [3], [31].
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[FIG1] Widely separated antennas, relative to the range to the
target, see different aspects of the target radar cross section.
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WAVEFORM DIVERSITY
Modern radars are increasingly
being equipped with arbitrary
waveform generators that enable
simultaneous transmission of dif-
ferent waveforms from different
polarimetric antennas, even on a
pulse-to-pulse basis. The available
design space encompasses spatial
location, polarization, time, and
frequency. Thus, although we
must respect time and bandwidth constraints, the number of
possibilities is vast. 

The complexity of the design problem motivates synthesis of
waveforms from components having smaller time-bandwidth prod-
uct and complementary properties. A waveform is assembled by
sequencing the components in time and/or stacking them in fre-
quency in such a way that they have negligible overlap. With
this approach, the waveform design problem splits into two
simpler pieces: the design of components that complement
each other, and the design of time-frequency combinations of
these components with desirable properties. Another advantage
of modularity is that the time-frequency combinations can be
varied in time to enable adaptive control of the radar’s opera-
tion. Examples of this approach include pulse trains of orthogo-
nal waveforms (separation in time) and what is often referred to
as orthogonal frequency division multiplexing (OFDM) radar,
where waveforms are separated in frequency.

THE RADAR AMBIGUITY FUNCTION
For simplicity, we postpone consideration of the spatial and
polarization degrees of freedom and focus on time/frequency
aspects (collocated transmitter and receiver). The radar ambigui-
ty function is the standard and convenient device to express blur-
riness of a scene as a result of illumination by a radar waveform
and processing of the return by correlating with the transmitted
waveform—matched filtering [2], [13], [29]. This optimizes the
post-processing signal-to-noise ratio (SNR). The ambiguity func-
tion is, in a very real sense, the point-spread function for the
range-velocity plane. Provided the transmitter and receiver are
collocated, the ambiguity function for a waveform w is

Aw(x, f ) =
∫ ∞

−∞
w(t)w(t − x)e2π if t dt, (1)

and, for multiple scatterers at varying ranges and radial veloci-
ties, the processed received signal is obtained by taking a linear
combination of shifts of the ambiguity at these ranges and
velocities. The scalars involved in this linear combination are
the radar cross sections of the scatterers. Moyal’s identity [13]
captures the fundamental limits on this blurriness.
Mathematically, it is expressed as

∫ ∞

−∞

∫ ∞

−∞
|Aw(t, f )|2 dtdf =

(∫ ∞

−∞
|w(t)|2 dt

)2

. (2)

More intuitively, it puts a lower
bound on the volume under the
squared ambiguity surface as a
function of the energy in the
signal.  It  encapsulates, in a
slightly dif ferent guise,  the
Heisenberg uncertainty princi-
ple.  It  should be clear that
design of  the ambiguity,  or
rather of  the waveform, to
achieve a given ambiguity with-

in the limitations imposed by Moyal’s identity is an impor-
tant issue for the radar engineer. The aim should be to
move the inevitable volume under the (squared) ambiguity
surface to regions where it matters least for the operational
task of the radar. 

It is important to bear in mind that the ambiguity is that of
the waveform in its entirety. Choosing to transmit multiple
pulses over time or across multiple frequency bands, and
process in this way, or even in some other linear way, similar
limitations will hold. In radar theory, it is customary to regard a
waveform as a signal modulated onto a carrier and to separate
the carrier modulation and demodulation processes from the
ambiguity treatment. We want to emphasize that the carrier
also plays a role in the ambiguity, and care has to be exercised in
discussion of the situation where several carriers are involved
[5]. We will return to this in later examples.

Why would we want to separate signals over time or over
frequency? After all, if the correct approach is to calculate the
ambiguity for the waveform in its entirety, then there would
appear to be no reason to separate. Quite simply, separation
simplifies design of waveforms. We hope this will become
clearer when we discuss issues associated with Doppler pro-
cessing, where the problem of ambiguity design is simplified
by an approximate separation of the range and Doppler meas-
urement problems. This is possible because, for short enough
waveforms and for scatterers moving slowly enough, Doppler
can be ignored as an intrapulse effect, and only has signifi-
cance between pulses. This separation is at the heart of con-
ventional processing techniques for pulse Doppler radars.

By choosing to separate waveforms in time, in frequency,
or both, we modularize the design problem and reap the
usual advantages attached to modularity in other areas of
engineering. Unfortunately, there is a cost: ultimately we
cannot escape Moyal. In the case of time or frequency sepa-
ration of waveforms, this cost is related to the presence of
the carrier. In particular, when the carrier is incorporated
into the waveform in the calculation of the ambiguity, a
phase factor emerges that is dependent on the range and/or
Doppler of the scatterer.

To see this effect in the time-separated case, assume two
waveforms w1 and w2 of short duration relative to their time
separation T. The transmitted pulse is 

w(t) = w1(t) + w2(t − T). (3)
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The ambiguity calculation for a scatterer at a distance R, mov-
ing at a radial velocity of v, is then, up to a phase factor and
neglecting the range-aliased terms

Aw

(
τ − 2R

c
, φ − 2 fcv

c

)
= Aw1

(
τ − 2R

c
, φ − 2 fcv

c

)

+ e−2π i(φ−2 fcv/c)TAw2

(
τ − 2R

c
, φ − 2 fcv

c

)
. (4)

This expression makes it clear that the two ambiguities have a
relative Doppler dependent phase factor that precludes addition
of the ambiguities (see Figure 2). 

If the waveforms are separated in frequency,

w(t) = w1(t) + e2π ifstw2(t), (5)

where fs is the frequency separation, then the corresponding
calculation, this time neglecting out-of-band Doppler terms
gives

Aw

(
τ − 2R

c
, φ − 2 fc

c

)
= Aw1

(
τ − 2R

c
, φ − 2 fcv

c

)

+ e−2π ifs(τ−2R/c) Aw2

(
τ − 2R

c
, φ − 2 fcv

c

)
. (6)

Again a relative phase factor, this time dependent on the range
of the scatterer, prevents the result being a sum of ambiguities.

It is important to recognize from these
calculations that the ambiguity of the full
waveform is never the sum of the ambiguity
functions of its frequency- or time-separated
components. It is simply not possible to
realize a summed or composite ambiguity
function in a radar context. Indeed, con-
ventional Doppler processing is a method
of exploiting the above phase shift when
the individual waveforms are separated in
time, and of using it to estimate the radi-
al velocity of a scatterer, and separate
moving scatterers from stationary ones.

Matched filtering optimizes SNR as we
have stated, but there are many radar
applications where clutter is more of an
issue than noise. It is appropriate to treat
clutter according to a noise model if
nothing is known about it. But once
information is available, either through a
model for the kind of clutter (for exam-
ple, sea or land) or from measurements
taken prior to the current one (or both),
the information available can be used to
constrain the clutter, and thereby buy
improvement in radar performance by
careful choice of the waveform. 

POLARIZATION
As in the spatial case, the radar cross section of an extended tar-
get, such as an aircraft or a ship, is highly sensitive to the angle
of incidence and angle of view of the sensor (see [19, Sect.
2.7–2.8]). In general, the reflection properties that apply to each
polarization component are also different and indeed, reflection
can change the direction of polarization. Thus, polarimetric
radars are able to obtain the scattering tensor of a target

��� =
(

σVV σVH

σHV σHH

)
, (7)

where σVH denotes the target scattering coefficient into the
vertical polarization channel due to a horizontally polarized
incident field. Target detection is enhanced by concurrent
rather than serial access to the cross-polarization compo-
nents of the scattering tensor, which varies more rapidly in
standard radar models used in target detection and tracking
[18], [26] than in models used in remote sensing or synthetic
aperture radar [12], [22].

In fact, what is measured is the combination of three matrices

H =
(

hVV hVH

hHV hHH

)
= CRx���CTx, (8)

where CRx and CTx correspond to the polarization coupling
properties of the transmit and receive antennas, whereas ���
results from the target. In most radar systems the transmit and
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[FIG2] Cancellation rather than complementarity. Frequency separated returns cancel
due to range dependent phases. The precise effect on the sum of the returns depends
on the range of the target modulo the chip length for the phase-coded pulse.
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receive antennas are common, and so the matrices CTx and CRx

are conjugate. The cross-coupling terms in the antenna polar-
ization matrices are clearly frequency- and antenna-geometry
dependent but for the linearly polarized case this value is typi-
cally no better than about −20 dB. 

Following [10] we propose to use both polarization modes
to transmit four phase-coded waveforms w1

H, w1
V, w2

H, w2
V . On

each polarization mode, we transmit two phase-coded pulses
separated by a time interval T or
pulse-repetition interval (PRI).
Thus, we transmit a first pair of
waveforms w 1 = (w1

V, w1
H) fol-

lowed by a second pair of wave-
forms w 2 = (w2

V, w2
H) . This

passes through the channel
defined by the target and anten-
nas, to produce vectors
r j = Hw j + z j at the receiver,
where the z j are white Gaussian
noise. We employ a paraunitary
filter bank (see [21]) to coordinate transmission over the V and
H channels; that is, we define 

w2
H = w̃1

V (9)

w2
V = −w̃1

H, (10)

where ̃· denotes complex conjugate time-reversal. 
Conversion of all of the time-indexed sequences into the z-

transform domain, and combination to form matrices:

R(z) = (r 1(z)T, r 2(z)T), and W(z) = (w 1(z)T, w 2(z)T) yields

R(z) = H(z)W(z) + Z(z). (11)

Our aim is to extract H(z), and this is facilitated by the choice of
W(z) to be unitary (a paraunitary filter bank), which is equivalent to

w1
V(z)w̃1

V(z) + w1
H(z)w̃1

H(z) = 2NzN−1, (12)

where N − 1 is the degree of the
polynomial w1(z). Polynomials
with coefficients that are roots
of unity and that satisfy (12) are
complex Golay complementary
polynomials [8], and their coef-
ficients are Golay complemen-
tary sequences, which are
characterized by the property
that the sum of the two auto-
correlation functions vanishes

at all (integer) delays other than zero (see Figure 3). 

corrwV(k) + corrwH(k) = 2Nδ(k). (13)

The classical Golay pairs, with coefficients ±1, were intro-
duced by Golay to improve the sensitivity of far-infrared
spectrometry [6]–[8], [15]. Golay pairs are widely studied in
the radar and communications literature both as pairs and
individually [27]. As individual waveforms they have favor-
able auto-correlation properties. These pairs have been con-

structed, in particular, with lengths 2n

for all positive integers n [25].

SPATIAL DIVERSITY
The concepts developed in the preceding
section for polarization extend naturally
to spatial diversity. Transmission of differ-
ent waveforms from different radar ele-
ments (either distributed or collocated)
over multiple PRIs has the effect of coor-
dinatizing space. Leaving aside multipath
issues, every point of space effectively
receives a differently delayed combination
of the waveforms, and so reflects back
into the receivers this combination. By
processing with several suitably chosen
filter banks in the receivers, it is possible
to separate the waveforms and to extract
the position of the scatterers from the
delays. In effect a multi-dimensional
matched filter is performed.

At its simplest, such a scheme might
work by time-separating very short pulses
from each transmitter and collecting the
delays at each receiver. This has the[FIG3] The Golay Property after low-pass filtering.
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obvious disadvantage of low power and long-time duration.
Conventional phased arrays effectively do an approximation to
space-coordinatization by phase shifting transmit sequences and
measuring (or rather combining) phases of returns in each
receive element. Multiple PRIs are used to steer beams in differ-
ent directions and thereby coordinatize the entire environment
of illumination. Arrays that steer by time-delay rather than phase
also coordinatize space over multiple PRIs in a similar way.

The particular unitary filter bank developed for polarization
diversity is a special case of a more general construction of uni-
tary matrices in which the individual elements are waveforms.
Such matrices have been constructed by, for example, Tseng
[24] to analyze acoustic surface wave phenomena. The methods
of construction of these matrices of waveforms, as given in
[23], are very flexible. Such a scheme can be used in either a
collocated array or a distributed array of transmit-receive mod-
ules. Rows of the matrix are transmitted from different emitters
over multiple PRIs, and the returns are match-filtered at every
receiver. Collocation of transmitters and receivers is not neces-
sary in this application. The array can be distributed, though
processing relies on some measure of coherence. The process-
ing over all transmissions is unitary and so is lossless.

One significant feature of this scheme is that multipath can
be tagged. Since the illumination of a given point in space is
uniquely determined by its position, returns from that point
have a unique signature, and even if they arrive at the receiver
after multiple reflections, their origin is still discernible from
the nature of the return rather than just its time of arrival. 

TIME SEPARATION AND DOPPLER RESILIENCE
Why then have Golay complementary sequences not found appli-
cation in radar systems? The answer, to quote Levanon [11, pp.
264], is: “Although the autocorrelation sidelobe level is zero, the
ambiguity function exhibits relatively high sidelobes for nonzero
Doppler.” Ducoff and Tietjen [4] states “In a practical application,
the two sequences must be separated in time, frequency, or
polarization, which results in decorrelation of radar returns so
that complete sidelobe cancellation may not occur. Hence they
have not been widely used in pulse compression radars.” 

The effects of Doppler on a time-separated Golay pair are
evident in the ambiguity picture in Figure 4 and, as a result,
a pulse train formed by alternating the the components of a
Golay pair will not be able to reliably detect even slowly
moving targets. 

However, all is not lost, and the freedom to sequence dif-
ferent Golay pairs makes possible the design of pulse trains
for which the composite ambiguity function maintains ideal
shape at small Doppler shifts. The key mathematical idea is
to determine a sequence of Golay waveforms that annihilates
the low-order terms of the Taylor expansion (around zero
Doppler) of the composite ambiguity function [14].

More precisely, when a binary sequence p = (pn) of length
2M is used to coordinate transmission of a Golay waveform pair
x0 and x1 separated by a time T then, neglecting range-aliased
terms, the ambiguity function A(l, θ) is given by

A(l, θ) = 1
2
(X0(l) + X1(l))

2M −1∑
n=0

exp(iθn)

+ 1
2
(X1(l) − X0(l))

2M −1∑
n=0

pn exp(iθn), (14)

where X0(l ) and X1(l ) are the auto-correlations of x0 and x1. 
The magnitude of the range sidelobes is proportional to the

magnitude of the spectrum

Dp(θ) =
2M −1∑
n=0

pn exp(iθn). (15)

Doppler resilience is achieved by choosing a sequence p with a
spectral null at zero frequency and this is where the Prouhet-
Thue-Morse (PTM) sequence [1] enters. The n th term is the
sum of the binary digits of n modulo 2, and the sequence of
length 2M+1 is obtained from the sequence of length 2M by con-
catenation with its complement; thus the PTM sequences of
lengths 2, 4, and 8 are 01, 0110, and 01101001. These sequences
(pn)

2M

n=1 have the remarkable property that

2M∑
n=1

(−1)pn nk = 0, for k = 0, 1, . . . , M − 1, (16)

and this provides the mechanism to kill the low-order terms in
the Taylor series of Dp(θ). Ambiguity plots showing the differ-
ence between an alternating schedule and one adopting this
method are shown in Figure 5. 

OFDM WAVEFORMS
Time separation of diverse waveforms has a number of disad-
vantages. First, we must place a lower limit on the time sepa-
ration (PRI) in order to keep range aliasing manageable.

[FIG4] Ambiguity of a time-separated Golay pair showing
Doppler induced range sidelobes.

Doppler

D
el

ay

−5 −4 −3 −2 −1 0 1 2 3 4 5
×106

−150

−100

−50

0

50

100

150

IEEE SIGNAL PROCESSING MAGAZINE [37] JANUARY 2009

Authorized licensed use limited to: WASHINGTON UNIVERSITY LIBRARIES. Downloaded on February 17, 2009 at 12:12 from IEEE Xplore.  Restrictions apply.



Further, although PTM pulse trains can give increased
Doppler resilience many radar applications demand greater
resilience than is achievable in this manner. The main limita-
tion to gaining resilience by the PTM method is that increased
Doppler resilience is gained at the expense of pulse trains of
greater duration. This must be balanced by the requirement
that the target maintains a relatively constant range and
velocity over the interval of observation. 

Frequency separation of the waveforms (OFDM radar)
that exploits bandwidth rather than time offers a way for-
ward [17]. However, we have seen that a pair of component
waveforms with complementary autocorrelation or ambigui-
ty functions do not retain this complementarity when multi-
plexed in frequency, due to the occurrence of a phase
difference between frequency channels that depends on the
unknown range to the target and the frequency difference
between the channels. The individual filter outputs for each
channels can not be combined coherently. This problem is
common to all implementations of OFDM radar in which a

set of orthogonal or complementary waveform are transmit-
ted on separate frequency channels and then combined after
linear signal processing. 

However, nonlinear signal processing can be used to
transform this problem into one that is far more tractable.
The idea for a pair of frequency separated component wave-
forms is to offset the components equally above and below
the carrier (see Figure 6). 

w(t) = e3π iBtw2(t) + eπ iBtw1(t) +−π iBt/2 w1(t)

+−3π iBt/2 w2(t). (17)

When one component is equally offset above and below the
carrier, the range dependent phase on the two channels are
complex conjugate and so multiplying the two returns togeth-
er gives a quantity that is independent of this phase. The
result of this nonlinear processing is to produce the sum of
the squares of the ambiguity functions 

[FIG5] (a) The plot of the ambiguity function A(l, θ) (corresponding to the Doppler resilient transmission scheme) versus delay index 
l and Doppler shift θ , (b) the plot of the ambiguity function A(l, θ) (corresponding to the conventional transmission scheme) versus
delay index l and Doppler shift θ . For a radar with carrier frequency 2.5 GHz and PRI = 100 μs, the Doppler shift range of 0 to 
0.05 rad (0.075 rad) corresponds to a maximum target speed of approximately 35 km/h (50 km/h). To cover a larger speed range we
can use this design with a bank of Doppler filters to provide Doppler resilience within an interval around the Doppler frequency
associated with each filter.
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Aw0(τ, φ)2 + Aw1(τ, φ)2. (18)

The problem then becomes one of finding component wave-
forms for which the squares of their ambiguity or autocorrela-
tion functions are complementary.

In order to recover the Golay complementary behavior in this
scheme, we need to find quaternary-sequences with the property that 

corr2
w1

(k) + corr2
w2

(k) = 2N 2δ(k). (19)

We refer to sequences and the corresponding waveforms hav-
ing this property as square-Golay complementary. It turns
out that there are many sequences that have this property
when N is a power of two. Examples of length 16 are shown
in (20) below. 

1 1 1 −1 1 1 −1 1 1 1 1 −1 −1 −1 1 −1
1 1 1 −1 1 1 −1 1 i i i −i −i −i i −i
1 i −1 i 1 i 1 −i 1 i −1 i −1 −i −1 i
1 i −1 i 1 i 1 −i i −1 −i −1 −i 1 −i −1

(20)

[FIG7] Results of a simulation of a weak target surrounded by several strong clutter returns. The weak return was at 2.37 km 
(790 samples). Five separate clutter returns were present within overlapping range of the weak return. Each clutter return was 
25 dB more powerful than the weak return. (a) The result of Doppler processing a pulse train of 64, length-64, Frank-coded waveforms
(chip length: 100 ns, carrier: 10 GHz, PRI: 33 μs) and the zero-Doppler slice. (b) The result of nonlinear Doppler processing a pulse train of
64 Doppler resilient OFDM Golay-square waveforms with an initial separation of 10 MHz is increased by 75.8 kHz per pulse along the
pulse train.
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The second and third
sequences are square-Golay part-
ners for the first and fourth
sequences. The second sequence is
obtained from the first by multi-
plying the last half of the sequence
by i, while the third sequence is
obtained from the first by multi-
plying the k th element by i k. The
fourth sequence is obtained from
the first by applying both of
these transformations. This technique for generating Golay-
square sequences from Golay sequences works for a large
class of Golay sequences. In fact, we can generate Golay-
square sequences from almost all length 2m Golay sequences
by transformations related to the above transformation.

At the expense of doubling the transmission bandwidth,
we can construct four component waveforms, transmitted
over eight channel frequency channels, which have the
Golay-square property 

corr2
w1

(k)+corr2
w2

(k)+corr2
w3

(k)+corr2
w4

(k) = 4N 2δ(k) (21)

over the range of Doppler shifts generally encountered in
radar detection. The four sequences in (20) form such a quar-
tet. The advantage of frequency separation in obtaining
Doppler resilience is that we need only cope with Doppler
phase changes at the waveform chip level. This is in contrast
to Doppler resilience for time separation where one must
cope with Doppler phase changes across inter-pulse intervals.
Coherent pulse trains of Doppler resilient OFDM pulses can
be used to implement Doppler processing within the nonlin-
ear signal processing regime. 

So we have waveforms and a nonlinear processing
scheme, which for a single target, realizes the promise of
frequency-separated Golay complementary waveforms. We
have produced a thumbtack combined autocorrelation that
is Doppler resilient. A possible drawback is that since the
matched-filtered signal is squared during processing, two
closely-spaced targets produce cross terms in addition to
the returns from the two targets. Our scheme has replaced
sidelobes by cross terms. Sidelobes can be mitigated by the
use of amplitude-weighting in the filters, or by post-pro-
cessing filter output. Another strategy is to modulate the
signal pulse by a phase code with good autocorrelation
properties. Binary codes and polyphase codes have been
used for this purpose (see [4] and [11]). Manipulation of
cross terms presents an entirely new design space. The
behavior of cross terms is very different from that of side-
lobes. Firstly, the size of the cross terms between two tar-
gets depends on the magnitude of both targets. Secondly,
whereas waveform sidelobes are difficult to manipulate, the
position of cross terms in range and Doppler can be con-
trolled by simple changes in transmission. We illustrate this
with an example shown in Figure 7, where a modest linear

modulation of the frequency
spacing of  OFDM channels
across a pulse train can be used
to move cross terms to other
part  of  the range Doppler
plane, thus revealing a small
target. In general, by varying
the frequency-offset modula-
tion from pulse train (coherent
processing interval) to pulse
train, we can make the cross

term behave like noise, allowing a multitarget tracker to
pick out the real targets from clutter interference. 

CONCLUSIONS
This article has focused on the use and control of degrees
of freedom in the radar illumination pattern. Our basic
unit of illumination is a matrix of phase coded waveforms
indexed by array element and by the PRI, where the polar-
ization of constituent waveforms may vary. Choosing this
matrix to be a unitary filter bank simplifies radar signal
processing considerably. It also makes it possible to isolate
and calibrate methods of controlling individual degrees of
freedom before examining them in combination. This focus
on unitary filter banks leads to the complementary wave-
forms developed by Golay to improve the sensitivity of far
infrared spectrometry and to those developed by Tseng and
Liu to analyze acoustic surface wave phenomena. As early
as 1961, Welti had suggested the use of these complemen-
tary waveforms in radar, but to date, this has been preclud-
ed by the problems of Doppler induced range sidelobes and
range dependent phase shifts when the waveforms are sepa-
rated in frequency. 

These roadblocks served as the starting point for research
described in this article. We have described how to design
pulse trains for which the composite ambiguity function
maintains ideal shape at small Doppler shifts. We have also
described new nonlinear signal processing methods that
enable use of complementary waveforms in OFDM radar and
provide Doppler resilience at the chip level. Looking to the
future, we see unitary filter banks as a new illumination par-
adigm that enables broad waveform adaptability across time,
space, frequency, and polarization. 
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ENABLES BROAD WAVEFORM
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