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Abstract—Microsoft Kinect can be used to capture both 
depth and color information and has been increasingly 
used for 3D modeling purposes. However, prior facial 
modeling methods either are computationally intensive or 
they generate rough results limited by the low resolution 
and instability of Kinect. In this paper, we propose a novel 
scheme for automatically and efficiently constructing a 
life-like textured 3D high-resolution model for the face of 
any user in front of a Kinect. Specifically, this scheme is 
composed of a sequence of steps including head region 
segmentation, depth and color image registration, 
resolution enhancement and 3D model fairing. Compared 
to prior methods, our scheme has a set of distinctive 
advantages. It can be robust even when the user is in a 
noisy environment; all the processes are automatic, which 
means that users need not interactively select feature 
points, and the energy optimization step is more efficient 
for fast processing of large-scale dynamic images. 
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I. INTRODUCTION  
Microsoft Kinect has become one of the most 

popular 3D sensors for both academic and 
entertainment uses because of its versatility, portability 
and affordability. It can be used to capture both depth 
and color information at the same time and has been 
increasingly used for 3D modeling purposes in recent 
years. However, its low resolution, which is up to 640
×480 of depth image still limits the smoothness and 
vividness for high resolution 3D modeling tasks and, in 
particular, high resolution 3D facial modeling. 

Techniques on 3D modeling, especially 3D facial 
modeling, have been extensively investigated. Abate, et 
al. [1] and Blanz and Vetter [2] presented a morphable 
model to reconstruct a 3D face from 2D images of 
different parts of a human face and it was extended for 
Kinect by Zollhӧfer, et al. [3]. However, this method 
has to search from an existing database and hence, it is 
hard for the reconstructed model to be realistic and 
unique enough for a particular user.  

Weise, et al. [4] used a data alignment algorithm to 
model an avatar face. However, the effect is limited by 
the low resolution of Kinect images and it can only 
work well in static and tidy indoor environments. 
Otherwise, the face cannot be detected correctly. By 
contrast, our method for face region detection works 
well even in a noisy room, as shown in Figure 3(a).  

Although Pajdla, et al. successfully enhanced the 
resolution and smoothness of the data captured by 
Kinect [5], their method needs two Nikon D60 cameras, 
which increases the system expenses. 

Tong, et al. [6] and Cui and Stricker [7] presented 
two different methods to reconstruct the full human 
body. But the resolution is not promoted. Furthermore, 
both their frameworks require a special environment 
such as a rotating disk or a semi-circle orbit, which 
limits the applicability of their method for common 
house use. By contrast, our method does not need any 
special device, making it well suited for common house 
use. 

To overcome the problems as mentioned above with 
the previous works, we introduce a novel resolution 
enhancement framework to construct face models based 
on the raw data captured by Kinect. Compared to those 
of other traditional modeling methods, our results are 
smoother and more lifelike with a higher resolution and 
more facial details. 

 

 
Figure 1. A Microsoft Kinect 
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Figure 3. (a) The RGB data captured by Kinect; (b) The rectangle in 
the depth data containing the face; (c) The segmented 3D face depth 
data captured by Kinect. 

II. OUR SCHEME  
The proposed scheme is composed of several main 

steps: data acquisition and head region segmentation, 
pre-processing, combination and smoothing. The 
pipeline of the proposed scheme is given in Figure 2. 

A. Data Acquisition and Head Region Segmentation 
Kinect is able to detect the distance of the entire 

scene with the distance between 85cm and 4000cm 
from itself and returns in real time a 640×480 range 
image and a corresponding RGB image using a pair of 
IR projector and camera. 

We put one Kinect device (see Figure 1) on a desk to 
capture the depth data. A user should sit in front of it, as 
shown in Figure 3(a), and rotate his or her head within a 
valid range. 

To segment the face of the user from the range image 
captured by Kinect, we use the feature in the official 
Microsoft Kinect SDK on detecting the human body 
and joints in depth data. Our method is based on the 
assumption that the user’s head is located in the area 
between the left shoulder and the right shoulder. 
Specifically, we build a rectangular area, R, as defined 
below and assume that R contains the face.  
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Here, LS, RS, V and H stand for left shoulder, right 
shoulder, vertebrae and head, respectively. This face 
segmentation process is illustrated in Figure 3(b). 

After that, we need to accurately segment the face 
region from this rectangular area. Specifically, denoting 
the depth of the head joint as H.z, we recognize any 
pixel with a depth under H.z + ∆ as a facial pixel, where 
∆ is an adjustable system parameter. Compared to the 
“ ood- -like method” of Zollhӧfer, et al. [3], our 
method can be effective even in a noisy and messy 
indoor environment and the user does not have to rotate 
his or her head at a constant speed. That is to say, an 
approximately static or high-speed rotating head can be 
modeled equally well. After this process, a 128×128 
resolution face can be segmented from the whole scene, 
as illustrated in Figure 3(c). 

B. Pre-Processing 
To use the captured depth information as input of our 

algorithm, a pre-processing step should be applied. We 
combine four neighboring original frames as a group to 
construct one high-resolution face. As the four frames 
in a given group are captured at different time instances, 
we should first align them to the central one. For that 
purpose, we use a popular method, iterative closest 
point (ICP) algorithm [8], to register them (see Figure 
4). 

After the alignment of the adjacent four frames, each 
of the aligned frames should be enhanced into a high 
resolution (512 × 512) depth image via bilinear 
interpolation, as shown in Figure 5. However, pure 
resolution enhancement does not yet provide lifelike 

Figure 2. The pipeline of the proposed scheme. 

 



visual of the new facial data. In order to obtain a more 
realistic facial model, we combine these four high-
resolution frames to create an exquisite and smooth one 
by energy function minimization. 

 (a) (b) 

Figure 4. (a) The 1st and 20th frames combined before using ICP;  
(b) The 1st and 20th frames combined after using ICP. 

 

Figure 5. Result using Bilinear interpolation. Although the resolution is 
high, it is not acceptable. 

C. Combination and Smoothing 
In order to acquire a better 3D facial model of the 

user from four interpolated frames, we solve the 
following optimization problem, 
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where X is the target depth image and Xi is the i-th 
interpolated frame. The rationale is that each frame in a 
group contains particular feature information which 
may differ from those contained in the other frames, 
and we should try to integrate all the features while 
reducing the noise in each frame caused by the Kinect 
hardware. This is achieved through the energy function 
as defined in Equation (1). It should be noted that this 
formula is different from that in Lidarboost [9], one of 
the most popular 3D super-resolution method, in that 
the second regular term 
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is not considered in our energy function due to its high 
computational cost. Instead, we employ a smoothing 
algorithm that will be described below. The smoothing 
algorithm plays a similar role and yields very similar 
results as the regular term used by Lidarboost [9] . 

The minimization problem is solved by Sedumi [10]. 
This s important facial information such 
as eyes and mouth to the resultant model. Furthermore, 
in order to smooth the resultant face model, we apply 
the Laplacian algorithm [11] on it: 
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Here, we choose the number of  adjacent points 
N=25, which represents two square neighboring rings 
of a given pixel in the depth image, as shown in Figure 
6. 

 
Figure 6. The smoothed face model 

Finally, based on the correspondence of the RGB 
images and the depth images returned by Kinect [12], 
we add the RGB texture to the smooth 3D face model 
to make it more attractive and lifelike (See Figure 7).  

Figure 7. The right and left sides of our 3D face model. 

III. EXPERIMENTAL RESULTS 
In our experiments, the human subject sits in front of 

a Kinect device in a messy room while he rotates his 
head freely. For the facial region segmentation as 
described in Section IIA, we set the parameter ∆ to 20, 
which successfully segments the face region from the 
background and the neck, as shown in Figure 3(c). 
However, it should be noted that different ∆ values may 
be needed for different people and therefore, a quick 



trial-and-error process may be needed for a specific 
subject to determine the best ∆ value.  

As can be observed from Figure 8, the reconstructed 
textured 3D facial model looks very vivid and similar to 
the real face image captured by a camera. The whole 
reconstruction process is fully automatic and no user 
intervention is needed. All the messiness of the 
background was automatically filtered out and did not 
affect the result. 

  
(a) 

  
(b) 

Figure 8. (a) The input face and original 3D signal; (b) The output 3D 
High-Resolution face model with texture. 

IV. CONCLUSION 
In this paper, we proposed a novel framework to 

generate a lifelike and high-resolution 3D facial model 
using Microsoft Kinect. We have successfully 
overcome the shortcomings of previous works, such as 
computational complexity, roughness caused by the low 
resolution and/or unsuitability for messy indoor 
environments. Moreover, the whole process does not 
require the user to do any facial landmark selection. 
Therefore, the proposed scheme is fully automatic and 
good for real-time 3D facial modeling. The proposed 
scheme should be potentially used in applications such 
as personal avatar generation and game character 
design. 
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