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Abstract

Pedestrian re-identification is a difficult problem due to

the large variations in a person’s appearance caused by dif-

ferent poses and viewpoints, illumination changes, and oc-

clusions. Spatial alignment is commonly used to address

these issues by treating the appearance of different body

parts independently. However, a body part can also ap-

pear differently during different phases of an action. In this

paper we consider the temporal alignment problem, in ad-

dition to the spatial one, and propose a new approach that

takes the video of a walking person as input and builds a

spatio-temporal appearance representation for pedestrian

re-identification. Particularly, given a video sequence we

exploit the periodicity exhibited by a walking person to gen-

erate a spatio-temporal body-action model, which consists

of a series of body-action units corresponding to certain

action primitives of certain body parts. Fisher vectors are

learned and extracted from individual body-action units and

concatenated into the final representation of the walking

person. Unlike previous spatio-temporal features that only

take into account local dynamic appearance information,

our representation aligns the spatio-temporal appearance

of a pedestrian globally. Extensive experiments on public

datasets show the effectiveness of our approach compared

with the state of the art.

1. Introduction

Identifying a specific person in videos is critical to many

surveillance, security and multimedia applications such as

on-line tracking or off-line searching a person of interest

in videos. Person re-identification (re-id) has been widely

used to describe such a task, i.e., re-identifying a person
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who has been previously observed in a video camera net-

work. The entire pipeline of a re-id system may include

person detection, tracking, segmentation (desirable but not

necessary), feature modeling and matching. A typical re-id

algorithm often focuses on feature modeling and matching,

assuming that the input are cropped images containing the

roughly aligned human subjects, coming from a person de-

tector or tracker, preferably with reasonable segmentation.

Although face is probably the most reliable, visually ac-

cessible biometric to a person’s identity, it is not always

useful in video surveillance scenarios due to the low res-

olution and pose variations of individuals in typical surveil-

lance footage. In such cases, body features are more useful

because they can be detected and measured at lower res-

olution. Gait is a whole-body, behavioral biometric that

describes the way a person walks and has long been stud-

ied for person identification. However, since gait is con-

sidered a biometric that is not affected by the appearance

of a person, most state-of-the-art gait recognition methods

work with silhouettes, which are difficult to extract, espe-

cially from surveillance data with cluttered background and

occlusions. Therefore, in this paper we make the usual as-

sumption that the person of interest does not change clothes

between cameras, and focus on the person re-id methods

that mainly use the body appearance, while also take into

account the gait information to some extent.

This problem is quite challenging primarily because of

the large variations in a person’s appearance caused by dif-

ferent poses and viewpoints, illumination changes, and oc-

clusions. A common strategy to address these issues is to

exploit a body part model to take into account the non-rigid

shape of the human body and treat the appearance of dif-

ferent body parts independently [25]. This is essentially a

form of spatial alignment. However, a body part can also

appear differently during different phases of an action. For

instance, the arms may change appearance when swinging,

sometimes may occlude the torso and change the torso’s ap-
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pearance, etc. In this paper, we address the temporal align-

ment problem, in addition to the spatial one, of person re-id.

The intuition behind our proposal is that we should not only

model the appearance of different body parts independently,

but also deal with the different phases of an action indepen-

dently.

It is impossible to capture the varying appearance of a

body part performing different action primitives using a sin-

gle image (single-shot re-id). Multiple-shot approaches that

use multiple images of a person to extract the appearance

descriptors might work if we can obtain all the key frames

corresponding to the different action primitives of an ac-

tion sequence, which is not easy to achieve. Naturally we

have to deal with the video-based re-id problem, because

videos inherently contain more information than indepen-

dent images, not only more body poses but also the under-

lying dynamics of a moving person, not to mention in many

practical applications the input are videos to begin with. On

the other hand, it is also more difficult and costlier to pro-

cess videos with abundant information to obtain stable and

robust appearance descriptors, and only a few studies have

explored this problem [10, 4, 1, 30].

Unlike the previous work that only uses the videos to

extract local spatio-temporal features, in this paper we con-

sider a spatio-temporal representation that encodes both the

spatial layout of the body parts and the temporal ordering of

the action primitives, so that two pedestrians to be compared

are aligned both spatially and temporally through such a

representation. Our video-based pedestrian re-id algorithm

assumes that the input are video sequences containing walk-

ing pedestrians. We use the term pedestrian to emphasize

our focus on exploiting additional temporal information in

walking for spatio-temporal appearance modeling while ig-

noring other complicated actions at present. This is a spe-

cial case of person re-id, but also one that describes the most

common and natural status of the human subjects in surveil-

lance footage.

More specifically, given a video sequence of a walking

person (roughly cropped out in each frame), we first extract

the individual walking cycles. For each walking cycle, we

divide the chunk of video data both spatially and tempo-

rally. In the temporal dimension, we split the sequence into

a couple of segments corresponding to different phases of a

walking cycle; and in the spatial domain, we divide the dif-

ferent body parts apart. We then obtain multiple video blobs

based on the spatial and temporal segmentation, and each

video blob is a small chunk of data corresponding to a cer-

tain action primitive of a certain body part, which is named a

body-action unit. Based on the spatio-temporally meaning-

ful body-action units we then train visual vocabularies and

extract Fisher vectors, a generalized Bag-of-Words (BoW)

type of feature. Finally we concatenate the Fisher vectors

extracted from all the body-action units to form a fixed-

length feature vector to represent the appearance of a walk-

ing person.

The benefits of such a representation are: 1) It describes

a person’s appearance during a walking cycle, hence covers

almost the entire variety of poses and shapes; 2) It aligns

the appearance of different people both spatially and tempo-

rally; 3) The formation of each body-action unit can be very

flexible and different for each person, while Fisher vectors

can work with any volume topologies, so the final represen-

tation is a consistent feature vector. In the following we will

first briefly review the most relevant literature (Section 2)

and then explain our method in detail (Section 3). We have

conducted extensive experiments (Section 4) to validate our

approach on two public datasets, with discussions on the

strength and weakness of our approach. Finally we con-

clude the paper with some ideas for future work (Section 5).

2. Related work

Person re-id has been an active research topic in the

past few years. It faces great challenges caused by differ-

ent poses and viewpoints, illumination changes, and occlu-

sions. In general, most recent work focuses on two as-

pects of the solution [6]: 1) appearance modeling [25];

and 2) distance metric learning [35]. We refer the read-

ers to [8, 31, 25, 6, 11] for comprehensive reviews on this

topic. In this section, we give a brief review of the studies

most related to our work.

For appearance modeling, the most often used low-level

features are color, texture, gradient, and naturally, the com-

bination of these features [17], extracted either from the

whole body area (global features) or from the points/regions

of interest (local features). On top of the low-level features,

many methods build more discriminative appearance de-

scriptors using learning algorithms, e.g., boosting [2], Bag-

of-Words type of dictionary learning [18], etc.

To alleviate the misalignment caused by pose variations,

appearance modeling typically exploits part-based body

models to take into account the non-rigid shape of the hu-

man body and treat the appearance of different body parts

independently. Such body part models can be manually

designed (e.g., horizontal stripes [23, 37], body part tem-

plates [33]), adaptive to the input data [10, 9], or learned

from the training data [4, 32]. Applying a part-based body

model is essentially a form of spatial alignment, which can

address the pose and occlusion problem to some extent.

As mentioned previously, multiple-shot methods can

also be used to improve appearance modeling. Early ap-

proaches often rely on the matching methods to choose the

most representative features [20, 9], while more recent ap-

proaches accumulate or average the features from the mul-

tiple images into a single signature [2, 3]. When video se-

quences are available, i.e., the multiple images of a per-

son are temporally related, the features taking advantage
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Figure 1. Framework of the proposed spatio-temporal representation.

of such temporal correlation are called spatio-temporal fea-

tures. Many approaches have exploited the third dimension

of the video data to build spatio-temporal representations.

For instance, 3D SIFT [26] and 3D HOG [14] are both

3D extensions to the widely used 2D features. However

they are usually used for action recognition because they

are mostly based on gradients with little color information.

Gait has long been studied for video-based person iden-

tification [7, 21, 27]. As a biometric characterizing a per-

son’s walking style, gait is usually analyzed based on the sil-

houettes (model-free approaches) [29, 12] or the body part

configurations (model-based approaches) [28, 34], without

making use of the person’s appearance. These approaches

often require accurate silhouette extraction or body part seg-

mentation, which are still open problems. Therefore, [5]

proposed to incorporate gait features with colors only if the

silhouette extraction is successful by some measurement.

Our approach is partly inspired by the spatio-temporal

appearance models such as [10, 4, 1]. Although these ap-

proaches treat the video data as 3D volumes, they do not

align the sequences from different people temporally using

the available action information, such as the intrinsic peri-

odicity property exhibited by a walking person. We want to

further exploit the global temporal information contained in

the actions for the re-id problem, in the form of temporal

alignment through a series of action primitives, analogous

to spatial alignment through a body part model.

One of the very few studies that have addressed this

problem is [30], which breaks down an image sequence

based on the motion energy intensity, and generates a pool

of video fragment candidates for a learning model to au-

tomatically select the most discriminative fragments. Al-

though it is not explicitly guaranteed, the learned rank-

ing model is more likely to choose the temporally aligned

video fragments. This approach belongs to the distance

metric learning based approaches that focus on learning

appropriate distance metrics to maximize the matching

accuracy, regardless of the choice of appearance model-

ing [23, 37, 15, 22, 36, 16]. However, these approaches

rely on a set of training data from a fixed set of cameras for

supervised learning, which might be an impractical require-

ment in many real-world applications.

In summary, our method belongs to the appearance mod-

eling category of the person re-id approaches. We first pro-

pose a method to temporally divide the image sequence

into small segments corresponding to the action primitives

of walking cycles, and combine the temporal segmentation

with a simple manually designed fixed body part model

to obtain spatio-temporally meaningful video blobs called

body-action units. We then extract Fisher vectors [24] built

on a concise low-level descriptor that combines color and

gradients inspired by [18]. While our focus is on a better

representation that encodes both the spatial layout of the

body parts and the temporal ordering of the action primi-

tives of a walking person, we will also show in the exper-

iments that our approach can be further improved by dis-

tance metric learning methods, in particular a Mahalanobis

metric [15].

3. Proposed method

In this section, we introduce a new spatio-temporal rep-

resentation of a pedestrian’s appearance in a video. Given a

video sequence Q = (I1, I2, ..., It) obtained from a person

tracking algorithm, our goal is to extract a feature vector

that encodes the spatially and temporally aligned appear-

ance of the person in a walking cycle, or a set of such fea-

ture vectors, depending on how many walking cycles can

be found in the video. The entire framework, as depicted in

Figure 1, includes a training phase to learn the probabilistic

visual vocabulary, e.g., Gaussian Mixture Models (GMMs),

and a feature extraction phase to generate the actual feature

vectors, e.g., Fisher vectors (Section 3.2). Both the dictio-

nary learning and feature extraction phases are performed

with respect to the body-action units corresponding to the

action primitives of the body parts (Section 3.1).

3.1. Spatiotemporal bodyaction model

3.1.1 Walking cycle extraction

In this module, we are trying to extract individual walking

cycles from the given video Q = (I1, I2, ..., It). We first

extract the Flow Energy Profile (FEP) as proposed in [30].

The FEP is a one dimensional signal E = (e1, e2, ..., et),
which approximates the motion energy intensity profile of

the consecutive frames in Q using the optic flow field. For

each frame I:

e =
∑

(x,y)∈U

‖[vx(x, y), vy(x, y)]‖2, (1)
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Figure 2. Walking cycle extraction. (a) A video sequence of a pedestrian (only key frames). (b) The original FEP (blue curve) and the

regulated FEP (red curve). (c) The stick figures illustrating the pedestrian poses extracted from a walking cycle. (Better viewed in color.)

where U is the lower half of the image containing the lower

body of a pedestrian (because the movement of the lower

body is the most prominent and consistent), and vx, vy are

the optic flows on the horizontal and vertical direction. It

is worth pointing out that we find that for many video se-

quences the horizontal optic flow vx alone is more effective.

Ideally, the local maxima of E correspond to the pos-

tures when the person’s two legs overlap while at the lo-

cal minima the two legs are the farthest away. However,

the signal is often perturbed by noisy background and oc-

clusions, so some local maxima/minima may not appear as

expected. In addition, we sometimes observe small dips

around the local maxima, which are not as stable as the lo-

cal minima (Figure 2(b), blue dotted curve). It is difficult

to extract walking cycles from the unregulated FEP. In [30]

the authors simply extracted fixed-length fragments around

the local maxima/minima of E and relied on the learning

method to choose the most discriminative fragments.

Instead we try to obtain more accurate walking cycles

assuming the dominant periodicity contained in the FEP of

a walking sequence is caused by the walking cycles. There-

fore, we transform the original FEP signal E into the fre-

quency domain using the discrete Fourier transform, filter

out all the frequencies except the dominant one, and ob-

tain the regulated FEP signal E′ using the inverse discrete

Fourier transform on the remaining frequency (Figure 2(b),

red curve). As one can see the local maxima/minima of E′

are better indicators of the walking cycles.

We then split the whole video sequence into segments

according to these local maxima/minima. Due to the sym-

metry of the walking action, a full cycle contains two con-

secutive sinusoid curves, one step from each leg. How-

ever it is extremely difficult to distinguish between the two,

hence we treat each sinusoid curve, i.e., a single step, as

a walking cycle (with a little abuse of terminology). Un-

like the fixed-length fragments in [30], each person may

have a different pace. To temporally align different walk-

ing cycles, we further divide a cycle into smaller segments

S = (s1, s2, ..., sN ), where si is a set of consecutive in-

dices of Q, corresponding to an action primitive. Walking

is a relatively simple action, so we have N = 4 segments

for each walking cycle in this work.

3.1.2 Body-action units

As to spatial alignment, we need to find the proper parts of

the human body, P = (p1, p2, ..., pM ), where pi is an area

in a frame I , corresponding to a body part. Ideally different

frames may have different body part segmentation, i.e., P is

dependent on time. In practice, however, we find that a fixed

body part model works fine at a very low computational

cost. In particular, to take advantage of the common spatial

configuration of walking pedestrians (e.g., mostly standing

upright, often appearing symmetric) without using sophis-

ticated part matching algorithms, we describe the entire hu-

man body area with M = 6 smaller rectangles roughly cor-

responding to the six human body parts (i.e., head, torso,

left and right arms, left and right legs), as shown in Fig-

ure 3. The template is empirically derived from the average

image of the training set.

Figure 3. Spatial-temporal body-action units. (Color encodes the

body parts, and intensity encodes the action primitives. Better

viewed in color.)

From above spatial and temporal segmentation of the in-

put video sequence, we obtain both the spatial bounding

boxes corresponding to the body parts and the temporal seg-

ments corresponding to the action primitives of a person’s
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appearance during walking. Combining them, we obtain

M×N spatially and temporally aligned video blobs, named

body-action units, as shown in Figure 3:

Wmn = {(x, y, t)|(x, y) ∈ Pm, t ∈ Sn},
m = 1, ...,M, n = 1, ..., N, (2)

where Pm denotes the area of the mth body part and Sn

denotes the nth temporal segment within the walking cycle.

It is worth noting that a body-action unit Wmn neither

has to be a regular volume such as a cuboid, nor be the

same size for different people. Feature extraction and model

training are performed with respect to each body-action unit

separately. For clarity, we limit the following discussion in

a single unit. The complete feature or model is a concate-

nation of the features or models from all the units.

3.2. Fisher vector learning and extraction

In order to characterize the appearance of each body-

action unit, we extract Fisher vectors built upon low-level

feature descriptors. The low-level feature we used is a very

concise local descriptor that combines color, texture, and

gradient information:

f(x, y, t) = [x̃, ỹ, t̃, I(x, y, t),
∂I

∂x
,
∂I

∂y
,
∂I

∂t
,
∂2I

∂x2
,
∂2I

∂y2
,
∂2I

∂t2
],

(3)

where x̃, ỹ and t̃ are the relative coordinates of the pixel

within the unit. I(x, y, t) is the pixel intensity, and the

rest are the first and second derivatives. In practice, there

are usually three color channels for each pixel, e.g., we use

HSV in our implementation, so in total there are D = 3 (rel-

ative coordinates) + 7 (color/gradient features) × 3 (color

channels) = 24 dimensions for a descriptor on each pixel.

The Fisher vector [24] is an image representation which

is usually used in visual classification and has seen suc-

cess in person re-id. Given the training images for a body-

action unit W , we learn a GMM using the extracted D-

dimensional local descriptors. The learned model is de-

noted by Θ = {(µk, σk, πk) : k = 1, . . . ,K}, where µk,

σk and πk are the mean, covariance and prior probability of

the k-th Gaussian component, respectively. Thus we have:

N (f ;µk, σk) =
1

(2π)D/2|σk|1/2
exp{−1

2
(f−µk)

′
σ
−1
k (f−µk)},

(4)

where N (f ;µk, σk) denotes the k-th Gaussian component

and f is the low-level local descriptor mentioned above.

In our implementation, K is empirically set to 32 for each

body-action unit and σk is diagonal.

Once we have learned the probabilistic visual vocabu-

lary, defined as GMMs, we can compute the posterior prob-

ability γik of a local descriptor fi being generated by the

kth Gaussian component:

γik = p(k|fi;µk, σk) =
πkN (fi;µk, σk)

∑K
j=1 πjN (fi;µj , σj)

, (5)

and the Fisher vector is the concatenation of the

deviation vectors wk, uk and vk, i.e., Φ(W ) =

[w1, u1, v1, . . . , wK , uK , vK ]
⊤

, where

wk =
1

|W |√πk

∑

i∈idx(W )

(γik − πk) (6)

uk =
1

|W |√πk

∑

i∈idx(W )

γik
fi − µk

σk
(7)

vk =
1

|W |√2πk

∑

i∈idx(W )

γik

[

(

fi − µk

σk

)2

− 1

]

(8)

Note that wk is a scalar while uk and vk both have

the same dimensionality as the low-level feature descrip-

tor, therefore the Fisher vectors are (2D + 1)K dimen-

sional. The final representation of the pedestrian’s appear-

ance is the concatenation of the Fisher vectors of all the

body-action units, hence is (2D + 1)KMN dimensional.

3.3. Differences to other spatiotemporal features

Many spatio-temporal features simply add the extra tem-

poral dimension to the original two dimensional image

space, without considering the alignment problem. Such

features are simply local 3D features. From a global point

of view, to align two volumes of video data, i.e., to encode

the spatial and temporal layout of the local features, a sim-

ple strategy of dividing the volume with a regular grid is

somewhat effective, as used in features like 3D HOG [14].

For the re-id problem, however, a higher level of alignment

accuracy is desirable. [30] advocates the alignment of the

key postures, and builds a fixed-size block around the key

frame for extracting 3D HOG. Our representation takes a

step further in this direction, and aligns the appearance of

different pedestrians both spatially and temporally. The for-

mation of each body-action unit can be flexible and differ-

ent for each person. It is even possible to use different body

part models for different action primitives, or vice versa, as

long as the number of parts and primitives are fixed, result-

ing in a very flexible joint body-action model, yet the final

representation is a consistent feature vector across different

people for easy comparisons.

4. Experiments

In this section, we validate our method and compare it to

other state-of-the-art approaches on two public datasets.

4.1. Datasets and Settings

Experiments were conducted on two person re-id

datasets: the iLIDS-VID dataset [30] and the PRID 2011

dataset [13], as shown in Figure 4 and Table 1.

iLIDS-VID dataset. The iLIDS-VID dataset includes

600 image sequences for 300 randomly sampled people,

which is created based on two non-overlapping camera
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(a) iLIDS‐VID (b) PRID 2011

Figure 4. Example pairs of the same people in different camera

views from two datasets.

Table 1. Dataset Information

Dataset # of # of Average Image

people cameras length size

iLIDS-VID 300 2 73 64×128

PRID 2011 200 2 100 64×128

views. Each image sequence has variable length consist-

ing of 23 to 192 image frames, with an average number of

73. Due to cluttered background, occlusions, clothing sim-

ilarities and viewpoint variations across camera views, this

dataset is very challenging.

PRID 2011 dataset. The PRID 2011 dataset consists

of 400 image sequences for 200 people, and each image

sequence has variable length consisting of 5 to 675 image

frames, with an average number of 100. In our experiments,

the sequence pairs with less than 20 frames are ignored due

to the requirement on the sequence length for extracting

walking cycles. The dataset has two adjacent camera views

captured in uncrowded outdoor scenes with rare occlusions

and clean background. However the color inconsistency be-

tween the two camera views is obvious, and the shadows are

severer in one of the views.

Settings. To evaluate our method, we equally split the

whole pool of sequence pairs into two subsets for each

dataset, one for training and the other for testing. The query

set consists of the sequences from the first camera while the

gallery set from the other one. For both datasets, the per-

formance is measured by the average Cumulative Matching

Characteristics (CMC) curves after 10 trails.

For each walking cycle extracted from the video se-

quences, we divided it into 24 body-action units (6 spatial

body parts and 4 temporal action primitives). In each unit,

we first extract the low-level local descriptors. The Fisher

vector model learning and feature extraction are then per-

formed. We observed that the performance was not very

sensitive to the number of GMM components, which was

set to 32 in all of our experiments. The 24 descriptors are

then concatenated into the complete representation, which

is (2× 24 + 1)× 32× 24 = 37632 dimensional.

Because different sequences may contain different num-

bers of walking cycles, for each sequence we may extract a

different number of spatio-temporal descriptors. We use all

of them as query or gallery descriptors and apply the nearest

neighbor classifier to determine the distance between two

sets of descriptors extracted from two sequences.

4.2. Evaluation of the lowlevel descriptor

As we pointed out above, the image sequences in the

PRID 2011 dataset have significant color inconsistency un-

der the two cameras, we have found that the color and

second-order derivatives in the low-level descriptor (Sec-

tion 3.2) do not work well with such data. We per-

formed a series experiments to investigate the effectiveness

of the low-level descriptors. In Table 2, the first two rows

show the different performances of our representation (de-

noted STFV3D) based on two variants of the low-level de-

scriptor (i.e., the original 24-dimensional one and the 12-

dimensional one with color and second derivatives omit-

ted). For iLIDS-VID the original descriptor works better,

while for PRID 2011 the 12-dimensional one works better.

This shows that even though the unsupervised Fisher vector

learning can produce a good representation, the extracted

features are not necessarily optimal for classification. Em-

pirical feature selection in this case is helpful. We then com-

bined STFV3D with a supervised distance metric learning

method, the KISSME algorithm [15], and repeated the ex-

periments (the last two rows in Table 2). As we expected,

supervised learning can take care of feature selection quite

well, and the 24-dimensional richer low-level descriptors

perform better on both datasets. In the following experi-

ments, we use the 12-dimensional descriptor on the PRID

2011 dataset when no supervised learning is employed.

4.3. Comparison to other representations

In this section, we compare our STFV3D, without dis-

tance metric learning, to three other description methods:

HOG3D, which extracts 3D HOG features from vol-

umes of video data collected similar to [30]. More specifi-

cally, for each local maximum/minimum of the FEP signal

E, 10 frames from before and after the central frame are

taken as a fragment, divided into 2 × 5 (spatial) ×2 (tem-

poral) cells with 50% overlap. A spatial-temporal gradient

histogram is computed in each cell and then concatenated

to form the HOG3D descriptor.

FV3D, which is similar to HOG3D but we replace the

HOG features with Fisher vectors.

FV2D, which is a multiple-shot approach treating the

video sequences as multiple independent images using

Fisher vectors as the features. This is one of the state-of-

the-art approaches for image-based person re-id [18].

Note that for these methods we extract descriptors at

every local maxima/minima of the FEP, which generates

considerably more descriptors for matching than our own

walking cycle based approach. The experimental results are

shown in Table 3. From the results we can observe that in

general STFV3D performs the best, and more specifically:
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Table 2. Performance of different low-level descriptors

Dataset iLIDS-VID PRID 2011

Rank R R = 1 R = 5 R = 10 R = 20 R = 1 R = 5 R = 10 R = 20
STFV3D(12) 27.0 55.7 71.6 84.7 42.1 71.9 84.4 91.6

STFV3D(24) 37.0 64.3 77.0 86.9 21.6 46.4 58.3 73.8

STFV3D+KISSME(12) 34.9 63.0 76.0 86.3 62.4 84.9 87.1 91.4

STFV3D+KISSME(24) 44.3 71.7 83.7 91.7 64.1 87.3 89.9 92.0

Table 3. Comparison of different feature descriptors

Dataset iLIDS-VID PRID 2011

Rank R R = 1 R = 5 R = 10 R = 20 R = 1 R = 5 R = 10 R = 20
HOG3D 8.3 28.7 38.3 60.7 20.7 44.5 57.1 76.8

FV2D 18.2 35.6 49.2 63.8 33.6 64.0 76.3 86.0

FV3D 25.3 54.0 68.3 87.3 38.7 71.0 80.6 90.3

STFV3D 37.0 64.3 77.0 86.9 42.1 71.9 84.4 91.6

Body-action units vs. regular grid: STFV3D outper-

forms FV3D, which means the spatio-temporal segmenta-

tion of the video data improves the re-id performance over

simple regular grid based 3D schemes (as used by most

previous spatio-temporal representations, especially on the

temporal dimension).

Video-based approaches vs. independent multi-shot:

Both STFV3D and FV3D outperform FV2D, which means

the additional effort made to model the temporal correlation

paid off. It is worth noting that we find it impractical to use

all the images due to the computational complexity, there-

fore in our experiment FV2D only used the images corre-

sponding to the local maxima/minima of the FEP signal.

FV3D vs. HOG3D: FV3D and FV2D outperform

HOG3D, which is not a surprise because the Fisher vec-

tors based on our local descriptors are more sophisticated

and suitable for the re-id problem, even though a lot more

HOG3D descriptors are used as the gallery and query.

iLIDS-VID vs. PRID 2011: The above observations

hold for both datasets. We would like to point out again

that on the PRID 2011 dataset we used only 12-dimensional

low-level features without the HSV values because of the

significant color inconsistency. We will later show how this

empirical feature selection problem can be addressed by su-

pervised distance metric learning methods that can learn the

relationship between the two cameras. Nonetheless our so-

phisticated appearance modeling still shows its merit, espe-

cially under the unsupervised setting. This is particularly

important when we are dealing with the videos from mul-

tiple cameras unseen before. Another notable difference

between the results on the two datasets is that FV2D per-

forms better on the PRID 2011 dataset than on the iLIDS-

VID dataset, considering its relative performance to the 3D

approaches. We believe this is because the iLIDS-VID

dataset has more cluttered background and considerable oc-

clusions, which probably causes more trouble for the 2D

approaches.

4.4. Comparison to the state of the art

In this section we compare our method with the state-

of-the-art video-based person re-id approaches. To achieve

the best performance we combine STFV3D with supervised

distance metric learning methods such as KISSME [15] and

Local Fisher Discriminant Analysis (LFDA [22]). In both

methods, PCA is first performed to reduce the dimension of

our original representation. We have empirically chosen the

reduced dimension as 150 in our implementation.

In Table 4, the first three rows show the performance of

the state-of-the-art approaches, namely, Gait Energy Image

(GEI)+Rank SVM (RSVM) [19], HOG3D+Discriminative

Video Ranking (DVR) [30], Color+LFDA [22]. The second

and third group of methods are variants of our proposal.

From these results we can see that distance metric learn-

ing can further improve the performance of our appearance

modeling approach. The performance boost is largely be-

cause that distance metric learning can bridge the gap of

color and viewpoint variations across camera views, which

are difficult for unsupervised appearance modeling meth-

ods to handle. This effect is more obvious on PRID 2011

because of the significant color inconsistency in this dataset.

Interestingly, the improvement due to distance metric learn-

ing decreases when the rank number increases. We believe

that it is partly because our appearance modeling method al-

ready performs pretty well at the higher rank numbers, and

the distance metric learning algorithms can pull reasonably

similar pairs closer but does not have much effect on really

distant pairs. Our appearance modeling approach combined

with the KISSME algorithm achieved the overall best per-

formance, and the gait features alone do not perform well

on these datasets.

4.5. Limitations and failure examples

Finally we discuss the limitations of our approach, and

show some failure examples (Figure 5 and Figure 6). Each

figure contains the matching results of the same person
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Table 4. Comparison of our proposed methods and the state of the art

Dataset iLIDS-VID PRID 2011

Rank R R = 1 R = 5 R = 10 R = 20 R = 1 R = 5 R = 10 R = 20
GEI+RSVM [19] 2.8 13.1 21.3 34.5 - - - -

HOG3D+DVR [30] 23.3 42.4 55.3 68.4 28.9 55.3 65.5 82.8

Color+LFDA [22] 28.0 55.3 70.6 88.0 43.0 73.1 82.9 90.3

FV3D 25.3 54.0 68.3 87.3 38.7 71.0 80.6 90.3

FV3D+LFDA 32.0 59.3 78.6 88.6 47.2 76.2 84.1 90.6

FV3D+KISSME 36.6 69.3 82.6 91.3 62.3 83.8 86.0 92.4

STFV3D 37.0 64.3 77.0 86.9 42.1 71.9 84.4 91.6

STFV3D+LFDA 38.3 70.1 83.4 90.2 48.1 81.2 85.7 90.1

STFV3D+KISSME 44.3 71.7 83.7 91.7 64.1 87.3 89.9 92.0

by two approaches, (a) FV3D and (b) STFV3D. For each

approach, we show a pair of video segments that is the

best matched pair of query (top) and gallery (bottom) us-

ing the nearest neighbor classifier. Note that FV3D uses

fixed-length segments while STFV3D uses flexible seg-

ments based on walking cycle extraction. In both cases,

FV3D finds the correct match while STFV3D does not. In

Figure 5, the color inconsistency is causing trouble for both

representations, and the matching is probably more affected

by pose and shape. Figure 5(b) shows that the cluttered

background causes inaccurate walking cycle extraction in

STFV3D, and hence incorrect matching between the query

and gallery. In Figure 6, the viewpoint of the query se-

quence is significantly different from our sideview assump-

tion, which also causes inaccuracy of both spatial and tem-

poral alignment in STFV3D (Figure 6(b)).

(a)

(b)

Figure 5. Failure example 1.

(a)

(b)

Figure 6. Failure example 2.

5. Discussions

In this paper we proposed a novel video-based pedestrian

re-id framework. Unlike most previous spatio-temporal

modeling approaches that only explore the temporal corre-

lation locally, we are trying to exploit temporal informa-

tion on the action level, that is, dividing a video sequence

into small segments corresponding to the action primitives.

Combined with body part segmentation, we obtain a series

of video blobs, named body-action units, corresponding to

different action primitives of different body parts. Fisher

vectors are learned and extracted in each unit and concate-

nated into the final representation. Such a representation de-

scribes a person’s appearance during an action, e.g., in this

paper a walking cycle, hence covers a large variety of poses

and shapes. It effectively aligns the dynamic appearance of

different people both spatially and temporally. The forma-

tion of each video blob can be flexible and different for each

person, as opposed to a fixed-size grid, but the final repre-

sentation is a consistent feature vector for easy comparison

of two persons’ appearance.

There are some interesting directions for further im-

provement of our framework. From the spatial alignment

point of view, the publicly available data for video-based re-

id we are dealing with contain mostly sideview pedestrians,

while in practice the pedestrians in a video may walk in any

direction. Even for simple actions like walking, the change

of viewpoints can still cause serious problems in spatial

alignment. We are investigating better body part models

to address the pose/viewpoint problem. From the temporal

alignment viewpoint, although we have chosen to tackle the

pedestrian re-id problem at present because walking is a rel-

atively simple periodic action, the generalization ability of

our framework is limited by action analysis, which itself is

still an open problem. Nonetheless, there is great potential

in our model. We are experimenting a more efficient body-

action model where different body parts can have different

action primitives, while different action primitives involve

different body parts. For instance, during walking, the head

may have fewer meaningful action primitives than the arms

and legs due to its relatively simple motion, while on the

other hand, the stance phase may involve fewer body parts

than the swing phase because of the self-occlusion of body

parts.
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