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Abstract—An increasing number of organizations are migrat-
ing their critical information technology services, from healthcare
to business intelligence, into public cloud computing environ-
ments. However, even if cloud technologies are continuously
evolving, they still have not reached a maturity level that allows
them to provide users with high assurance about the security of
their data beyond existent service level agreements (SLAs).

To address this limitation, we propose a suite of mechanisms
that enhances cloud computing technologies with more assur-
ance capabilities. Assurance becomes a measurable property,
quantified by the volume of evidence to audit and retain in
a privacy-preserving and nonrepudiable fashion. By proactively
collecting potential forensic evidence, the cloud becomes more
accountable, while providing its regular services. In the case of
a security breach, the cloud provides the appropriate reactive
security framework for validating or repudiating claims. More-
over, different levels of assurance relate to different levels of
storage and privacy protection requested by users, leading to an
assurance-based price model for cloud services.

I. INTRODUCTION

Digital forensics is playing an increasing important role
in investigating criminal activity. According to the Federal
Bureau of Investigations (FBI) [6], in 2011, 4,263 TB of
data was processed for digital forensic in 7,629 criminal
examinations as opposed to 439 TB and 880 criminal cases
in 2003. With the increased migration of critical information
technology services into the cloud, digital evidence is poised to
become instrumental in investigating criminal activity commit-
ted in cloud environments as well. The reasons are manifold –
financially lucrative targets are now hosted on clouds, systems
are so complex that vulnerabilities are regularly discovered,
and digital identities are becoming widespread, making audit
trails effective. Verifying security compliance using audit trails
is an effective complement to access control systems. The
approach supports greater flexibility since security policies
can be introduced retrospectively, modified dynamically, and
reasonable violations can be accommodated. It is scalable since
the auditing granularity can be dynamically tuned.

When a loss is reported, the offense must be characterized.
Forensic analysis in the physical world relies on the trail of
environmental changes made by a crime’s perpetrator. This is
known as Locard’s exchange principle [14], after the French
pioneer of forensic science who articulated it in the early
20th century. In a digital world, a criminal could conceivably
erase all traces of activity. It is thus incumbent on cloud
computing services to provide assurance based on trustworthy
audit trail with sufficient detail and reliability to allow forensic
conclusions to be drawn. However, the indiscriminate addition

of auditing to a runtime environment introduces performance
penalties for executing applications, requires large amounts of
storage, and may compromise the privacy of individuals.

Currently, cloud computing technologies offer little in
terms of sound digital forensic support, and their service
level agreements (SLAs) include no clauses with procedures
to follow in case of forensic investigations [21]. There are
numerous scenarios where this lack of appropriate forensic
support as a reactive security measure could play a significant
role; we review some of the most relevant ones below.

Healthcare Systems

Many hospitals now outsource their information technology
infrastructure to services that are deployed on clouds. A
patient wishes to demonstrate that a hospital was negligent in
following the proper procedures, while the hospital wishes to
demonstrate that there was no lapse on its part. The hospital
therefore collects nonrepudiable evidence for the procedures
that it has followed. The patient has a right to examine the
evidence that is relevant to his or her treatment. The evidence
can be analyzed with respect to the processes that the hospital
is required to follow. These processes also pertain to the
sharing of medical information as regulated by the Health
Insurance Portability and Accountability Act (HIPAA) [12].

Electronic Mail

Email often contains evidence similar to that of physical
correspondence, but without the same degree of reliability.
To support digital forensics, an electronic mail server must
require email to be authenticated by the sender and registered
by the receiver. The evidence of the sending and receipt of
the electronic mail must be recorded by mail servers residing
on clouds. The sequence of mail exchanges can then be used
as evidence to establish certain claims. The electronic mail
record can also be combined with other forms of evidence to
corroborate a breach of contract.

Business Workflow

Many transactions involve work that is sequenced through
multiple agents. Each agent can pick up the transaction only
when some preconditions have been met. Since these actions
are distributed over a network, it is not possible to monitor
an entire transaction. Parts of the transaction might also be
outsourced across multiple business domains. However, by
recording the state of the transaction using cloud services at
key points in the workflow, it will be possible to reconstruct the
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ordering of events to reactively ensure that the business rules
have been followed. Evidence-based workflow has applications
beyond law enforcement in areas such as software certification
and clinical trials.

Online Services

A purchase of services or goods from a service in the
cloud can involve a complex sequence of exchanges. For
example, an auction involves collecting bids and counterbids
to determine a winner. The auditing infrastructure can ensure
that the bidding process and winner selection was fair by
automatically generating evidence that each participant can use
to verify that the process was free of collusion after the auction
ends. In particular, it will allow the seller and the bidders to
check that previously observable claims are consistent with the
end result.

Insider Threats

A security violation occurs when a computing agent obtains
unauthorized accesses to a protected resource. By maintaining
a record of the accesses along with the permissions and
authorizations, a cloud service can detect security violations.
This is particularly useful where there are obvious legal and

employment consequences to such unauthorized access. While
such breaches can also be flagged by an online intrusion detec-
tion system, an audit-based approach is open to new forms and
sources of evidence and can more easily admit exceptions and
policy changes, including those that have retrospective effect.

II. CLOUD FORENSICS

Given the challenges raised by the previous scenarios, we
propose a principled approach for collecting forensic evidence
in the cloud environment. The approach includes different
steps that lead to more accountable cloud environments, while
allowing for assurance-based price models for cloud services.

Formal Representation

The first step consists of taking extant laws and extracting
from them an abstract description of what elements can serve
as digital evidence. For example, a substantial part of HIPAA
and portions of other laws have been converted into a formal
representation by members of the computer science department
and law school at Stanford [3]. Such representations can
serve as the basis for defining a set of operating-system- and
application-level evidence requirements.
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The next step involves translating the evidence require-
ments into concrete elements of the operating-system and
target applications’ programming interfaces. This will inform
the cloud computing runtime regarding which specific pa-
rameters and functions need to be audited. In particular,
any elements that would introduce nondeterminism into the
execution of a target application, such as reads from a network
socket, /dev/random, or an asynchronous signal, need to
be audited. Coupled with the target applications’ binaries
and linked libraries, and a record of their initial execution
environments, this will suffice for validating an audit record,
as demonstrated in the virtual-machine context [5]. The use
of a continuous snapshotting filesystem, such as NILFS [16],
will ensure the subsequent availability of data after files are
modified or deleted.

Dynamic Auditing

A third step consists of mechanisms to dynamically activate
auditing functionality to collect digital evidence when required.
Extant systems rely on interfaces that either introduce too
much overhead or do not have visibility at the abstraction levels
of interest. The use of a trusted kernel can significantly reduce
the overhead imposed. For example, the Linux kernel markers
insert noops that do not adversely affect runtime behavior
at locations where auditing functionality is inactive by default
and can safely be added subsequently. When a point of interest
is determined, the kernel image can be dynamically modified
in memory, replacing the specific noops corresponding to a
marker with a branch to the requisite auditing code.

Privacy-Aware Evidence Management

The fourth step aims to protect the privacy of users, starting
from the point at which audit records are first generated. The
approach relies on being able to separate digital evidence that
has been deterministically generated from that which is not.

For example, the data read from a file is considered to be
deterministic if it can be read again from a retained copy (such
as one available from a snapshotting filesystem), whereas data
read from a network connection is considered nondeterminis-
tic. The vast majority of evidence is deterministic and can be

omitted from the evidence record if its sources (which include
the program that created it, the runtime environment in which
the program started, and all nondeterministic inputs) are re-
tained. The remaining records are a small enough set that they
can be encrypted using attribute-based encryption [17] such
that only parties with the right set of credentials can access
them. Committing signed hashes of an applications’ binary
and linked libraries, input files, and runtime environment will
make it possible to detect if a cloud user claims to have used
a different application or inputs from the ones she actually
utilized.

Distributed Trails

The next critical step ensures that the audit trail is nonrepu-
diable. Past approaches [9] have focused on applications that
can be modeled as deterministic finite state automata. Nodes
that serve as witnesses are assumed to have copies of these
automata to check that the evidence emitted from a remote
node is consistent. However, handling arbitrary programs and
maintaining user privacy precludes sharing the automata de-
scriptions.

To create a distributed audit trail, a system service can run
on all participating cloud nodes. When a cloud node boots
up, it inserts itself into an overlay that performs a rendezvous
using an extant structured peer-to-peer infrastructure, such as
OpenDHT [19]. Since the privacy-protected evidentiary record
developed in the previous step is relatively small, redundant
copies of it will be maintained as a distributed journal in the
overlay. The functioning of the latter construct will be similar
to that of the log used in journaling filesystems [11] with
optimization for intra-node locality.

The system service maintains a witness store at each cloud
node that contains fragments of other nodes’ journals. When
nondeterministic elements of digital evidence are needed dur-
ing a forensic analysis, they are retrieved from corresponding
distributed journals rather than the originating nodes. In this
manner, the audit trail can be repudiated only if a substantial
fraction of the cloud infrastructure has been compromised.
The system has the desirable property that its trustworthiness
increases with scale, similarly to Tor, the Onion Router [4].
If the overlay has a sufficient number of nodes outside the
cloud infrastructure, the scheme will yield accountable cloud



Nondet

questionnaire
libc

File

FileFile

Process

/home/user/filled_answers
File

= Hash committed

= Hash and Encrypted version
    committed

Step 4. Nondeterministic inputs are

/dev/tcp

             encrypted for remote commitment
             along with hashes of all inputs,
             binaries, linked libraries, and outputs.

/home/user/medical_record

/bin/questionnaire/usr/lib/libc

computing. The external nodes will record sufficiently many
nondeterministic fragments of a computation to allow claims
to be validated or repudiated.

Actuarial Forensics

Finally, rather than attempting to provide an a priori
level of auditing, cloud providers allow customers to select
a level of service. This assumes a price model based on the
quantity of proactively collected forensic evidence and privacy
protection, similar to insurance price models. If an application
is compromised, the chance of being able to reconstruct
the intruder’s actions increases as more detailed evidence is
available. The finer granularity of evidence could take the
form of higher sampling rate in the case of statistical-based
anomaly detection (which requires high fidelity data), or more
classes of events and details in the case of specification-based
anomaly detection. Both cases impose an overhead in storage
and processing resources that the cloud service has to support.

III. GUARANTEES

The above steps towards an accountable cloud will offer
the following security guarantees:

• Evidence completeness: The formal representation
and target mapping steps will ensure that all the
relevant evidence (according to the extant laws) is
collected.

• User privacy-preservation: The privacy-aware evi-
dence management step will ensure that the users’
privacy is protected, by applying attribute-based en-
cryption to the audited data generated by users’ activ-
ity.

• Audit-trail nonrepudiation: The distributed trails
steps will ensure that that the audit trails are nonre-

pudiable by storing them in distributed journals. The
guarantee increases with scale.

IV. RELATED WORK

The need for accountable cloud has been identified also by
Haeberlen, who emphasized the benefits for both the customers
and the cloud providers [10]. His work was “intended as a
call for action”, which we followed, by providing more steps
towards accountable cloud.

Our approach calls for proactive collection of forensic
evidence which is then examined to identify criminal activity.
Possible approaches for forensic analysis include online in-
trusion detection using a rule-based expert system to examine
audit data to identify possible unauthorized access in a system.
The rules are based on the typical patterns and profiles of
attacker behavior. Auditing has been used to monitor threats
against Air Force computers by Anderson as far back as 1980
[1]. Most host-based intrusion detection systems use logs [2].
A number of research efforts have focused on log management.
Schneier analyzed the problem of maintaining the integrity of
log files on a host [22]. Silbert considered the problem of
secure auditing in a distributed system [23]. Flack focused
on reconstructing formal semantics from logs [7]. Roger im-
plemented an online algorithm that checks the model defined
by declarative constraints stated in a temporal logic against
log records [20]. Marty proposes the use of use-case oriented
logging for forensic analysis of cloud applications [15]. The
main concern we focus on is whether sufficient auditing can
be performed within a budget to be able to prove in a court of
law that the evidence supports a specific claim that a violation
did or did not occur.

In the case that the cloud service provides an installed
operating system, the auditing can occur in the trusted code
present in the virtual machine. On Unix-based systems, the
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ptrace interface was designed for debugging and therefore
allows very fine-grained intervention. However, the fact that
it requires two context switches (to and from the monitoring
process) to handle each system call means that it slows
down the monitored process by an order of magnitude [13]
for applications that make heavy use of resources (such as
the filesystem or network) that are mediated through kernel
interfaces. Another strategy is to use the /proc filesystem
to gather evidence, as done by sandboxing schemes [8], or
a kernel module that intercedes at the system call interface
directly, such as the auditing library libaudit and its associ-
ated tools that are included in prominent Linux distributions.
These approaches have substantially improved performance
though they are unable to audit application-level function
calls. The SystemTap project [18] allows a wider range of
instrumentation, with visibility into the kernel itself, and allows
specifications to be written at an abstract level that is then
automatically compiled into C, which in turn produces a kernel
module. However, all these approaches rely on tracehooks or
tracepoints in the kernel where a check is done to see if the
event is of interest, in which case an audit record is generated.
The side effect of the branch that must be performed is that a
cache miss results, slowing down performance even when no
auditing is active. Our proposed approach using Linux kernel
markers does not suffer from this.

V. CONCLUSIONS

Due to the continuous migration of organizations’ critical
information technology into the cloud, we believe that the
cloud providers should make a concerted effort towards ac-
countable clouds. Assurance of the security of their customers’
data can be formalized by first-class SLA clauses. These can
be supported in practice by a number of steps we introduce
here, aiming to make cloud computing more accountable by
proactively collecting forensic evidence. These steps include

mapping laws into evidentiary requirements, targeting these
into system-specific evidence descriptions, dynamically acti-
vating auditing as needed, cryptographically protecting the re-
sulting evidence, distributing the audit trails so they cannot be
repudiated and providing varying levels of auditing according
to the level of forensic assurance needed by the customers.
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