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Abstract—We present in this work a first performance assess-
ment of the Parallel Small BAseline Subset (P-SBAS) algorithm,
for the generation of Differential Synthetic Aperture Radar (SAR)
Interferometry (DInSAR) deformation maps and time series,
which has been migrated to a Cloud Computing (CC) environ-
ment. In particular, we investigate the scalable performances
of the P-SBAS algorithm by processing a selected ENVISAT
ASAR image time series, which we use as a benchmark, and by
exploiting the Amazon Web Services (AWS) CC platform. The
presented analysis shows a very good match between the theo-
retical and experimental P-SBAS performances achieved within
the CC environment. Moreover, the obtained results demonstrate
that the implemented P-SBAS Cloud migration is able to process
ENVISAT SAR image time series in short times (less than 7 h)
and at low costs (about USD 200). The P-SBAS Cloud scalable
performances are also compared to those achieved by exploiting
an in-house High Performance Computing (HPC) cluster, show-
ing that nearly no overhead is introduced by the presented Cloud
solution. As a further outcome, the performed analysis allows us
to identify the major bottlenecks that can hamper the P-SBAS
performances within a CC environment, in the perspective of pro-
cessing very huge SAR data flows such as those coming from the
existing COSMO-SkyMed or the upcoming SENTINEL-1 constel-
lation. This work represents a relevant step toward the challenging
Earth Observation scenario focused on the joint exploitation of
advanced DInSAR techniques and CC environments for the mas-
sive processing of Big SAR Data.
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Synthetic Aperture Radar (SAR) Interferometry (DInSAR), Earth
surface deformation, Parallel Small BAseline Subset (P-SBAS).
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I. INTRODUCTION

A DVANCED differential synthetic aperture radar (SAR)
interferometry (DInSAR) usually identifies a set of algo-

rithms, tools, and methodologies for the generation of Earth’s
surface deformation maps and time series computed from a
sequence of multitemporal differential SAR interferograms [1].
A widely used advanced DInSAR approach is the technique
named Small BAseline Subset (SBAS) [2] which allows to pro-
duce line-of-sight (LOS)-projected mean deformation velocity
maps and corresponding displacement time series by exploiting
interferograms characterized by a small temporal and/or spa-
tial separation (baseline) between the acquisition orbits. The
SBAS algorithm has proven its effectiveness to detect ground
displacements with millimeters accuracy [3] in different sce-
narios, such as volcanoes, tectonics, landslides, anthropogenic-
induced land motions [4]–[7] and it is capable to perform
analyses at different spatial scales [8] and with multisensor
data [9], [10].

The SBAS algorithm, and more generally the advanced
DInSAR techniques, found their success on the large avail-
ability of SAR data archives acquired over time by several
satellite systems. Indeed, the current radar Earth Observation
(EO) scenario takes advantage of the widely diffused long-
term C-band ESA (e.g., ERS-1, ERS-2, and ENVISAT) and
Canadian (RADARSAT-1/2) SAR data archives, which have
been acquired during the last 20 years, as well as of data
sequences provided by the X-band generation SAR sensors,
such as the COSMO-SkyMed (CSK) and TerraSAR-X (TSX)
constellations. Moreover, a massive and ever increasing data
flow will be further supplied by the recently launched (April
2014) Copernicus (European Union) SENTINEL-1A SAR
satellite, which will also be paired during 2016 with the
SENTINEL-1B twin system that will allow halving the con-
stellation revisit time (from 12 to 6 days) [11]. With the
SENTINEL-1 era, new SAR data relevant to extended areas on
Earth will be soon publically available, thanks to the free and
open access data policy adopted by the Copernicus program.
Moreover, the SENTINEL-1 data will be collected on land by
using the TOPS SAR mode that has been specifically designed
for DInSAR and advanced DInSAR applications [12], [13].

In this context, the massive exploitation of these Big SAR
data archives for the generation of advanced DInSAR prod-
ucts will open new research perspectives to understand Earth’s
surface deformation dynamics at global scale.
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However, the accomplishment of this task requires not only
large and very high computing resources to process the exist-
ing and upcoming huge SAR data amounts within short time
frames, but also efficient algorithms able to effectively exploit
the available computing facilities.

To provide a contribution toward this direction, a parallel ver-
sion of the SBAS algorithm, namely parallel SBAS (P-SBAS),
has been recently proposed [14]. P-SBAS permits to generate,
in an automatic and unsupervised manner, advanced DInSAR
products by taking full benefit from parallel computing archi-
tectures, such as cluster and GRID infrastructures. P-SBAS has
been extensively tested by exploiting in-house processing facil-
ities achieving promising results in terms of both scalability and
efficiency [14]–[16]. However, it is worth noting that, even if in-
house solutions can provide high computing performances, they
can represent a bottleneck due to their intrinsic limited resource
availability. Therefore, they cannot be suited to properly face
the massive processing that will be inevitably required by the
expected huge SAR data flow, particularly when global scale
analyses are concerned. Moreover, in-house High Performance
Computing (HPC) infrastructures can be very expensive in
terms of procurement, maintenance, and upgrading.

The use of Cloud Computing (CC) environments represents
a promising solution to overcome the above-mentioned limita-
tions and this is the rationale why they are becoming more and
more diffused in EO scenarios [17]–[19]. Indeed, CC provides
highly scalable and flexible architectures that are, in general,
computationally very efficient and less expensive with respect
to in-house solutions. In addition, CC can be extremely helpful
for both resources optimization and performance improvements
due to its possibility to build up customized computing infras-
tructures. Moreover, the increasing availability of public Cloud
environments [20]–[22], and their relative simplicity to use,
thanks to advanced application programming interfaces (API)
and web-based tools, is further pushing toward the use of such
a technology also in scientific applications [19], [23], [24]. In
this context, the migration of scientific applications to CC envi-
ronments is, therefore, a key issue, with particular reference
to advanced DInSAR algorithms, because a significant initial
effort and a deep preliminary analysis of the specific algorithm
which has to be “cloudified” could be required.

We present in this work a first performance assessment of
the P-SBAS algorithm that has been migrated to a public CC
environment. In particular, the goal of our study is to evaluate
the P-SBAS scalable performances achieved within a CC envi-
ronment as well as to identify the major inefficiency sources
that can hamper such performances. To this aim, we select the
proper Cloud migration approach that allows the full exploita-
tion of the P-SBAS parallelization strategy. Moreover, due to
the high P-SBAS computational requirements, we evaluate the
most appropriate Cloud resources configuration, in terms of
both instances and storage. An extensive analysis is carried
out by processing a selected SAR images time series acquired
(from ascending orbits) by the ENVISAT ASAR sensor over the
Napoli bay area and by exploiting the Amazon Web Services
(AWS) Cloud platform. The obtained P-SBAS scalable perfor-
mances are also compared to those achieved by exploiting an
in-house, dedicated, HPC cluster.

The paper is organized as follows. In Section II, a con-
cise description of the P-SBAS processing chain is provided,
which aims at recalling the main processing steps. Section III
describes how the entire P-SBAS processing chain has been
migrated to the selected CC environment. Section IV is dedi-
cated to the experimental framework that includes the scalable
performance study, which has been performed by exploit-
ing both a dedicated cluster and the AWS Cloud, as well
as the analysis of the processing times and costs. Finally, in
Section V, some concluding remarks and further developments
are thoroughly discussed.

II. P-SBAS DESCRIPTION

This section focuses on providing a concise but informa-
tive description of the P-SBAS processing chain which has
already been thoroughly discussed in [14]. It aims at recall-
ing the P-SBAS major processing steps in terms of main tasks,
implemented procedures and computational challenges that will
be addressed by showing CPU usage, RAM occupation, and
Input/Output (I/O) transfer requirements.

The P-SBAS solution has been designed by carefully tak-
ing into account several different conceptual aspects, such
as data dependencies, task partitioning, inherent granularity,
scheduling policy, load unbalancing, in order to optimize the
usage of CPU, RAM, and I/O resources. Moreover, the het-
erogeneous nature of the computational algorithms that are
comprised within the SBAS processing chain has strived the
P-SBAS design toward the employment of proper paralleliza-
tion strategies that depend on the algorithmic structure of the
considered specific processing step [14], [18]. Furthermore,
P-SBAS has been designed in a manner that allows us to
take advantage of both multinode and multicore architectures
and therefore two-parallelization levels have been employed:
process and thread. The former considers a coarse/medium
granularity-based approach and has been mainly applied to the
whole processing chain, while the latter relies on a fine-grained
parallelization. This strategy has been implemented both for the
most computing-intensive operations, to optimize CPU usage
through multithreading programming, as well as for highly
RAM demanding algorithms, to reduce memory occupation by
applying a data parallelism strategy [14].

The block diagram of the P-SBAS processing chain is shown
in Fig. 1; in this scheme, the steps depicted by blue blocks
represent the jobs that are parallel executed by simultane-
ously running on different nodes, while black blocks represent
steps that are intrinsically sequential. Moreover, dashed line
blocks describe the steps that are multithreaded programmed. In
Table I, instead, the main characteristics of each step of Fig. 1,
in terms of CPU and RAM usage as well as I/O operations, are
briefly summarized in Table I.

In the following, a conceptual description of the P-SBAS
processing chain will be briefly addressed. It is worth noting
that such a processing chain has been designed to analyze the
majority of SAR data available through the different spaceborne
systems (ERS-1/2, ENVISAT, COSMO-SkyMed, TerraSAR-X,
ALOS-1/2, and RADARSAT-1/2). Moreover, it is also robust
with respect to possible system failures (e.g., ERS-2 gyroscope
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Fig. 1. P-SBAS workflow. Black and blue blocks represent sequential and parallel (from a process-level perspective) processing steps, respectively. Dashed line
blocks represent multithreading programmed processing steps.

failure event) and ancillary data inaccuracies (e.g., inaccuracy
of orbital information). Step A implements the SAR data focus-
ing operation and consists in transforming the radar raw data
into microwave images, often referred to as single look com-
plex (SLC) images. This step has not only a high computational
burden because it performs two-dimensional FFTs on large
matrices [25] but has also a remarkably significant data flow as
it involves many I/O operations (see Table I). Step B performs
the digital elevation model (DEM) conversion that consists in
referring the elevation profile of the area under consideration
with respect to the SAR coordinate reference system [26]. In
this step, data matrices that are typically of the order of several
GBytes are processed and therefore this step requires a signifi-
cant high amount of memory and I/O operations, as highlighted
in Table I.

Within step C, the SAR image coregistration operation is car-
ried out to refer all the SLCs to the radar geometry of a selected
reference “master,” via an interpolation procedure [27]. The
main limitation of this step is represented by the intensive I/O
access and large amount of available memory that are required.

Subsequently, step D performs the identification of inter-
ferometric data pairs that are required for the subsequent
coregistration refinement performed within the following step
E, in which first possible residual subpixel rigid shifts are eval-
uated, which are, afterward, inverted and used to resample the
whole image stack. This step is computationally high demand-
ing because of the applied resampling method that is based on
FFTs, which are calculated on large complex matrices.

Within step F, some parameters related to the interferometric
data pairs, which needs to be included in the following of the
processing chain are selected [25], [26], [28]. Having already
both the coregistered images (step C) and the DEM referred to

a common radar geometry (as output of step B), the differential
interferograms and the corresponding spatial coherence map
are generated through step G [28]. These operations require
a large amount of RAM memory usage as they are carried
out at the SAR images full spatial resolution and in the com-
plex domain. However, the final interferograms are stored in
low resolution mode through a complex spatial average (mul-
tilook) operation [25]. This procedure, undertaken to mitigate
the decorrelation noise affecting the DInSAR interferograms,
also drastically reduces the sizes of the final outputs, while the
intermediate products remains at full resolution.

The modulo-2π restricted phase of each computed multilook
interferogram needs afterward to be “unwrapped” to retrieve the
original phase [25]. This procedure is carried out in step H and
I by applying the extended minimum cost flow (EMCF) phase
unwrapping (PhU) algorithm [29].

The phase unwrapping step is one of the most demanding in
terms of memory and CPU usage. Indeed, it deals with wrapped
and unwrapped interferogram stacks that are represented by
three-dimensional matrices.

A pixel-based inversion of the unwrapped phase system of
equations is, afterward, carried out (step J) to retrieve the final
deformation time-series. Moreover, in step K, the estimation
of possible residual phase artifacts often referred to as “orbital
phase ramps” is undertaken by exploiting interferograms. Such
phase ramps, that are due to possible orbital inaccuracies,
are removed from the wrapped interferograms, implying that
another PhU step on the “orbital error free” interferograms has
to be performed (second run of steps H, I, and J of Fig. 1).
After executing temporal coherence estimation [29] used for the
coherent pixel selection, block L provides the final deformation
time-series.
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TABLE I
P-SBAS ALGORITHM RESOURCE REQUIREMENTS

Reference values for a standard dataset (64 ENVISAT SAR images, see Section IV). CPU: medium (<100%),
high (100%–300%), very high (>300%); RAM: low (<1 GB), medium (1–10 GB), high (>10 GB); I/O: medium
(<10 GB), high (tens of GB), very high (hundreds of GB).

In the following, the main critical issues concerning the
porting of the P-SBAS algorithm within CC environments are
summarized.

First, P-SBAS requires that the execution of the different
steps needs to be performed following a well-defined spe-
cific order. For instance, SAR image registration can occur
only once the focusing operation has been accomplished, while
the PhU can be executed only after the differential interfero-
grams sequence generation has been achieved. This rationale
motivates why the generated data and products of the SBAS
processing chain are highly interconnected and, as a conse-
quence of this data dependency, the joint processing of different
step outputs needs at some point to be performed.

Second, many steps of the chain, such as the raw data
focusing (step A), image coregistration (steps C and E), inter-
ferogram generation (step G) and the unwrapping steps (H and
I), are characterized by a large amount of RAM usage, thus
implying a proper resources allocation design. Finally, very
large amount of data are also involved during the SBAS pro-
cessing and, therefore, data transfer and I/O issues are two
critical factors to be carefully taken into account. The usage of
ad hoc storage capability and network facility is envisaged to be
a viable solution for a proper P-SBAS algorithm exploitation.

III. CLOUD IMPLEMENTATION

Among the different possibilities for integrating an existing
application in a CC environment that comprise either adaptation
or redesign of the application components [30], we followed the
approach of migrating the whole P-SBAS processing chain to
the Cloud. This choice has been founded on the criterion of
applying a minimum invasiveness policy to the existing appli-
cation implementation. This is a basic example of migration
to the Cloud, where the application is encapsulated in virtual
machines (VMs) which run within the CC environment [30].

Thanks to the use of VMs, several benefits can be exploited
such as: 1) security and isolation, as services can run in
Cloud environment totally independent from each other; 2) ease
administration and management, due to the common virtual-
ization layer; 3) disaster recovery, as VMs can be launched in
few minutes and furthermore can be cloned and migrated to
different locations; and 4) high reliability and load balancing
optimization.

The Cloud architecture, depicted in Fig. 2, has been designed
taking into account the P-SBAS algorithm analysis carried out
in the previous section and consists of several worker nodes
(WNs) connected through the network to a master node (MN),
which is also used as WN.
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Fig. 2. Cloud architecture for P-SBAS analysis constituted of several WNs which include a MN and a common storage volume in a RAID 0 configuration. Each
component is located in the Amazon Web Services Cloud.

As mentioned in the previous section, P-SBAS rationale pro-
vides that in many steps of the chain the joint processing of
the outputs generated by previous steps needs to be performed.
Hence, a common storage is required and therefore a network
file system (NFS) has been adopted [31].

Moreover, the majority of the P-SBAS algorithms are devel-
oped in the Exelis Interactive Data Language (IDL) [32]: a
programming language that is widely used by the scientists who
develop algorithms for SAR and DInSAR data processing [14],
[33]. IDL is a commercial software and, therefore, each VM
running the application requires a license. Hence, an intercon-
nection layer between the IDL License Server (located at the
site of CNR-IREA institution) and VMs (located on Cloud) has
been implemented. This layer allows us to connect end-points
and satisfies the firewall policies adopted by the CNR-IREA
institution and the Cloud provider.

The used CC platform is hosted in the Amazon Elastic
Compute Cloud (EC2), an infrastructure as a service (IaaS) that
is part of AWS Cloud; EC2 has been chosen because it is cur-
rently a feature-rich, stable and commercial public Cloud [20].
Moreover, a web service through which users can configure and
instantiate a VM image is also available. AWS adopts a vir-
tualization technology that permits to flexibly configure VM
instances allowing users to fully set up features such as the
number of CPU’s cores, the processor type, the memory, the
I/O performance, etc. In addition, the operating system and the
software that runs on the VM can be customized by the user.

In particular, a Virtual Private Cloud (VPC) has been imple-
mented that is a logically isolated section of the AWS in which
resources can be launched in a completely defined virtual net-
work. The easy customization of the network configuration
allows users to fully control the virtual networking environ-
ment, through IP address range selection, subnet creation,

routing tables configuration, network gateways, and multiple
layers of security (security groups and network access control
lists). Thanks to this customization, the interconnection layer
for IDL License Server linking and SAR data uploading has
been configured with predefined rules to ensure a secure con-
nection between end points and allow only authorized users to
share data. Furthermore, the VM images have been configured
by exploiting Linux operating system, as required by the P-
SBAS algorithm and all the software and libraries needed for
the processing (IDL, C++, etc.) have been installed.

Finally, it is worth noting that the Cloud resources provi-
sioning and configuration phases are automatically performed
through dedicated scripts written in Linux Bash. Accordingly,
the P-SBAS deployment in a different Cloud environment
should be rather easy and quick to be carried out because it
requires only slight modifications to such scripts in order to
exploit the specific Cloud API.

IV. EXPERIMENTAL FRAMEWORK

The aim of this section is to evaluate the scalable perfor-
mances of the P-SBAS processing chain within a CC environ-
ment and compare them to the corresponding results achieved
on an in-house cluster located at CNR-IREA institute premises.
Such an analysis has been performed by migrating the existing
overall P-SBAS application to the selected AWS CC plat-
form and, besides, it has been aimed at identifying the major
inefficiency sources that can hamper its performances. It is
worth noting that a one-to-one performance comparison is not
fully achievable due to the different resources and architec-
tures underlying the Cloud and in-house computing infrastruc-
tures. However, the specific solution implemented within the
Cloud environment has been targeted to provide the computing
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TABLE II
CNR-IREA CLUSTER CONFIGURATION

resources as much comparable as possible between the two used
infrastructures, as discussed in the following.

A. Computational Platform

The experimental analysis, as above mentioned, has been car-
ried out by exploiting both an in-house HPC cluster which is
located at CNR-IREA premises and the public AWS Cloud.

The CNR-IREA cluster consists of 16 nodes, each one is
equipped with two CPUs (eight-core 2.6 GHz Intel Xeon E5-
2670) and 384 GB of RAM (see Table II). The cluster has
a storage shared among different nodes that is implemented
through NFS and employs a 56-Gb/s InfiniBand interconnec-
tion. In particular, each processing node is equipped with a
direct attached storage (DAS) system in a RAID 5 configura-
tion which ensures a disk access bandwidth of approximately
300 MB/s.

Concerning the AWS Cloud architecture described in the pre-
vious section, it has been implemented by selecting, among the
available ones, the c3.8xlarge EC2 instance that has been used
for both master and working nodes (see Table III). Indeed, such
an instance is equipped with a processor similar to the one that
is present within the in-house cluster nodes (high-frequency
Intel Xeon E5-2680 v2 processor). It is also worth noting that
AWS describes the EC2 instance computing performances in
terms of virtual CPUs that are not easily referable to physical
CPUs and cores. To make as much as possible comparable the
cluster and Cloud analyses, we treated a single AWS instance as
a single node and we forced the algorithm multithreading parts
to run using the same fixed number of cores in both the cluster
and the Cloud cases. Moreover, the selected c3.8xlarge instance
has got an amount of RAM sufficient to run the P-SBAS appli-
cation without incurring in page faulting and is connected with
a 10-Gb/s network bandwidth which is the largest available
within AWS. The choice of an instance with such a very high
network bandwidth has been driven to guarantee high data
transfer and I/O performances as much as possible similar to
those of the in-house cluster. As a matter of fact, one of the
major critical issues of the P-SBAS algorithm is the very large
amount of data (in terms of inputs, intermediate products and
final results) that are read/written during the overall processing
into the common NFS storage; therefore, particular attention
has been addressed to the choice of the storage volume type as
well as of the network which allows taking full advantage of
the storage I/O performance. AWS gives users the possibility to

TABLE III
AWS INSTANCE TYPE CONFIGURATION

select among different types of storage according to the specific
processing needs; in this case the Amazon Elastic Block Store
(EBS) has been employed which provides persistent block-level
storage volumes to use together with EC2 instances. In par-
ticular, the “provisioned IOPS” (SSD) EBS volume type has
been selected since it is designed to meet the needs of I/O
intensive workloads and can provision up to 4000 IOPS (I/O
operation per second) which corresponds to about 128 MB/s
of throughput [20]. Moreover, to improve this latter parameter,
two EBS volumes have been selected and configured in RAID
0 (Striping) that allows summing the throughput of the two vol-
umes within it, thus achieving in our case a total bandwidth of
about 256 MB/s. The 10-Gb/s network is able to support both
such a read/write bandwidth and the communications among
different nodes and storage (up to a certain number of exploited
nodes as widely discussed in the following).

B. Parallel Computing Metrics and Exploited Dataset

In order to quantitatively evaluate the scalable performances
of the P-SBAS processing chain, appropriate metrics were
adopted. Let N be the number of computing nodes used to
solve a problem and T1 be the execution time of the sequen-
tial implementation to solve the same problem, the speedup SN

of a parallel program with parallel execution time TN is defined
as [34]

SN =
T1

TN
. (1)

Accordingly, the speedup is a metric that compares the
parallel and sequential execution times.

An alternative performance measure for a parallel program is
the efficiency [34], [35]

ε =
SN

N
(2)

which is a measure of the speedup achieved per computing
node. It should be noted that an ideal speedup corresponds to
a unitary efficiency.

It is worth highlighting that the parallel performance of the
P-SBAS algorithm has already been discussed in [14]; it was
shown that the major source of efficiency loss is given by
the amount of sequential part within the P-SBAS processing
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Fig. 3. Mean deformation velocity map of the Napoli Bay area, generated via the P-SBAS processing on AWS Cloud. The graph of the displacement time series
relevant to two pixels located in the area of maximum deformation of Campi Flegrei and in the Vomero residential hill are also shown.

chain which, even if liable to a remarkable further reduction,
remains essentially noneliminable due to the complex nature of
the algorithm.

To quantitatively assess the effect of the serial parts of the
algorithm on the attainable speedup, the well-known Amdahl’s
law is hereafter introduced [35]

SA
N =

1

fs +
1− fs
N

, 0 ≤ fs ≤ 1 (3)

where fs is the parallel program fraction that has been sequen-
tially executed (sequential fraction) [35]. It is also worth men-
tioning that the formulation (3) of Amdahl’s law does not take
into account either the load unbalancing or the data transfer
overhead.

The experimental analysis has been performed by process-
ing an interferometric dataset acquired over the Napoli bay,
a volcanic and densely urbanized area in Southern Italy that
includes the active caldera of Campi Flegrei, the Vesuvius vol-
cano, and the city of Napoli. In particular, we consider the
overall time series of ENVISAT acquisitions collected by the
ASAR sensor from ascending orbits, which is composed by 64
SAR data. This dataset, which spans the 2003–2010 time inter-
val and covers an area of about 100× 100 km2 that corresponds
to an ENVISAT frame, is often used as a benchmark dataset
for DInSAR analyses [8], [14], [15], [18]. The selected dataset
has been processed by using the P-SBAS algorithm to gener-
ate the DInSAR products. In particular, in Fig. 3, the obtained
mean deformation velocity map is shown. This map has been
geocoded and afterward superimposed on a multilook SAR
image of the investigated area. The estimated mean deformation

velocity has been only computed in coherent areas; accord-
ingly, areas in which the measurement accuracy is affected by
decorrelation noise have been excluded from the false-color
map. In particular, it is worth noting that in Fig. 3, a sig-
nificant deformation pattern corresponding to the area of the
Campi Flegrei caldera is clearly shown. Moreover, the com-
putation of the temporal evolution of the detected deformation
has also been carried out for each coherent point of the scene.
For instance, the chronological sequences of the computed
displacement of two specific points (the first located in the
maximum deforming area of the Campi Flegrei caldera while
the second in the Vomero residential hill which shows a slow
down lift movement) are plotted in the insets of Fig. 3. These
results are in accordance with ground truth measurements
[8], [10].

C. Experimental Results

As previously mentioned, a scalability analysis with respect
to the number of exploited computing nodes has been car-
ried out both on the CNR-IREA cluster and on AWS Cloud.
Concerning the test performed at the CNR-IREA premises, the
speedup depicted as a function of the number of engaged nodes
is represented in Fig. 4. Such a plot shows the speedup ideal lin-
ear behavior (blue/diamonds), the Amdahl’s law (red/squares)
and the experimental results achieved on the above mentioned
cluster (green/triangles). The Amdahl’s law has been evalu-
ated by computing the processing sequential fraction as the
ratio between the sum of elapsed times of the P-SBAS sequen-
tial parts and the total processing time on a single computing
node; it has turned out to be approximately 9% (fs = 0.09). It
is evident from Fig. 4 that the achieved speedup is definitely
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Fig. 4. P-SBAS performances on CNR-IREA cluster: Speedup as a function
of the number of nodes N (green/triangles). The ideal achievable speedup
(blue/diamonds) and the Amdahl’s law behavior (red/squares) are also shown.

Fig. 5. P-SBAS performances on AWS Cloud: Speedup as a function of
the number of nodes N (green/triangles). The ideal achievable speedup
(blue/diamonds) and the Amdahl’s law behavior (red/squares) are also shown.
Note that we refer to a node as to an AWS EC2 instance.

satisfactory; indeed the speedup curve is very close to the
Amdahl’s law with a slight deviation as approaching 16 nodes.
This result reveals that, by exploiting a HPC cluster, all the
factors that can hamper the efficiency, such as load unbalanc-
ing, communication times and I/O overhead [36], are basically
negligible at least up to 16 nodes. Hence the only significant
inefficiency source is the P-SBAS sequential fraction that is
taken into account by the Amdahl’s law and is still subject of
further improvements, being some sequential parts of the P-
SBAS processing chain currently on progress to be turned into
parallel ones.

Fig. 5, instead, shows the speedup that has been evaluated
through the scalable analysis carried out within AWS Cloud
by exploiting up to 16 instances. In this case, the processing
inherent sequential fraction has been estimated to be approx-
imately 7.5% (fs = 0.075), thus being even slightly smaller
than in the cluster case. Such a difference is ascribable to
the fact that the processing elapsed times strongly depend on
the exploited specific computational environments that in the

cluster and Cloud cases are different; in particular, the proces-
sors of the Cloud nodes are slightly more powerful than those
of the cluster nodes (see Tables II and III). As Fig. 5 clearly
shows, also in this case, the speedup behavior is very close to
the Amdahl’s law and it begins to diverge as approaching 16
nodes. In Table IV, the Amdahl’s law and actual speedup values
evaluated in both the CNR-IREA cluster and AWS Cloud cases
are shown. Furthermore, the percentage deviations between the
theoretical (Amdahl’s law) and experimental behavior are pro-
vided, quantitatively confirming the good match between the
P-SBAS performance both on cluster and Cloud.

To provide an idea of the times as well as the economi-
cal expenses that P-SBAS took to complete the processing, in
Table V, the elapsed times relevant to the P-SBAS running
tests performed on both CNR-IREA cluster and AWS Cloud
by exploiting 1, 2, 4, 8, and 16 nodes are shown together with
the corresponding costs relative to the AWS usage. Note that
such costs consider both those relevant to the EC2 exploited
instances as well as those of the selected storage volumes.
On the contrary, the cost of the IDL licenses has not been
included because we used those available on the CNR-IREA
server with no additional expenses. By exploiting the AWS
Cloud, the P-SBAS processing times passed from 41 to less
than 7 h when moving from 1 to 16 nodes with a cost of USD
113 and 213, respectively. Table V shows that the P-SBAS par-
allel performances on Cloud are deemed satisfactory, as they
are absolutely comparable with those achieved on the dedicated
cluster.

The elapsed times and associated costs shown in Table V,
which are related to a maximum of 16 nodes, are undoubtedly
adequate when the processing of ENVISAT ASAR datasets on
the Cloud is concerned. However, in the perspective of dealing
with archives bigger than ENVISAT ones, as in the case of CSK
and Sentinel-1 data, the need of exploiting a larger number of
nodes is envisaged in order to keep the processing time of the
same order of magnitude. In this case, according to the perfor-
mance behavior represented by the speedup curves of Fig. 5, the
discrepancy between the actual and the Amdahl’s law speedup
curves is expected to increase, thus significantly lowering the
efficiency.

In order to identify which is the performance bottleneck
when the number of parallel processes increases, some useful
metrics, such as the read/write bandwidth and average queue
length, provided by the AWS CloudWatch monitoring system
[20] have been analyzed in detail.

It turned out that the loss of efficiency relevant to the
16-nodes processing is ascribable to the I/O workload as it
understandably increases with the number of parallel processes
which concurrently read or write on the common storage vol-
ume. Hence, the factor that mainly lowers the P-SBAS scalable
performance in our case is essentially the storage volume
access bandwidth that is smaller than the network bandwidth
(256 MB/s vs. 10 Gb/s).

In the following the performances of two steps of the P-
SBAS algorithm, the image coregistration and the spatial phase
unwrapping (blocks C and I of Fig. 1), which are characterized
by very different I/O workloads, are thoroughly analyzed. To
this aim, we considered two metrics: the read/write bandwidth
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TABLE IV
VALUES OF THE AMDAHL’S LAW AND EXPERIMENTAL SPEEDUP ON BOTH CNR-IREA CLUSTER AND AWS CLOUD;

THEIR PERCENTAGE DEVIATION IS ALSO SHOWN

TABLE V
P-SBAS PROCESSING TIMES AND COSTS

*Note that the reported costs include both the instances and the “provisioned IOPS” (SSD) volume
usage.

as well as the average length queue, both measured with respect
to the EBS storage volume. The former metric is provided by
AWS in KiB/s and has been converted in MB/s to be consistent
with the known storage volume access bandwidth, while the
latter metric represents the number of pending I/O requests
and, therefore, it is a latency measure. For the sake of sim-
plicity in Tables VI and VII, only the metrics relevant to the
processing carried out with 4, 8, and 16 nodes are reported,
which are the most significant to understand how the I/O work-
loads affects the scalable performances when the number of
concurrent processes increases.

The image coregistration has been selected as it is one of
the most demanding step of P-SBAS in terms of I/O work-
load; moreover, it shows the poorest scalable performances
among all the P-SBAS algorithm steps. Indeed, accordingly to
Table VI, the image coregistration presents an efficiency that
strongly degrades while the number of nodes increases. Even
if this step could be liable to an improvement from a pro-
gramming viewpoint in order to reduce its I/O workload, its
behavior is helpful to correlate the inadequate scalable perfor-
mances to the read/write bandwidth saturation. As a matter of
fact, such a bandwidth is practically saturated for eight nodes
as it already reaches the amount of 230 MB/s of data transfer;
this value increases and becomes even 250 MB/s for 16 nodes.

The critical value of the average queue length for the employed
storage configuration is around 40 counts, indeed this num-
ber depends on the I/O capacity of the selected EBS volume
[20]. Once again eight nodes are already enough to reach the
maximum allowed latency threshold and a greater number of
employed nodes would not bring a significant reduction in the
elapsed time for this step.

On the contrary, the phase unwrapping step, even if very
burdensome from a computational viewpoint, is less heavy for
what concerns I/O operations. This step presents satisfactory
scalable performances as shown in Table VII, with a 70% effi-
ciency in correspondence with 16 nodes and it would therefore
further scale if a greater number of nodes were used. Indeed, in
this case, both the read/write bandwidth and the queue length
values are evidently below the saturation threshold.

It is worth noting that the scalable performances of the P-
SBAS processing chain in the presented Cloud configuration
can be further improved by increasing the storage volume
access bandwidth by configuring a RAID 0 striping with a
greater number of “provisioned IOPS” volumes (up to 12).
This would allow us to exploit a larger number of nodes with-
out saturating the storage volume access bandwidth, as long
as it is supported by an adequate network bandwidth, with the
performance limit given by the Amdahl’s law.
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TABLE VI
IMAGE COREGISTRATION STEP: EFFICIENCY AND I/O METRICS (RETRIEVED FROM THE CLOUDWATCH MONITORING SYSTEM)

AS A FUNCTION OF THE NUMBER OF EXPLOITED NODES ON AWS CLOUD

TABLE VII
PHASE UNWRAPPING STEP: EFFICIENCY AND I/O METRICS (RETRIEVED FROM THE CLOUDWATCH MONITORING SYSTEM)

AS A FUNCTION OF THE NUMBER OF EXPLOITED NODES ON AWS CLOUD

V. CONCLUSION AND FURTHER DEVELOPMENTS

In this paper, a first assessment of the scalable performances
of the P-SBAS DInSAR algorithm migrated to a CC envi-
ronment has been presented. Such performances have been
evaluated, through the processing of a selected dataset acquired
by the ENVISAT ASAR system, by investigating the P-SBAS
algorithm experimental speedup on an increasing number of
nodes (up to 16) and by comparing it with the corresponding
theoretical speedup limit given by the Amdahl’s law. This anal-
ysis has shown a very good match between the Amdahl’s law
and the experimental speedup behavior that, in the worst case,
i.e., in correspondence with the 16-nodes test case, it presents
a discrepancy of about 17%. Moreover, the speedup obtained
within the AWS CC environment has been evaluated versus the
one achieved by exploiting an in-house HPC cluster, showing
comparable results and thus proving that the proposed Cloud
implementation does not introduce any significant overhead.

In summary, the P-SBAS scalable performances achieved
within a CC environment are definitely satisfactory for the con-
sidered number of employed nodes. Moreover, the evaluated
processing elapsed times show that it is possible to carry out
a P-SBAS elaboration of a typical ENVISAT SAR image time
series within 7 h with a cost of about USD 200. Hence, the
presented P-SBAS Cloud implementation is highly suitable to
process image time series acquired by the widely diffused long-
term C-band SAR sensors generation, as for the ENVISAT
case. This result offers the possibility to simultaneously pro-
cess many of such ENVISAT SAR datasets by exploiting a
sufficiently large number of nodes, which can be only avail-
able within CC environments, thus allowing us to process very
large portions of the ENVISAT archive in a short time.

However, in the perspective of the need to process mas-
sive SAR data amounts, as those already acquired by the

COSMO-SkyMed constellation as well as the ones expected
from the SENTINEL-1 satellites, the presented P-SBAS Cloud
implementation can present a drawback. In this case, indeed,
the use of a common NFS-based storage architecture (charac-
terized by the concurrent reading and writing of all the parallel
processes on a single shared volume) is expected to become
a bottleneck. In fact, when a very large number of computing
nodes and, therefore, of parallel processes will be required by
the processing, both the disk access and the network bandwidth
would become saturated because of inevitable technological
limitations. In this regard, a solution based on a distributed file
system, properly designed to allocate data to be read or written
on local servers (thus minimizing the I/O bottlenecks and the
network workload) is a very promising answer to the need of
processing very large SAR data flows by scaling on a huge num-
ber of nodes. In this context, also the fault tolerance issues need
to be addressed in order to provide a P-SBAS implementation
which is robust with respect to nodes failures.

It is also worth noting that when a steady data stream
is expected, as in the Sentinel-1A case, the convenience to
add new scenes without reprocessing the whole stack (append
mode) should be assessed. Indeed, a deep analysis aimed at
evaluating the cost relevant to store, for an extended time frame,
the large additional amount of intermediate products, which are
needed to update the P-SBAS deformation time-series with the
new acquisitions, is required.

We further remark that, although the presented analysis is
fully focused on the AWS Cloud exploitation, the proposed
solution is also suitable to be deployed on other Cloud envi-
ronments. Such a task is already under development; indeed,
the porting of the P-SBAS algorithm within the Helix Nebula
Cloud environment, which aims at provisioning a sustainable
European scientific Cloud [37], is a topic well worthy of further
investigation.
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This work represents a relevant step toward the challeng-
ing EO scenario focused on the joint exploitation of advanced
DInSAR techniques and CC platforms for the massive pro-
cessing of Big SAR Data. This will give the opportunity
of generating value added interferometric products on very
large scale and in short times, thus broadening the path to a
comprehensive understanding of Earth’s surface deformation
dynamics.
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