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 Abstract : Conventional CMOS technology's performance deteriorates due to increased short channel effects. 

Double-gate (DG) FinFETs has better short channel effects performance compared to the conventional CMOS 

and stimulates technology scaling. The main drawback of using CMOS transistors are high power consumption 

and high leakage current. Fin-type field-effect transistors (FinFETs) are promising substitutes for bulk CMOS 

in nano- scale circuits.FinFET, which is a double-gate field effect transistor (DGFET), is more versatile than 

traditional single-gate field effect transistors because it has two gates that can be controlled independently. 

Usually, the second gate of FinFET transistors is used to dynamically control the threshold voltage of the first 

gate in order to improve the performance and reduce leakage power. In this paper, we proposes a synchronous 

johnson counter by using FinFET Technology.FinFET logic implementation has significant advantages over 

static CMOS logic in terms of power consumption. The proposed counter was fabricated in 16nm FinFET 

technology in HSPICE. 

Keywords – CMOS, Scaling, FinFET, Low Power Design, SET 

 

I. Introduction 
Steady miniaturization of transistors with each new generation of bulk CMOS technology has yielded 

continual improvement in the performance of digital circuits.In the case of non portable devices, power 

consumption is also very important because of the increased in packaging density and cooling costs as well as 

potential reliability problems. Thus, power efficiency has increased importance, to meet the performance 

requirements of VLSI.The scaling of bulk CMOS, in fact faces significant challenges in the future due to 

fundamental material and process technology limits [1].Short channel effects such as sub-threshold and gate-

dielectric leakages in conventional CMOS devices are primary limiters for scaling. Novel device architectures 

are therefore, necessary to continue reaping the benefits of scaling to very short gate lengths beyond 10nm. 

Double-gate CMOS (DGCMOS) devices offer an attractive alternative to other structures such as ultra-thin 

body (UTB) or conventional bulk CMOS in terms of performance and control of short-channel effects. 

The emergence of FinFET provides a promising solution. FinFET, a double-gate device in which a 

second gate is added  opposite to the traditional (first) gate, has long been recognized for its potential to better 

control short-channel effects.The additional back gate of FinFETs gives circuit designers many options. It can 

serve as a secondary gate that enhances the performance of the front (first) gate. For example, if the front gate 

voltage is VDD (transistor is ON) the back gate can be biased to VDD to provide bigger current drive, which 

reduces transistor delay. If the front gate voltage is 0 (transistor is OFF), the back gate can be biased to 0, which 

raises the threshold voltage of the front gate and reduces the leakage current. This can be achieved by simply 

tying the front gate and the back gate together[3]. Fin-FETs are predicted as one of the best possible candidates 

to replace the bulk MOSFETs beyond 32nm regime due to their improved subthreshold slope, reduced leakage 

current, better short-channel performance, and Compatible process flow with existing CMOS technologies.It has 

been shown that such a device has a very high potential for analog applications due to its high value of early 

voltage and, hence, a large intrinsic gain [4]. 

 

II. FinFET Structure 
Double-gate devices have been used in a variety of innovative ways in digital and analog circuit 

designs. DG devices with independent gates (separate contacts to back and front gates) have been recently 

developed. In the context of digital logic design, the ability to independently control the two gates of a DG-FET 

has been utilized chiefly in two ways: by merging pairs of parallel transistors to reduce circuit area and 

capacitance, and the next way through the use of a back-gate voltage bias to modulate transistor threshold 

voltage. A parallel transistor pair consists of two transistors with their source and drain terminals tied together. 

In Double-gate (DG) FinFETs, the second gate is added opposite the traditional (first) gate, which have been 

recognized for their potential to better control short-channel effects (SCEs) and as well as to control leakage 

current.The structure of the FinFET is shown in the Fig.1. 

http://www.kvisoft.com/pdf-merger/
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Fig 1.FINFET Structure 

 

The two gates for FinFETs provide effective control of the short-channel effects without aggressively scaling 

down the gate-oxide thickness and increasing the channel doping density. The separate biasing in DG device 

easily provides multiple threshold voltages. It can also be exploited to reduce the number of transistors for 

implementing logic functions [5]. 

 

 
                                                                 Fig 2. FinFET manufacturing process flow 

 

1.1 Process Flow 

The process flow is summarized in Figure 2. It involves the following basic steps: (i) Etching of Si fins 

out of the silicon layer of an SOI wafer, (ii) Gate formation around the fin, forming the front and back gates and 

(iii) spacer formation followed by S/D implantation. As we can see from Figure 1, the height of the silicon fin 

defines the transistor width. The thickness of the fin,on the other hand, defines the control of the back gate on 

the channel and hence the short channel behavior of the device.Silicon films on SOI wafers are used to define 

the fins and hence,the height of the fin is effectively constant for all transistors [2].  

 

1.2 Device-Width Quantization  

Each fin provides 2H of device width, where H is the height of the fin. The size of each fin also 

determines the increments in device widths available to the circuit designer. In planar devices, the device width 

quanta are dictated by the grid step size in the design database employed. This relatively unconstrained selection 

of device width allows designers to choose appropriate ratios of N-MOSFET and P-MOSFETdevices to achieve 

desired tradeoffs in performance, power, and robustness. Owing to the quantization constraint, it is much more 

difficult to achieve the required beta ratios in FinFETs [2]. 
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III. SET D Flip flop 
The proposed SET D flip-flop is illustrated in figure 3. When the clock is high, CLK signal is at logic 

level high and CLKB is at logic level low. In this state, the Master latch consisting of one pass transistor PT1 

and inverter I1 is functional and the inverse of data at input D is stored to an intermediate node. When the clock 

is at logic level low, CLK signal is at logic level low and CLKB is at logic level high. In this state, the Slave 

latch consisting of pass transistor PT2 and a regenerative feedback loop consists of one pass transistor PT3 

becomes functional and produces Q and QB after two inversions.The flip-flop as shown above in figure 3 is a 

negative edge triggered SETFF.  

 

 
Fig 3.SG-FINFET SET D Flip flop implementation 

 

The regenerative feedback loop that used  in the design advantageously serves as even if the clock is stopped 

(permanently grounded) the proposed circuit is able to maintain the logic levels at Q and QB which proves the 

fact that the proposed SET is static in nature. The main advantage of the circuit is the reduced transistor count, 

which is only nine that is less than existing flip flop.So power is also reduced merely. Hence, it can be used to 

increase the chip density while maintaining a lower manufacturing cost at the same time. Moreover, the circuit 

can be made to function dynamically by merely removing the pass transistor from the regenerative feedback 

loop of the proposed design with only eight transistors. Since, we have used only N type FINFET transistors in 

the forward path, the design can be suitably used for high frequency applications and is easily portable to lower 

technologies. 

 

IV. Design of Johnson Counter 
Counters are usually suffer problem of power consumption because they are designed with conventional 

D,T or JK flip flops. They are not only increase power consumption but also design complexity is more. By 

choosing the flip flop with low power consumption makes the design power efficient. The johnson counter 

consists of four stages of cascaded D registers. The D register design has been implemented using CMOS 

inverter and two D latch with one clock and one input. Since it is synchronous counter clock input is applied to 

all flip flops simultaneously. A Johnson counter or switch tail ring counter, is a counter, where the inverted 

output from the last flip flop is fed back as an input to the first flip flop. Johnson counter, whose sequence length 

is equal to twice the length of the d flip flops in the counter. These counters find different applications like 

decoding, phase waveform generation etc. They can be implemented easily using D- or JK-type flip-flops. The 4 

bit synchronous Johnson counter i.e shown in figure 2 is designed by using four SET D flip flops represented in 

figure 1 and figure 2. 

 

 
Fig 4.Johnson counter 
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In this counter, inversion of Q is fed back to input D causes the counter to "count" in a different way. 

Generally 4-bit Johnson counter passes four logic 0s and then four logic 1s thereby producing an 8-bit sequence 

pattern i.e., 1000, 1100, 1110, 1111, 0111, 0011, 0001, 0000 and this is shown in the following table1 below. 

 

Table1. Truth Table for a 4-bit Johnson Counter 

Clock Pulse No FFA FFB FFC FFD 

0 0 0 0 0 

1 1 0 0 0 

2 1 1 0 0 

3 1 1 1 0 

4 1 1 1 1 

5 0 1 1 1 

6 0 0 1 1 

7 0 0 0 1 

To enable the counter according to desired Sequence shown in table 1, first it is necessary to clear all the 

flipflops.Initially QD is „0 and QDbar is „1‟.The first clock shifts three 0s from (QA QB QC) to the right into 

(QB QC QD).After three clock pulses we have all 1s.So the output of last flip flop i.e QD is „1‟ and QDbar is 

„0‟.Thus we start shifting 1s to that right, replacing the zeros. Because of implementing the Johnson counter 

with proposed SET D Flip flop the power consumption is substantially reduced, the comparison results shown in 

section V. 

 

V. Simulation Results 
The design is implemented using HSPICE and the circuits are simulated using 16nm technology. The 

waveform of the SET DFF and Johnson counter using SET DFF are shown in fig 5 and fig 6. 
 

 
Fig 5. SG-Finfet SET D Flip flop 

 

 
Fig 6.Johnson counter 
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Table 2.Comparison Table 

 

Design 

Parameters  

No of 

Transistors 

 

Avg 

Power 

(µW) 

Operating 

Frequency 

Operating 

Voltage 

Flip flop 500MHz 0.85V 9 0.065 

Counter 500MHz 0.85V 60 0.201 

 

VI. Conclusion 

This paper concludes that synchronous Johnson counter is implemented by FINFET 16nm technology using 

HSPICE . FinFET not only has superior performance over bulk silicon MOSFET, but also it is novel technology 

over bulk silicon MOSFET as the dominant transistor choice for sub micron technology. FinFET is equivalent to 

two MOSFETs operating in parallel. FinFET logic circuits achieve significant area and power reduction without 

transistor scaling. 
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Abstract : This paper presents low noise amplifier (LNA) for wireless application as RF front end  which has 

been implemented in 0.13µ RF CMOS technology. The LNA was designed using inductive source degeneration 

cascode topology which produces better gain and good stability. From the simulation results, the LNA exhibits a 

gain of 26.46 dB, noise figure (NF) of 1.16 dB at 115µW , output return loss (S22) of −6.55dB, input return loss 

(S11) of −14.46dB, reverse isolation (S12) of −39.76 dB, and a power consumption is 7 mA from a 2.5V power 

supply. 

Keywords - Low noise amplifier; RF front-end, cascode, CMOS, inductive source degeneration. 

 

I.      INTRODUCTION 
Nowadays ,there have been many extensive studies and efforts to improve the noise figure in RF 

transceiver also CMOS integrated  circuit for wireless application is receiving much attention, due to their 

potential for low cost . A key building block for the RF front-end is the low noise amplifier (LNA) which 

precedes a high noise stage plays a critical role in determining the over-all noise figure (NIF) of the transceiver. 

From a cost standpoint, the LNA is implemented in 0.13µm RF CMOS technology.  Recent works in designing 

LNA have there have been a difficulty in attaining both low noise figure and low power consumption 

simultaneously. This paper describes the implementation of LNA using 0.13µm CMOS technology which meets 

low noise figure, higher gain and low power consumption simultaneously at 900 MHz frequency. Following text 

is divided into three sections; section II describes LNA design section III gives simulation results, section IV 

presents the conclusion. 

 

II.     LNA DESIGN 
1) Circuit Topology 

A fig (1) shows a cascode topology, A single-stage cascode amplifier topology with inductive 

degeneration at the source is used. A cascode topology is chosen to minimize the power dissipation and to 

improve 1-dB compression point.  Here a cascode transistor M2 provides high impedance which improves 

isolation between input and output that increases stability of amplifier. The work is focused on developing the 

LNA circuit for 900 MHz application. The use of inductive degeneration provides input matching and noise 

matching with better gain and stability along with low power consumption simultaneously. 

 

 
Fig.1: Schematic of LNA 

 
2) Low noise amplifier: 

Low noise amplifier is an important block in wireless receiver .it determines the receiver performance 

.the figure (1) shows schematic of LNA .circuit shown in dashed box both at input and output side are matching 

components of LNA while rest of the circuit is actual LNA. 
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The LNA is full of trade off between optimum gains, optimum input matching, low power consumption, lowest 

noise figure and linearity. The gain of LNA should be high enough to reduce noise contribution of subsequent 

stages; also noise must be as low as possible to minimize the impact on receiver noise performance. The input 

impedance of LNA is matched to 50Ω(characteristic  impedance of antenna ).The transistor M1 and M2 are 

depletion mode devices .resistor R2 and V2 are used to set voltage condition at M1 gate .RG is used to provide 

voltage at M2 while CG is used to eliminate any noise from the bias network .LS is used for stability. The input 

is coupled to gate of M1 with coupling capacitor Cs .the input is matched to 50 Ω using matching network and 

inductor LS .In this LNA  design transistor  M1 have gate width of 10 µm and 20 fingers ,transistor M2 has gate 

width of 5 µm and 1 finger. The transistor M1 is biased at 0.5 v and M2 is biased at 2.5v respectively, CF forms 

feedback network for M1 .The feedback degrades noise while improves linearity and offers easy input matching 

for LNA. A simple gain equation of LNA is given by following equation, 

AV=RF OUT /RF IN 

Feedback network affects gain of LNAQ but provides better stability. 

 

III. SIMULATION RESULTS 
All simulation for this LNA has been performed using Agilent’s ADS-2009 using TSMC 0.13µm 

CMOS .a fully integrated 900 MHz LNA in 0.13µm RF CMOS has been designed, LNA employ lumped 

inductor and capacitor for matching input and output .fig (2) shows gain (S21) and (S12) of LNA .the S21 is -26 

dB at 900 MHz, the S12 is -40 dB at 900 MHz.fig(3)shows input and output reflection co-efficient  (S11) and 

(S22) of LNA .the S11 is lower than -10dB while S22 is -6dB at 900 MHz .fig (4)shows stability of LNA which 

is greater than 1 for all frequencies.fig(5)shows noise figure  of LNA .the noise figure  is 1.04 dB at 900 MHz . 

The LNA is biased with VDD 2.5v and consumes 7mA current. 

 
Fig2: gain and isolation of LNA                                           Fig3: input and output reflection co-efficient   

 
Fig 3: stability factor                                                               fig 4: noise  figure 
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Table 1: summary of LNA parameters 

LNA Measured parameter 

Supply voltage 2.5v 

Technology used TSMC 0.13 µm CMOS 

RF frequency 900 MHz 

Voltage gain (S21) 26 dB 

Noise FIGURE 1.04dB 

S11 -14 dB 

S22 -6 dB 

Power dissipation 115µW 

Current consumption 7 mA 

Reverse isolation -40 dB 

 

IV. CONCLUSION 

The TSMC 0.13 µm CMOS high frequency model is used to design 900 MHz receiver front end. This 

paper presents 900 MHz LNA with noise figure 1.04 dB with power consumption of 115 µW from 2.5v power 

supply .the LNA exhibits gain of 26 dB. From both performance standpoint and cost standpoint, these results 

show that CMOS is very competitive with available technologies. 
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Abstract : Video Compression (VC) is one of the resource hungry key element in video communication and is 

commonly achieved using Motion Estimation (ME). In this paper we proposed power efficient one bit full adder 

and one of the simple and easy metric called Sum of Absolute Difference (SAD) for estimating the motion 

vectors in motion estimation. SAD is primarily used to detect motion in the video sub system. Here we proposed 

power efficient 4X4 and 8X8 SAD architectures. The proposed 4X4 SAD proves that 29%, 63.23% and 61.31% 

improvement in leakage power, dynamic power and total power respectively as compared with existing 4X4 

SAD.  Similarly the proposed 8X8 SAD which  proves that 57%, 46.16% and 46.78% improvement in Leakage 

Power (LP), Dynamic Power (DP) and Total Power (TP) respectively as compared with that of existing 8X8 

SAD at the gate level.  The designs are implemented in ASIC methodology using cadence tools. 

Keywords - SAD, ME, VC, CSA, DSP, LP, DP, TP, FPGA etc. 

 

I. INTRODUCTION 
Many recent multimedia applications of digital video systems such as video conferencing, video-on-

demand, video-phone, distance learning and digital TV, object tracking and many more have become popular 

products because of their convenience. Such applications require video compression with ever higher 

compression ratios, better visual quality and high bandwidth. The high efficiency video compression commonly 

uses the efficient hardware architectures.  In general the development of hardware architectures are designed to 

form the integrated circuits which allows parallel processing of data from various sub blocks of the 

architectures, however hardware architectures suffers from limitations such as algorithm flexibility due to 

timing dependencies, which arises from the dataflow of various blocks of the architecture.  Thus the 

development of good architecture of video codec in integrated circuits is very important.  The customization of 
video codec is the video compression in the modern state of the art real time Digital Signal Processing (DSP) 

systems.   

Video compression is one of the techniques in video processing system to reduce resource usage. The 

two primary challenges addressed during video compression are: 

 Limited Network bandwidth. 

 Limited Storage capacity. 

Hence the two important metrics of a video encoder are low computational complexity & low power 

hardware implementation. Present day world, compression ratio plays the major role in the field of video 

processing. The motion in the video scene will reduce the efficiency of the compression ratio. Hence the motion 

estimation field has seen the highest research topic and interested issue in the past a few decades. In short the 

motion estimation means the estimation of the displacement (or velocity) of image structures from one frame to 
another in a time sequence of 2-D images of the video in order to achieve video compression in video coding.   

The efficiency of the compression ratio can be increased by exploiting the similarities between the 

video frames. The simple metric system is the SAD algorithm, where the absolute differences between the 

corresponding elements are added up.  

     There are varieties of video coding standards in the video processing systems; the modern video coding 

standard is H.264/AVC. This coding standard uses the Variable Block Size Motion Estimation (VBSME), in 

this standard; the computation requirements are much higher than the previous coding standards such as H.263/ 

MPEG-IV.  In H.264/AVC, each picture frame is divided into many macro blocks.  

 

Each macro block is further divided into seven different sub-block sizes they are 4×4, 4×8, 8×4, 8×8, 

8×16, 16×8 and 16×16 as shown in figure below  
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Figure 1: Different block sizes of motion estimation in h.264. 

In this work we first identify the low power architecture at the level of 1bit addition (full adder) here 

five full adder architectures are synthesized based on, which architecture is giving the low power solution, such 

a full adder is used in the ripple carry parallel adder and the carry save adders, then these adders are used in 

basic sub block sizes of VBSME such as 4X4 and 8X8 are used in SAD architectures.  Using these two SAD 

architectures remaining SAD architectures can be obtained for achieving variable block size motion estimation 
in video coding (compression). There are many tradeoffs encountered during the design of such modules (will 

be discussed in results section). 

 

II. RELATED WORK 

Several methods of finding the motion vectors have been presented in the literature, where there is a 

tradeoff between the power dissipation, area and the latency in the optimality of hardware implementation.  The 

work presented by [1-6] shows that motion estimation aims at reducing the temporal redundancy between 

successive frames in a video sequence.  Innovation has put much emphasis on improving the video-coding 

giving rise to new standard H.264/AVC [7, 8].  
The coding efficiency in this new standard is increased to about 40–60% as compared with the Motion 

Picture Experts Group (MPEG)-2 and H.263 standards. Chen et al. [9] have presented H.264/AVC encoder 

which employs 1024 SAD processing Elements (PE) which uses 305k gates. Vanne et al. [10] have proposed 

SAD architecture and compared much architecture in terms of area and delay.   

Yufei et al. [11] proposed the SAD architecture with 1st and 2nd stage pipeline; Stephan Wong, et al. 

[13] describes the parallel hardware implementation of the SAD operation in field-programmable gate arrays 

(FPGAs).  A novel SAD16 unit which performs a 16 x1 SAD operation is proposed by C Hisham, et al [14], the 

work done in [9-13] presented the SAD architectures in terms of gate count and delay optimization. 

The work by S. Kappagantula, et al. [15] presents that the two types of redundancies can be reduced 

using the predictive coding but more compensation can be reached by using it together with motion estimation.  

The work by S. Vassiliadis, et al. [16] proposes that the sum of absolute differences algorithm is used in 

determining the motion vectors in video coding. This paper is organized as follows: Section 3 describes the 
various existing gate level realizations and the proposed low power 1-bit binary full adder.  Section 4 describes 
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the higher order adder architectures in the adder exploration.  Section 4 gives the details about the existing and 

proposed SAD architectures at 4X4 (16 samples) and 8X8 (64 input samples) level.  Section 5 describes the 

results and discussion, finally we conclude in section 6.   
 

III. 1BIT ADDER ARCHITECTECTURES 
The 1bit adder is the most basic elements of many critical data paths of the digital arithmetic circuits 

and digital signal processors. A 1 bit full adder is basically a combinational logic circuit, which performs binary 

addition operation on 3 single bit binary numbers and produces two outputs called sum and the carry.  There are 

many efficient full adder architectures in the literature namely i) 2 EXNOR gate and 1 MUX architecture ii) 1 

EXNOR and 2 MUX based Full adder iii) EXOR, AND & OR gate Architecture iv) EXOR and Nand Gates 

Architecture and v) The proposed low power NAND, AND & OR Gate architecture.  

 
 

 

 

 

 

 

 

 

 

Figure 2: EXNOR & MUX architecture of Full Adder 

 
 

 

 

 

 

 

 

 

                                   

                            Figure 3: 1 XNM EXNOR & MUX based Full adder 

 

 
 

 

 

 

 

 

                                 Figure 4: EXOR, AND & OR gate Full adder 

 

 

 

 
 

 

 

 

 

                                     

                                     Figure 5: EXOR and Nand gates Full Adder 

 

 

 

 

 
 

A  

 

 

B 

 

 

 

 

Ci 

Exor 

Gate 

 AND 

Gate 

Exor 

Gate 

 AND 

Gate 

OR 

Gate 

Sum 

 

Carry 

EXNOR 

     Gate 

 

0      

MUX-1 

1 

 0 

  MUX-2 

1 

 

      A    

     B                     

Ci 

 Sum 

      

Carry 

MUX     2:1 

EXNOR 

GATE 

EXNOR 

GATE 

 

A 

B 

Ci 

Sum 

   

 

 

 

Carry 



Power Efficient Sum of Absolute Difference Algorithms for video Compression 

www.iosrjournals.org                                                             13 | Page 

 

 

 
 

 

 

 

                           

                               Figure 6: Proposed NAND, AND & OR gate full adder architecture 

 

Out of the above five full adder architectures the proposed NAND, AND & OR gate architecture of full 

adder consumes low power, in this proposed architecture the carry generation is faster and the overall power 

consumption is made to below.  

 

IV. ADDER EXPLORATION 
The multi bit binary addition is the most important operation used in arithmetic operation on digital 

video / image processors.  Hence multi bit adders are the most important blocks in building digital systems.  The 

key challenge addressed in this work is the low power multi bit adders.  

Various adder architectures have been proposed in the literature covering wide range of performance 

goals, but the suitability of the adder architectures for cell based design and hardware synthesis has been the 

very important for the low power addition, based upon the latency there are three adder architectures they are  

4.1 Ripple Carry: It is the simplest architecture for an n-bit adder, intermediate carries are generated 
sequentially. It has smallest area, longest delay & consumes lowest power when two multi bit binary 

numbers are added. The ripple carry adder architecture is as shown in figure 7. 

 

 

 

 

 

 

 

 
 

 

Figure 7: 4 bit ripple carry adder. 

 

     4.2 Carry Look Ahead: Here the carry is generated in parallel to reduce the processing delay.  Hence it is         

               faster than ripple carry architecture, and it consumes more area and power 

 

 

 
 

 

 

 

 

 

 

 

 

 

                                 Figure 8: 4 bit Carry Look ahead adder (CLA).         

                                

4.3 Carry Save Addition: when multi bit addition is required then the low power adder called the Carry save 

adder is used which give very low power.  The carry save adder circuit is as shown below  
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Figure 9: Carry Save Adder (CSA). 

 

The multi bit binary addition is the most important operation used in arithmetic operation on digital 

video / image processors.  Hence multi bit adders are the most important blocks in building digital systems.  The 

key challenge addressed in this work is the low power multi bit adders.  

 

V   Sad Architectures  
The sum of absolute differences (SAD) is the most repeated operation in block matching motion 

estimation subsystem. SAD algorithm is used for measuring the similarities between the images by calculating 

the absolute differences between the pixels of the image (Template image) and their corresponding ones (search 
image) in the macro block  and then these differences are added up to result in the similarity block.  It requires 

only two basic mathematical operations addition & shifting. The SAD algorithm is the simplest metric which 

considers all the pixels in the block for computation and also separately, which makes its implementation easier 

and parallel, due to its simplicity this algorithm is one of the fastest and can be used widely in block motion 

estimation and object recognition. This paper proposes the 4X4, 8x8 sum of absolute differences algorithm used 

in motion estimation of video compression. The architecture is able to perform a full motion search on integral 

multiples of 4X4 and 8x8 blocks sizes. The block and hierarchy diagrams of Sum of Absolute Difference are 

shown in figures 10 and 11 respectively. 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 10: Block Diagram of 8X8 Sum of Absolute Difference block. 

             

The sum of absolute difference architecture hierarchy is as shown below: 
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                                  Figure 11: Hierarchy of sum of absolute difference block 
 

Typical steps involved in fully parallel sum of absolute difference architecture are: 

 Perform absolute difference of all the pixels (of a block of video).  

 Perform sum of all the absolute differences. 
 Select block with minimum difference value.  

 

VI   Results and Discussion 
In this paper both 4X4 and 8X8 sum of absolute difference algorithms are implemented in three 

different ways they are 

1. Implementation of SAD using normal existing ripple carry adder (which uses existing NAND and EXOR 

gates full adder). 

2. Implementation of SAD using proposed ripple carry adder (which uses proposed NAND, AND & OR gate 

architecture for full adder). 

3. Implementation of SAD using proposed carry save adder (which uses proposed NAND, AND & OR gate 

architecture for full adder). 

The above SAD architectures were implemented in ASIC methodology. The architectures are 
modeled using verilog coding, functionally verified using modelsim and synthesized using RTL 

compiler.  The results are tested using 180nm technology library of c adence EDA tools, the results are 

presented at 1 bit adder, 4X4 SAD a n d  8 X 8 S A D  l e ve l s  as shown below: 

 

Particulars LP nW DP nW 
Total 

Power nW 

Delay T 

in Ps 

Area in 

Sq  

Microns 

Full Adder using EXOR & 

Nand gates existing 

 

 

 
 

 

96.144 492.446 588.590 157 24 

proposed Full Adder using 

EXOR, AND & OR Gates 
51.390 314.024 365.414 276 19 

Table1: Full adder synthesis results Using 180 nano meter Technology 

 

Particulars 
 

LP µW 

 

DP µW 

Total Power 

µW 

Delay T 

in Ps 

Area  in Sq 

microns 

4X4 SAD using normal existing 

ripple carry adder 
26.13 440.94 467.07 01561 17283 

4X4 SAD using proposed ripple 

carry adder 
18.55 162.13 180.68 02666 5492 

4X4 SAD using proposed  carry 

save adder 
25.15 500.15 525.30 04490 6397 

 

Table2: 4X4 SAD synthesis results Using 180 nano meter Technology. 
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Particulars 
 

LP µW 

 

DP µW 

Total Power 

µW 

Delay 

T in Ps 

Area  in Sq 

microns 

8X8 SAD using normal existing 
ripple carry adder 

119.61 1980.34 2099.95 5059 30643 

8X8SAD using proposed ripple 

carry adder 
85.23 1738.71 1823.94 5473 26080 

8X8 SAD using proposed  carry 

save adder 
51.31 1066.23 1117.54 4954 12999 

Table3: 8X8 SAD synthesis results Using 180 nano meter Technology. 

 

Note: LP = Leakage Power; DP = Dynamic Power; T = Delay; A = Area; 

 
The synthesis snap shot diagrams of both proposed 4X4 SAD and 8X8 SAD are as shown below 

 

 
Figure12: Synthesis snapshot of proposed 4X4 Sum of Absolute Difference 
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                           Figure 13: Synthesis snapshot of proposed 8X8 Sum of Absolute Difference 

 

Looking at the synthesis results tabulated in the above tables, the following are the salient features of the paper.  

1. The proposed 4X4 SAD using ripple carry adder structure proves that 29% improvement in leakage power 

dissipation, 63.23% improvement in dynamic power dissipation and 61.31% improvement in the total 

power dissipation as compared with existing 4X4 SAD using ripple carry adder at the gate level 

2. In 8X8 SAD using proposed ripple carry adder about 28.70% improvement in leakage power dissipation 

and 12.20% improvement in dynamic power dissipation and 13.14% improvement in the total power 

dissipation as compared with 8X8 SAD using existing ripple carry adder. 



Power Efficient Sum of Absolute Difference Algorithms for video Compression 

www.iosrjournals.org                                                             18 | Page 

3. In 8X8 SAD using proposed carry save adder about 39.79% improvement in leakage power dissipation and 

38.73% improvement in dynamic power dissipation and 38.67% improvement in the total power dissipation 

as compared with 8X8 SAD using proposed ripple carry adder. 
4. 8X8 SAD using proposed carry save adder proves that 57% improvement in leakage power dissipation and 

46.16% improvement in dynamic power dissipation and 46.78% improvement in the total power dissipation 

as compared with 8X8 SAD using existing ripple carry adder. 

 

VII            Conclusion 
In this paper we implemented the existing and the proposed 4X4 and 8X8 sum of absolute differences. 

Here the low power 1 bit Full adder Cell is proposed and is used in the design of sum of absolute difference 

algorithms. The SAD designs are implemented using ripple carry adder and carry save adder structures, the 

designs are implemented using 180 nm technology in ASIC flow, the simulations are done using modelsim and 
the synthesis is done using cadence-RC compiler,  the implemented designs concludes that  

(i) The 4X4 SAD using proposed ripple carry adder is the area and power efficient architecture and  

(ii) The 8X8 SAD using proposed carry save adder is the area and the power efficient architecture as 

compared with both 8X8 SAD using existing ripple carry adder and the 8X8 SAD using proposed 

ripple carry adder structures.  

 

At the gate level without optimization and if we try to optimize the same using power optimization 

techniques further improvement can be achieved.  
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Abstract: The performance of multiplication is crucial for multimedia applications such as 3D graphics and 

signal processing systems which depend on extensive numbers of multiplications. Previously reported 

multiplication algorithms mainly focus on rapidly reducing the partial products rows down to final sums and 

carries used for the final accumulation. These techniques mostly rely on circuit optimization and minimization 

of the critical paths. 
In this paper, an algorithm to achieve fast multiplication in two’s complement representation is 

presented. Indeed, our approach focuses on reducing the number of partial product rows. In turn, this directly 

influences the speed of the multiplication, even before applying partial products reduction techniques. Fewer 

partial products rows are produced, thereby lowering the overall operation time. This results in a true diamond-

shape for the partial product tree which is more efficient in terms of implementation. 

Keywords:—  MBE, PPR, PPRG, FPGA. 

 

I. INTRODUCTION 
The performance of 3D graphics and signal processing systems strongly depends on the performance of 

multiplications because these applications need to support highly multiplication intensive operations. Therefore, 

there has been much work on advanced multiplication algorithms and designs [1, 22, 3, 23, 18, 14, 13, 6, 7, 16, 

20, 24, 12]. 
There are three major steps to any multiplication. In the first step, the partial products are generated. In 

the second step, the partial products are reduced to one row of final sums and one row of carries. In the third 

step, the final sums and carries are added to generate the result. Most of the above mentioned approaches 

employ the Modified Booth Encoding (MBE) approach [6, 7, 13, 24, 4] for the first step because of its ability to 

cut the number of partial products rows in half. They then select some variation of any one of partial products 

reduction schemes such as the Wallace trees [22, 6] or the compressor trees [16, 13, 18, 14] in the second step to 

steeply reduce the number of partial product rows to the final two (sums and carries). In the third step, they use 

some kind of advanced adder approach such as carry-lookahead or carry-select adders [5, 17, 11] to add the final 

two rows, resulting in the final product. The main focus of recent multiplier papers [7, 16, 20, 24,4, 12] has been 

on rapidly reducing the partial product rows by using some kind of circuit optimization and identifying the 

critical paths and signal races. In other words, the goals have been to optimize the second step of the 

multiplication described above. 
However, in this paper, we will focus on the first step which consists in forming the partial product 

array and we will strive to design a multiplication algorithm which will produce fewer partial product rows. By 

having fewer partial product rows, the reduction tree can be smaller in size and faster in speed. It should also be 

noted that 8 or16-bit words are the most commonly used word sizes in the kernels of most multimedia 

applications [19] and that the implementation of our overall algorithm is particularly well suited to such word 

sizes. In the next section, the conventional multiplication method is described in detail with an emphasis on its 

weaknesses. In section iii, a step-by-step procedure to prevent the adverse effects of some conventional 

multiplication algorithms is presented. In section iv, the effectiveness and usage of our method is presented by 

showing a detailed evaluation. 

 

II.          Multiplication Algorithms 

There is no doubt that MBE is efficient when it comes to reducing the partial products. However, it is 

important to note that there are two unavoidable consequences when using MBE: sign extension prevention and 

negative encoding. The combination of these two unavoidable consequences results in the formation of one 

additional partial product row and of course, this additional partial product row requires more hardware but 

more importantly time  
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A. Modified Booth Encoding and the Overhead of Negative Encodings 

This grouping of the multiplier bits of MBE is shown in Figure 1 and it is based on a window size of 3 

bits and astride of 2. The multiplier (Y) is segmented into groups of three bits (y2i+1, y2i, y2i−1) and each such 

group of bits is associated with its own partial product row by using Table 1 [15]. In this grouping, y−1 = 0.By 

applying this encoding, the number of partial product rows to be accumulated is reduced from n to n/2. For 

example, for an 8 × 8 multiplication, a multiplier without MBE will generate eight partial product rows 

(because there is one partial product row for each bit of the multiplier).However, with MBE, only n/2 (= 4) 
partial products rows are generated as shown in the example of Figure 2.However, there are actually n/2 + 1 

partial product rows anther than n/2, because of the last neg signal (neg3 in Figure2).  

  The neg signals (neg0, neg1, neg2, and neg3) are needed because MBE may generate a negative 

encoding ((-1) times the multiplicand or (-2) times the multiplicand).Consequently, one additional carry save 

adding stage is needed to perform the reduction. This is the overhead of implementing the negative encodings of 

MBE. 

 
Figure 1: Multiplier bits grouping according to modified booth encoding for 8-bit input 

 

Table 1: Modified Booth Encoding (radix-4) 
 
Y2i+1 

 
Y2i 

 
Y2i-1 

 
Generated partial 

products 

0 0 0 0×X 

0 0 1 1×X 

0 1 0 1×X 

0 1 1 2×X 

1 0 0 (-2)×X 

1 0 1 (-1)×X 

1 1 0 (-1)×X 

1 1 1 0×X 

 

B.    Sign Extension and its Prevention 
In signed multiplication, the sign bit of a partial product row would have to be extended all the way to 

the MSB position which would require the sign bit to drive that many output loads (each bit position until the 

MSB should have the same value as the sign). This makes the partial product rows unequal in length as shown 

in Figure : the first row spans 16 bits (pp00 to the leftmost pp80), the second row 14 bits (pp01 to the leftmost 

pp81), the third row 12bits (pp02 to the leftmost pp82), and the fourth row 10 bits(pp03 to the leftmost pp83). 

The sign extension prevention method shown in figure3.and arrives a newly formed partial product rows as in 

figure4[10]where the sign extension has been removed. We use this structure as the basis structure for our 

multiplier architecture. 

 
Figure 2. The Array of Partial Products for Signed Multiplication with MBE 

 
Figure. 3: Application of sign extension prevention measure on the partial product array of 8×8 

multiplier 



An Efficient Two’s Complement Multiplier With FPGA Implementation 

www.iosrjournals.org                                                             21 | Page 

    C. One Additional Partial Product Row 

However, there is still the problem of having the last neg forming one additional partial product row 

(neg3 in Figure3) and this causes another carry save adder delay in order to generate the sums and carries before 

the final accumulation. This is because in any case, one more partial product means one additional 3-2 

reduction. For example, Figure 4(a)[10] shows a 8-input reduction (16 bit × 16 bit multiplication for our 

architecture) using 4-2 compressors. If we have to reduce 9 inputs (16 bit × 16 bit multiplication for the 

conventional architecture), one additional carry save adder is required as in Figure 4(b)[10].  
. 

III .    Stopping the Extra Partial Product Row 
Therefore, our aim is to remove the last neg signal. This would prevent the extra partial product row, 

and thus save the time of one additional carry save adding stage and the hardware required for the additional 

carry save adding. We noticed that if we could somehow produce the two’s complement of the multiplicand 

while the other partial products were produced, there would be no need for the last neg because this neg signal 

would have already been applied when generating the two’s complement of the multiplicand. 

Therefore, we “only” need to find a faster method to calculate the two’s complement of a binary number. 

 

 A .   A Quick Method to Find Two’s Complements 

Our method is an extension of well-known algorithm that two’s complementation complements all the 

bits after the rightmost “1” in the word but keeps the other bits as they are. The two’s complement of a binary 

number 0010102(1010) is 1101102 (−1010). For this number, the right most “1” happens in bit position 1 (the 

check mark position in Figure 4 ).  

 

 
Figure 4:Two Complement Conversion Example 

 
Therefore, values in bit positions 2 to5 can simply be complemented while values in bit positions0 and 1 are 

kept as they were. Therefore, two’s complementation now comes down to finding the conversion signals that are 

used for selectively complementing some of the input bits. If the conversion signal at any position is “0” (the 

crosses in Figure 4), then the value is kept as it is and if the conversion signal is “1”(the checks in Figure 4), 

then the value is complemented. The conversion signals after the rightmost “1” are always1. They are 0 

otherwise. Once a lower order bit has been detected to be a “1,” the conversion signals for the higher order bits 

to the left of that bit position should all be “1.”However, this searching for the rightmost “1” could as time 

consuming as rippling a carry through to the MSB since the previous bits information must be transferred to the 

MSB. Therefore, we must find a method to expedite this detection of the rightmost “1.”As we will see, this 

search for the rightmost “1” can be achieved in logarithmic time using a binary search tree-like structure. We 

first find the conversion signals for a 2-bitgroup by grouping two consecutive bits (the grouping always starts 

from the LSB) from the input and finds the conversion signals in each group as shown in Figure 6(a)[10]. Then 
we find the conversion signals for a 4-bit group (formed by two consecutive 2-bit groups). Then we find the 

conversion 

Signals for a 8-bit group (formed by two consecutive 4-bitgroup). This divide-and-conquer approach is 

pursued until the whole input has been covered. When grouping two 2n-bits groups, the leftmost conversion 

signals from the right group contain the accumulative information of its group about whether a “1” ever 

appeared in any bit position of its group, so that a conversion signal should force all the conversion signals from 

the left group all the way to the “1” if it is itself is a “1.” For instance, as shown in Figure 6(b)[10], if CS1 (the 

leftmost conversion signal from the right group) = “1,” the conversion signals from the left group (CS2 and 

CS3) should be forced to a“1,” regardless of their previous values. If CS1 = “0,” nothing happens to the 

conversion signals from the left group. This variable control is shown with a dashed arrow. Likewise,CS5 may 

affect conversion signals CS6 and CS7.The same goes for CS3’ which may affect the conversion signals (CS7’, 
CS6’, CS5’, and CS4’).The inputs to the 2-bit group are bits from the original binary number. However, the 

inputs to the next level groups are conversion signals from the previous level. For instance, the inputs to the 4-

bit group are the conversion signals generated from two 2-bit groups. Therefore, from the second level (4-bit 

grouping) on, the conversion signals are scanned in order to find the rightmost “1.” One possible 
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implementation of our algorithm is shown in Figure7 (a). Figure 7(b)[10] shows another version of the design 

using NAND, NOR, and inverter. Once we have the complete conversion signals, these signals are shifted left 1 

bit and EXOR-ed with the input to create the two’s complement of the input. One complete example of two’s 

complementation of “001010002”is shown in Figure 8[10].  Our approach is more general and shows better 

adaptability to any word size. 

 

 
Figure 5: Two’s complement computation 

A. Putting it all together 

By applying the method we just described for two’s complementation, the last partial product row (in 

Figure 3) is correctly generated without the last neg(neg3 in Figure 3).Now, the multiplication can have a 

smaller critical path. This avoids having to include one extra carry saving adding stage. It also reduces the time 

to find the product and saves the hardware corresponding to the carry saving adding stage. Forming a truly 

parallelogram-shaped partial product array after removing the last neg requires undergoing the following 

steps: 

Step a: Replace the last partial product row and neg3 in Figure 3 with signals s9 ∼s0 as shown in Figure 6. 
Step b: Replace the second to the last partial product row as in Figure 6. 

 
Figure 6: Replacing the last row and the Last neg with signals s9 -s0 

 

Step c: Finally, the MSB of the last row can be complemented 

(s9) and the “1” directly above it can be removed as shown in Figure 7. 

 
Figure 7:  Partial Products After Removing the last neg 

 

As can be seen, the critical path column with n /2 +1 elements (6th bit position of Figure 3 (n−2)) now 

have only n/2 elements as shown in Figure 7(the neg3 is no longer there). This directly improves the speed of 

the multiplication. The multiplier architecture to generate the partial products is shown in Figure. The only 

Difference between our architecture and the conventional multiplier architectures is that for the last partial 

product row, our architecture has no partial product generation but partial product selection with a two’s 

complement unit. The 3-5 decoder select the correct value from 5 possible inputs (2×X, 1×X, 0, -1×X,-2×X) 
which are either coming from the two’s complement logic or the multiplicand itself and input into the row of 5-

1selectors. Unlike the other rows which use PPRG (Partial Product Row Generator), the two’s complement logic 

does not have to wait for MBE to finish. Two’s complementation is performed in parallel with MBE and the 3-5 

decoders. 
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Figure 8. Proposed Multiplier Architecture 

 

IV .       Performance Evaluation and Results Discussion 
The performance of our multiplier architecture clearly depends on the speed of the two’s 

complementation step. If we can generate the last partial product row of our multiplier architecture within the 

exact time that the other partial product rows are generated, the performance will be improved as we have 

predicted because of the removal of the additional partial product row. Therefore, in this section, we evaluate 

the performance of our two’s complement logic by comparing it to the delay of generating other partial 

products. Then, we investigate the overall impact (in terms of speed) of using our multiplier architecture as 

compared to previous methods. 

The main tools required for this project is MODELSIM 6.4, XILINX 10.1i.By Using these tools we 
perform simulation and synthesis and get the simulation results and synthesis reports from a two’s complement 

multiplier ppg module, and compare the ppg generation results with our method listed in Table 2. 

Our proposed multiplier has generated partial product generation with estimated delay of 9.5 ns, 9.5ns, 

9.5ns with corresponding 8×8, 16×16, 32×32 bit multipliers respectively. But the actual critical path delay for 

the partial product generation in proposed multiplier is 9.321ns; this one is obtained from synthesis report of ppg 

module. The figure shows the generation of partial product in our proposed multiplier. Hence we concluded here 

that our approach is reducing computation time in our proposed multiplier. The estimated critical path delay is 

slightly high when compared to actual critical path delay for generation of partial product in our method. This 

leads to reduce the maximum combinational path delay of our proposed multiplier. 

 
Table 2: Estimated Critical Path Delay for the Partial Product Generation for various multipliers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Estimated Critical Path Delay for the Partial Product 

Generation 

 (in Nano seconds) 

Technique 8×8 16×16 32×32 

Standard multiplier 

(any row) (Gen 

MBE,Gen PPs) 

9.8 9.8 9.8 

Standard multiplier 

(first row) (Gen MBE 

+PPs) 

4.8 4.8 4.8 

Proposed multiplier 

(Gen PPs +lastneg) 

9.5 9.5 9.5 

Two’s complement  

(4× 1 mux +two’s 

complement tree) 

11.9 13.3 15.1 
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Figure  9 : simulation results for a partial product generation 

The developed project is simulated and verified their functionality. Once the functional verification is 
done, the RTL model is taken to the synthesis process using the Xilinx ISE tool. In synthesis process, the RTL 

model will be converted to the gate level net list mapped to a specific technology library. Here in this Spartan 

3E family, many different devices were available in the Xilinx ISE tool. In order to synthesis this design the 

device named as “XC3S500E” has been chosen and the package as “FG320” with the device speed such as “-4”. 

There are four Partial product rows km1, km2, km3, km4 are generated. And simulation results for the top 

module show in figure 10. 

We are compared our proposed multiplier with arry multiplier, booth’s multiplier and conventional 

Vedic multiplier. From the table we concluded that our proposed multiplier is an efficient one among all. The 

Maximum combinational path delays are given table 3. 

 

 
Figure 10:  simulation results for top module 

 

Table 3:  Comparison of Maximum combinational Path  Delay between different multipliers 

 

 

 

 

 

 

 

 

 

.The RTL (Register Transfer Logic) can be viewed as black box after synthesize of design is made. It shows the 

inputs and outputs of the system. By double-clicking on the diagram we  

can see gates, flip-flops and MUX 
 

 
Figure 11 : RTL schematic diagram for test module 

 

Maximum Combinational Path Delay for Different  

Multipliers 

(in Nano seconds) 

Array 

Multiplier 

Booth’s 

Multiplier 

Conventional 

Vedic 

Multiplier 

Proposed 

Multiplier 

32.01 

 

29.549 

 

23.679 

 

21.995 
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The figure shows the technical schematic of top module,  

 

 

 

 

 

 

 

 

 

Figure 12 : technology schematic diagram for ppg module 

 

which consists of iob’s, lookup tables, functional blocks and flip-flops. 

 

 
Figure 13 : Hardware implementation 

 
The above FPGA implementation shows the multiplication operation, i.e. the multiplier value is 1 & 

the multiplicand value is 127. Hence the output lights glow from 1 to 7 continuously, which indicates the output 

value is 127 

 
V .     Conclusions 

In this project an algorithm is presented to reduce from [n/2] +1 to [n /2] the number of partial product 

rows generated during the first step of a multiplication algorithm. By doing so, the structure of the partial 

product array becomes more regular and easier to implement. Even more importantly, the product is found faster. 

This can be achieved using less hardware. A detailed and step-by-step approach to prevent the occurrence of the 

additional row is shown. The proposed multiplication method is particularly efficient when executing the 

multiplications of the kernels of most common multimedia applications which are based on 8 to 16-bit operands 

& implemented by using Spartan 3(XC3S400) FPGA. 

  Compared our approach with a recent proposal with the same aim, considering results using a widely 

used industrial synthesis tool and concluded that our approach may improve both the performance and area 

requirements of square multiplier designs. The proposed approach also applies with small modifications to 

rectangular and to general radix-B Modified Booth Encoding multipliers. 
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Abstract: Designing of digital filters based on LABVIEW involves the concept of virtual instrumentation. In 

the recent years LABVIEW finds many applications in different fields for example industrial purpose like level 

sensor, temperature sensor pressure sensor etc. Virtual instruments are used in LABVIEW. Each VI has three 

parts a block diagram, a front panel and a connector panel. Connector panel is used to represent the VI in the 

block diagrams of other. Controls and indicators on the front panel allow an operator to input data into or 

extract data from a running virtual instrument. The front panel can also serve as a programmatic interface. A 

digital IIR filter system is developed using LABVIEW software. IIR filters possess certain properties which 

makes them preferred design choices in many situations over FIR filters. Following are the types of IIR filter 

Butterworth filters, Chebyshev filters, Inverse chebyshev filters, Elliptic filters. Virtual instrument reads the 

desired parameters of the filters entered by the user on the front panel and determines its magnitude response 

and filter coefficients.   

Keywords: ADC, DAC, DSP, Design Approach, Virtual instrument, LABVIEW, IIR filter. 

 

I. INTRODUCTION TO BASICS OF THE FILTERS 

The function of a filter is to remove unwanted parts of signal or to extract some useful parts of signal, 

such as the components lying within a certain frequency range. 

 
Fig.1 Block diagram of basic filter 

 

Infinite impulse response is a property of signal processing systems. IIR filters have impulse response 

function that is non zero over an infinite length of time. Simplest example of analog IIR filter is an RC filter 

made up of single resistor (R) feeding in to a node shared with single capacitor (C) . Impulse response of this 

filter is exponential characterized by RC time constant. The exponential function is asymptotic to a limit and 

thus never settles to a fixed value that’s why response is considered infinite. Digital filters use digital processor 

to perform numerical calculations on sampled values of signal. Block diagram of digital filter is given below.  

 

 
Fig.2 A block diagram of basic digital filter 

 

Firstly the input signal must be sampled and digitized using an analog to digital converter. The result of 

converter is binary numbers, representing successive sampled values of the input signal, which are transferred 

to the processor and it performs numerical calculation on them. These calculations involve multiplying the 

input values by constants and adding the products together. 
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Following are the advantages of digital filters i.e. 

  The principal advantage of digital filters is the flexibility available in their design. 

  The ease of data storage is one of the main advantages of digital filters. 

  Digital filters are programmable. 

  Fast DSP processors can handle complex combinations of filters in parallel or cascade, making the 

hardware requirements relatively simple and compact. 

 

II. FUNDAMENTALS OF THE OPERATION OF AN IDEAL FILTERS 
Ideal filters pass specified frequency range while attenuate specified unwanted frequency range. 

Filters can be classified according to their frequency range characteristics. Following are the filter 

classifications based on frequency range a filter passes or attenuates. 

  Low pass filters pass low frequencies and block high frequencies. 

  High pass filters pass high frequencies and block low frequencies. 

  Band pass filters pass a certain band of frequencies. 

  Band stop filters attenuate a certain band of frequencies. 

 

 
Fig. 3 Ideal frequency characteristics  

 

The frequency points fc, fc1and fc2 specify the cut off frequencies for the different filters. An ideal filter has a 

gain of one (0 dB) in the passband so the amplitude of the signal neither increases nor decreases. Fig. 4 shows 

pass band and stop band for each filter type. 

 

 
Fig.4 Pass band and stop band 

 

III. PRACTICAL DESIGN OF A FILTER 
In practical filters a transition band always exists between pass band and stop band. In this band the 

gain of filter changes gradually from one in the pass band to zero in the  

stop band 

 
Fig.4 Response of non ideal filters 
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IV. DIGITAL FILTERS 

Filters can be classified according to their impulse responses. There are mainly two types of digital 

filter i.e. Finite impulse response filters, which are also known as non recursive filters because they don’t have 

feedback. These filters operate on current and past input values and Infinite impulse response filters, which are 

also known as recursive filters because they have feedback or recursive part of filter. 

 

V. IMPULSE RESPONSE 

An impulse is a short duration signal that goes from zero to a maximum value and back to zero again 

in a short time. The impulse response of a filter is the response of filter to an impulse and depends on the 

values upon which the filter operates. The Fourier transform of impulse response is frequency response of 

filter.  

 

VI. BASICS OF A DIGITAL IIR FILTER 

 
Fig.5 Block diagram of IIR filter 

 

The design of digital filter depends on both values, past outputs and present input. If such a filter is subjected 

to an impulse then output of this filter need not necessarily become zero. The impulse response of such a filter 

can be infinite in duration. Such type of filter is called an infinite impulse response filter and indicates that the 

system is prone to feedback and instability. Following equation defines the direct form transfer function of an 

IIR filter 
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Where an and bn are reverse and forward coefficients of the IIR filter. It can be written in the form of general 

difference equation as follows 
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Where  

    bj, set of forward coefficients, 

    Nb, number of forward coefficients, 

    ak, set of reverse coefficients, 

    Na, number of reverse coefficients 

 

Above equation describes a filter with an impulse response of theoretically infinite length for nonzero 

coefficients. In design of IIR filter with LABVIEW coefficient a0 is 1. The IIR filters can be designed by any 

one of the following methods. 

 Impulse invariance 

 Bilinear transformation 

 

1. Impulse invariance 

Following are the steps of this method. 



A High Performance & Efficiently Designed IIR Filter Using Graphical Virtual Tool (LabVIEW) 

www.iosrjournals.org                                                             30 | Page 

 Decide upon the desired frequency response 

 Design an appropriate analog filter 

 Calculate the impulse response of this analog filter 

 Sample the impulse response of this analog filter 

 Use the result as the filter coefficients 

 

This method seems simple but it is complicated by all the problems inherent in dealing with sampled data 

systems. Particularly this method is subject to problems of aliasing and frequency resolution. IIR filters are 

very sensitive to quantization errors. It is a feature peculiar to digital systems. Its effects are nonlinear and 

signal dependent. In order to prevent severe distortion due to the band limiting this method is restricted to the 

design of lowpass and bandpass filters. 

 

2. Bilinear transformation 

This method overcomes the effect of aliasing that is caused due to analog frequency response 

containing components at or beyond the Nyquist frequency. This is also called frequency wrapping because this 

is a method of compressing the infinite, straight analog frequency axis to a finite one long enough to wrap 

around the unit circle once only.   

 

VII. TYPES OF IIR FILTER 

 Butterworth filters 

 Chebyshev filters 

 Inverse chebyshev filters 

 Elliptic filters 

 

The IIR filter designs differ in the sharpness of the transition between the pass band and stop band, where they 

exhibit various characteristics. 

 

1. Butterworth filters  

The frequency response of this filter has no ripples in the passband and the stopband therefore it is called 

maximally flat filter. Butterworth filter uses a Taylor series approximation to the ideal at both ω=0 and ω=∞. 

 

 
Fig.6 Response of Butterworth filter 

 

We can see from above figure as order of filter increases response of filter closer to the ideal response. 

Butterworth filters have following characteristics: 

 Smooth response at all frequencies. 

 Monotonic decrease from the specified cut-off frequencies. 

 Maximal flatness, with the ideal response of unity in the pass band  and zero in the stop band. 

 3dB down frequency, that corresponds to the specified cut-off frequencies. 

 

The transfer function of Butterworth filter is as follows 
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where n is the order of filter. 

 

2. Chebyshev filters  

This filter uses a chebyshev approximation across the passband and a Taylor series at ω=∞. Characteristics of 

this filter is as follows 

 Minimization of peak error in the passband. 

 Equiripple magnitude response in the passband. 

 Monotonically decreasing magnitude response in the stopband. 

 Sharper rolloff than Butterworth filters. 

 

Chebyshev filter can achieve sharper transition between passband and stopband with lower order filter than 

Butterworth filter. This results in smaller absolute errors and faster execution speeds. Frequency response of 

this filter is given by 
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                               (4) 

 

where ε is a parameter of the filter related to ripple present in the passband and TN(x) is the Nth order 

Chebyshev polynomial. 

 

TN = cos(N cos-1x)         |x|≤1 

     = cos(N cosh-1x)        |x|≥1                                   (5) 

 

 
Fig.7 Response of Chebyshev filter 

 

 

3. Inverse Chebyshev filters 

Inverse Chebyshev filter uses a Taylor series approximation at ω=0 and a Chebyshev across the stopband. This 

filter differ from chebyshev filter in following ways 

 These filters minimize peak error in stopband instead of passband. 

 These filters have an equiripple magnitude response in the stopband instead of passband. 

 These filters have a monotonically decreasing magnitude response in the passband instead of stopband. 
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Fig.8 Response of Inverse Chebyshev filter 

 

4. Elliptic filters 

The elliptic function filter uses a Chebyshev approximation across both the passband and stopband. Elliptic 

filters have following characteristics 

 

 Minimization of peak error in the passband and the stopband. 

 Equiripples in the passband and stopband 

 

Elliptic filters provide the sharpest transition between the passband and stopband, which accounts for their 

widespread use.  Transfer function of Elliptic filters is given by 
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                                    (6) 

where UN(x) is the Jacobian elliptic function of order N and ε is a constant related to passband ripple. 

 

 
Fig.9 Response of Elliptic filter 

 

VIII. SIMULATION AND DISCUSSION 
IIR filters are used for applications where linear characteristics are not of concern.  IIR filter is better 

for lower order tapping. IIR filters must have at least one pole. It is a recursive filter means it has feedback. IIR 

filters may be unstable depending on the location of poles where as FIR filter is always stable. Pole-Zero plots 

is an important tool. It can be used to determine stability.  

We can distinguish from pole-zero plot whether the filter is low pass, high pass, band pass or band 

stop. Low pass filters have poles closer to the origin than zeros. They may not have zeros at all. High pass 

filters will have the zeros close the origin and will probably have at least one on the origin. Band pass filters 
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will have zeros close to the origin and some poles farther away. The transfer function of 3rd order elliptic low 

pass filter is given by 

 

3 2

3 2

0.1335 0.056 0.056 0.1335
( )

1.507 1.2646 0.3786

z z z
H z

z z z

  


  

                            (7) 

   

If both poles and zeros of a transfer function are all inside or on the unit circle of the z-plane, the filter is called 

minimum phase. Frequency responses of different IIR filters are shown in following figures under following 

parameters 

 

   Lower cutoff frequency-2K 

   Upper cutoff frequency-3.80K 

   Passband ripple-0.03 

   Stopband attenuation-90.00 

 

 
Fig.10 Pole-zero plot of 3

rd 
order Elliptic filter 

 

 
 

Fig.11 Frequency response of 4
th 

order Butterworth filter 

 

 
 

Fig.12 Frequency response of 4
th 

order Chebyshev filter 
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Fig.13 Frequency response of 4
th 

order Inverse Chebyshev filter 

 

 
 

Fig.14 Frequency response of 4
th 

order Elliptic filter 

 

 
 

Fig.15 Frequency response of 4
th 

order Bessel filter 
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Filter 
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Abstract: The fact that makes image denoising a  difficult task is uncertainties in the impulse noise. The most 

knowledge in dayflies is uncertainty and erratic, unfortunately it is similar to impulse noise. The mathematic 

implements for handling uncertainty mostly are probability theory and fuzzy mathematics. That means, among 

the uncertainties involved in impulse noise, the randomness and the fuzziness are the two most important 

features. In this paper we use a detail-preserving filter based on the Cloud Model (CM) to remove severe 

impulse noise. CM is an uncertain conversion model, between qualitative and quantitative description that 

integrates the concept of randomness and fuzziness. The normal random number generation method in normal 

cloud generator algorithm overcomes the insufficiency of common method to generate random numbers. It can 

produce random numbers which can be predictable and replicated, and this random numbers present to be a 

random sequence as a whole. The digital features of the normal cloud characterized by three values with the 

expectation Ex, entropy En and Hyper entropy He and are good enough to represent a normal cloud. First, an 

uncertainty-based detector, normal cloud generator, identifies the pixels corrupted by impulse noise. Then, the 
identified noise pixels are replaced by a fuzzy mean estimation of the processed noise free pixels within the 

detection window. Compared with the traditional switching filters, the CM filter makes a great improvement in 

image denoising. Especially, at high density noise level. Thus, the cloud model filter can remove severe impulse 

noise while preserving the image details.                                                         

Key words—uncertainty, fuzzy median, normal cloud generator, cloud drops. 

 

I. Introduction 

Digital images are often corrupted by impulsive noise during data acquisition, transmission, and 

processing. The main sources of noise are malfunctioning pixel sensors, faulty memory units, imperfection 

encountered in transmission channels, external disturbances in a transmission channels, electro-magnetic 

interferences, timing errors in ADC, etc. The noise may seriously affect the performance of image processing 

techniques. Hence, an efficient de-noising technique   becomes   a   very     important   issue   in   image 

processing. Impulse noise produces  small dark   and    bright spots on an image. Grasping the noise 

characteristics is helpful to remove the noise. Noise reductions are basically classified into two types: linear and  

non-linear techniques. Mean filters are linear filters. Their estimation alter the good pixels, thus produce image 
blurring.  Non-linear noise reduction is a two step process: 1) noise detection and 2) noise replacement. Median 

filters and its variants [3], [4], [5], [8] have an effective noise suppression and high computational efficiency at 

low noise density (< 50%), but they fail to account local features such as thin lines, edges at high noise density. 

Also, they think about only the randomness. The randomness mainly shows in two aspects: 1) the pixels are 

randomly corrupted by the noise and 2) the noise pixels are randomly set to the maximum or minimum value.  

Some decision based filters [7] are good even at high noise density (80%), however, many jagged edges appear 

in the restored images. It requires more processing time since it uses 21 x 21 window. Sorting fixed window 

filter [6] uses the median values or the left neighborhood values to replace the noise pixels. This filter creates 

mainly stripe regions, because it often replaces the corrupted pixel by the left neighborhood pixel. It smears the 

image details seriously and also sharply decreases the qualities of restored images.  

This reveals that the early de-noising techniques fail to understand the uncertainties of noise 
completely. The better solution is that the pixels those identified as good ones would remain unchanged, while 

those identified as noisy are replaced with an appropriate estimation. Since, most knowledge in dayflies is 

uncertainty and erratic, unfortunately it is similar to impulse noise. Among the uncertainties involved in impulse 

noise, the randomness and the fuzziness are the two most important features. On the other hand, the fuzziness 

focuses on the pixels with the extreme values whether they belong to the noise or not. Not all of the pixels, 

which are set to the extreme values, will be the noise pixels [1]. The mathematic implements for handling 

uncertainty mostly are probability theory and fuzzy mathematics. In fact, CM is an uncertain conversion model, 

between qualitative and quantitative description that integrates the concept of randomness from probability 

theory and fuzziness from fuzzy set theory [2]. To represent the uncertainties better and resolve the afore 

mentioned problems, this paper presents a novel effective filter  based  on    the  CM  for  impulse  noise  

removal.  It is compared with the traditional switching filters, the CM filter has the better performance in image 
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de-noising across a wide range of noise levels with good detail preservation. The outline of the paper is as 

follows. The cloud model and   noise detection-estimation illustrations are reviewed in Section II and III. 

Simulation results and conclusions are presented in Sections IV and V, respectively. 
 

II. Cloud Model And Its Parameters 

Cloud is model described by linguistic values for representation of uncertain relationships between a 

specific qualitative concept and its quantitative expression. Cloud integrates the concept of randomness and 

fuzziness. The normal random number generation method in normal cloud generator overcomes the 

insufficiency of common method to generate random numbers. It can produce random numbers which can be 

predictable and replicated, and this random numbers present to be a random sequence as a whole. CM is defined 

as :  

 Let U be a universal set expressed by exact numbers, and C be the qualitative concept associated with U. If 

number x  U exists, which is the random realization of concept, and the certainty degree of x for C, i.e.,  µ(x)  

[0,1], is a random value with stabilization tendency, µ :U → [0,1]  x  U → µ(x)                                  (1)  

then the distribution of  x on  U is called the cloud, and each x is called a drop. The cloud can be characterized 

by three parameters, the expected value Ex, entropy En, and hyper entropy He. Ex is the expectation of the 

cloud drops’ distribution in the domain, it points out which drops can best represent the concept and reflects the 

distinguished feature of the concept. En is the uncertainty measurement of the qualitative concept, which is 

determined by both the randomness and the fuzziness of the concept. It represents the value region in which the 

drop is acceptable by the concept, while reflecting the correlation of the randomness and the fuzziness of the 
concept [1]. The greater the En is, the range of values represented by the concept is the greater, the more vague 

the concept is. Hyper entropy He, is entropy En of entropy, reflecting the degree of dispersion of the cloud 

droplets [2]. En is derived from Mean Deviation about the mean for n independent random variables xi. 

i=1,2,3,…n, with mean X. The cloud employs its three parameters to represent the qualitative concept as shown    

in Fig. 1. 

 

  
Fig 1. Illustration of three digital cloud parameters 

The distribution of pixel values on domain is called cloud and each pixel in the domain is called cloud drop. 

According to the normal cloud generator [2], the certainty degree of each drop is a probability distribution 

rather than a fixed value. It means that the certainty degree of each drop is a random value in a dynamic range. 

If He of the cloud is 0, then the certainty degree of each drop will change to be a fixed value. The fixed value is 

the expectation value of the certainty degree. In fact, the value is also the unbiased estimation for the average 
value of the certainty degrees in the range. All the drops and their expectations of certainty degrees can 

compose a curve, and the curve is the Cloud Expectation Curve (CEC) [1].  All drops located within [Ex+3En, 

Ex-3En] take up to 99.99% of the whole quantity and contribute 99.74% to the concept. Thus, the drops are 

located out of domain [Ex+3En, Ex-3En], and then, their contributions to the concept can be neglected.  The 

certainty degree of each pixel is calculated through the CEC, given by,  

   µ=exp(-(xi-Ex)2/2En2)                                                                                                                                        (2)                                                                                               

Where xi is cloud drops, Ex is their expectation value and En is entropy. 

 

Noise Model: 
Due to faulty switching devices, pixels are randomly corrupted by the two extreme values. Thus, the 

noise pixels are usually set to the maximum and minimum values in the dynamic range. Let x(i,j) for 

(i,j) be the gray value of image X at pixel location (i,j) and [ Smin, Smax] be the dynamic range of X, i.e., 

Smin ≤ x(i,j) ≤ Smax for all (i,j). Denote  y by a noisy image. In the salt and pepper impulse noise model, the

 observed gray level at location (i,j) is  
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                Smin ,   with probability p   ; for (i,j) = 0                  

Y(i,j) =    Smax ,  with probability q ; for (i,j) = 255 

   x (i,j) with probability 1-(p+q) ; for  0 < (i,j) < 255              where  p+q = noise level                    (3) 
 

 

III. Noise Detection And Estimation 
  We consider all the pixels in the window as a set and use CM to represent it. Let each pixel of image 

XMxN  be a cloud drop and input them into Backward Cloud Generator (BCG). It generates three parameters of 

the cloud C. These Ex, En and  He, will be inputs to  Forward  Cloud Generator (FCG), which generates cloud 

drops (random numbers). It is as shown in fig.2. This is  basis for uncertainty reasoning.   

 
                                                                                          CLOUD MODEL 

  
                                                   (Image pixels)                                                                                                                                                                                       

                                               

 

 

 
                                                             (3 x 3) window 

  

                                                                                           Cloud drops (xi,μi)                                                

 

Fig 2. Calculated the cloud drop (xi,μi) for a (3 x 3) window using normal cloud  generator. 

 

It is seen that in the fig. 2 at the output of FCG, the certainty degrees of the noise pixels (shaded figures) are far 

less than that of the uncorrupted pixels. Also, the noise pixels are usually distributed on the both sides of the 

cloud, and the uncorrupted pixels are located near the central region of the cloud. The CM uses all the pixels in 

the window to detect the noise pixel and the certainty degrees of each pixels in the proposed detector are “soft” 

values between [0,1]. Hence, cloud model filter is capable to overcome the drawbacks of existing filters. 
According to “the 3En rule,” the drops out of domain [Ex±3En] can be neglected, which is helpful to identify 

the noise. Based on this idea, this section presents a novel impulse noise detector using only a fixed 3x3 

window, and its details shown as follows.  Let w (i,j) be a window of size (2N+1) x (2N+1) centered at location 

(i,j).  w (i,j) = x (i+p, j+q)   p,q  (-N, N)  where N = 1. 

 

Step 1: Impose 3x3 window with N = 1 for      

             w(i,j)(2N+1) x (2N+1)  on image X. 

Step 2: Compute expectation Ex: 

             Ex = 1/n  ∑ x (i+p, j+q)                                                                                                                      (4)  
                                 x (i+p, j+q)  w (i,j)3x3 

Step 3: Compute entropy En 

      En =  *  
   

∑ | x (i+p, j+q)  -x(i,j) |                                                                                                         (5) 

                         
 x (i+p, j+q)  w (i,j)3x3

 

Step 4: Calculate wmin  and  wmax  in w(i,j)(3x3)  which are extreme operations to recover the smallest and the 

largest of two values, respectively. i.e., wmax = min (Smax, Ex+3En) and  

                                               wmin = max (Smim, Ex -3En) 

 
Step 5: If  wmin <  x(i,j) <  wmax   , x(i,j)  is uncorrupted pixel (it has to remain unchanged). Then,    y(i,j)   =  x(i,j). 

Otherwise, x(i,j) is a corrupted pixel. Go to step 6. 

Step 6: Noisy pixel x(i,j)  is replaced by weighted mean of already  processed  previous four  uncorrepted  pixel 

values , Xnbp,  within the w(i,j)(3x3).    i.e.,                          Xnbp  = [x(i-1,j-1), x(i,j-1), x(i+1,j+1), x(i-1,j),] 

Step 7: Calculate the weights for Xnbp within the w(i,j)(3x3) µnbp= exp[-(Xnbp -Ex)2 / 2En2].                                (6)  

Step 8: Then, calculate the weighted mean,                     y(i,j) = 1/m ∑ Xnbp *µnbp .                                          (7)                               

The CM filter replaces the noise pixel by using the weighted mean of the neighborhood pixels, and their weights 
are the certainty degrees of them. For understanding of the above steps, a 3x3 windowed sub-image, shown in 

fig. 2, as an example, is illustrated as follows: Assume that the central pixel 21 lies at an edge of the image.  

Since, the certainty degrees of each pixels in the proposed detector are “soft” values between [0,1], the noisy 

pixel values will be replaced by an appropriate pixel values.  

               Ex  

  BCG EnFCG 

               He 

0.73968
0.92159
0.82507
0.78156
0.36440 
0.70058
0.03229
0.78564
0.65609  

 

139   119  64 

135   21    52 

238   60    48 
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*The pixel under test is  x(i,j) = 21;  Expectation,  Ex = 97; Entropy,  En = 53.7;  Smin = 21 ; Smax = 238.                         

*Computing               wmax = min (238, 258.4) = 238;                                        wmin = max (21, -63.8) = 21.                                                                   

*If  wmin < x(i,j) <  wmax   ;  21 < 21< 238 ;                          hence,  x(i,j) = 21,   is a noisy  pixel.                                          
*To replace the noisy pixel, x(i,j), collect already processed   previous four good pixel values,  Xnbp  = [139, 

119, 64, 135] and compute the weights of Xnbp using equation (5). 

 i.e.,  µnbp =  [0.73968, 0.92159, 0.82507, 0.78156]. 

Then, noisy pixel value 21 is replaced by equation (6).       

 i.e., y(i,j) = 92,   is an appropriate pixel value, this provides higher correlation between the corrupted pixel and 

neighborhood pixel. Higher correlation gives rise to better edge preservation. to preserve the edge of the given 
image [6]. 

The CM detector has three major differences with the traditional detectors. First, the proposed detector uses all 

the pixels in the window to detect the pixel. Second, the traditional filters usually discard the extreme values in 

the detection window. However, not all of the pixels that are set to the maximum or minimum values will be the 

noise pixels, the CM does not. Third, the proposed detector identifies if the detected pixel is a noise pixel or not 

and replacel the noise candidate in w(i,j)(3x3)   at the same time. It is a pretreatment to increase the computational 

efficiency of the post-processing, because those pixels with lower contribution degrees play a small role in the 

post-filtering. 

 

IV. Simulation Results 

 
An 8-bit gray scale image Lena of 512 x 512 size, has been used to test the performance of the CM 

filter with dynamic range of values. Image will be corrupted by salt-and-pepper noise at different noise 

densities, 10% to 80%. The restoration performances are quantitatively measured by peak signal-to-noise ratio 

(PSNR),  

  

          PSNR= 20 log10  dB                                                                                                                              (8) 

          MSE = )-x(i,j))2                                                                                                                (9) 

 

Where y(i,j) and x(i,j) denote the pixel values of the restored image and the original image, respectively.  

 

The experiment aims to study the detail-preserving abilities of the filter when the images are affected by a 

severe noise. In this case, since, an effective result would be obtained the window size of the CM filter is 

limited to 3x3, this causes to increase the computational efficiency. It removes a pixel immediately after    the 

pixel has been identified as a corrupted candidate. Therefore, in the CM filter, the noise detector and the 

postfilter (replacing noisy pixel) use the same windows.  
For comparison, the boundary discriminative noise detection (BDND) filter [7], and the fast median 

(FM) filter [6] are used. When the noise level is lower than 60%, the performance of the CM filter is similar to 

the BDND filter, at high noise densities the CM filter proves that having good detail preserving ability. For the 

FM filter, the decrease in the PSNR is more pronounced than the others and it creates many stripe regions, 

because it often replaces the corrupted pixel by the left neighborhood pixel. However, the CM filter is a 

switching fuzzy mean filter, which restores the images and preserves the details well without any jagged edges. 

To study the detail-preserving abilities of two filters CM and BDND filter, they are tested by the noise image 

with the noise level 90% (see Figs. 3). Although the BDND filter restores the images without noise, however, 

many jagged edges appear in the image details at the high noise levels, particularly in the Lena hat region. 

 

        
(a)                     (b) 

(a) Lena with the noise level of 90%  (b) Original image. 
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(b) CM filter (26.85 dB).         d) BDND filter (25.45 dB) 

Fig. 3. Restoration results of different filters. 

All these are because theBDND filter is a switching median filter, which makes the filter often smear the image 

details. Obviously, in those regions, the images restored by the CM filter basically keep the same gray levels 

with the original images. Table-I lists comparison of restored images in PSNR (in decibels) 

 

Table-I (comparison of restored images in PSNR)      (in dB) 
.                                       Noise Density(%) 

Filter           10             30              50           70             80 

CM 42.23 37.13 33.26 30.61 28.36 

BDND 41.91 35.95 32.62 29.53 27.08 

FM 41.64 34.01 29.83 25.82 23.08 

To make a reliable comparison, each filter is run 20 times in the same running environment; it is MATLAB 

7.0.1 on a personal computer equipped with the 3.2-GHz CPU and 2 GB RAM. Table-II lists the average 

runtimes in milliseconds for each filter operating on the Lena. 
Table-II (average runtimes in milliseconds) 

                                      Noise Density(%) 

Filter              10            30             50           70            80 

CM 440 439 439 440 441 

BDND 12324 11390 12074 11509 11341 

FM 186 187 186 187 187 

 

V. Conclusion 
There are three important aspects in image denoising: First, the accuracy of the noise detection, it will 

directly influence the results of the image denoising. Second, the computational efficiency, for the real-time 

work, the filters with lower computational efficiency may not obtain the satisfactory results. Finally, large 

uncertainties exist in the noise. Thus, understanding the uncertainties can completely help to improve the 

qualities of the restored images. In this paper, a novel filter with uncertainty for impulse noise removal has been 

proposed. It represents the uncertainties of the noise perfectly by using the CM, which is helpful in detecting 

and removing the noise. In addition, the proposed filter identifies the noise pixel without needing to sort the 

pixel gray values, using 3x3 window, which immensely increases the computational efficiency in noise 

detection. No matter whether, in noise detection, the image details preservation or computational complexity, 

the CM filter makes a great improvement and has the higher performances. In sum, the CM filter is a 

moderately fast denoising filter with good detail preservation. 
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Abstract: In medical imaging and remote sensing, image fusion technique is a useful tool used to fuse high 

spatial resolution panchromatic images (PAN) with lower spatial resolution multispectral images (MS) to create 

a high spatial resolution multispectral of image fusion while preserving the spectral information in the 

multispectral image (MS).Image fusion is the process that combines information from multiple images of the 

samescene. The result of image fusion is a new image that retains the most desirable informationand 

characteristics of each input image. Now-a-days, almost all areas of medical diagnosis are impacted by the 

digital image processing. When an image is processed for visual interpretation, the human eye is the judge of 

how well a particular method works. Clinical application demanding Radiotherapy plan, for instance, often 

benefits from the complementary information in images of different modalities. For medical diagnosis, Magnetic 

Resonance Image (MRI) is a medical imaging technique used in radiology to visualize internal structures of the 

body in detail. MRI provides better information on soft tissue with more distortion. Whereas, Computed 

Tomography (CT) provides the best information on denser tissue with less distortion. Wavelet transform fusion 
is more formally defined by considering the wavelet transforms of the two registered input images together with 

the fusion rule .Then, the inverse wavelet transform is computed, and the fused image is reconstructed. The 

wavelets used in image fusion can be classified into three categories Orthogonal, Bi-orthogonal and A’trous’ 

wavelet. Although these wavelets share some common properties, each wavelet has a unique image 

decompression and reconstruction characteristics that lead to different fusion results. Since medical images 

have several objects and curved shapes, it is expected that the curvelet transform would be better in their fusion. 

In this paper the fusion results are compared visually and statistically. The simulation results show the 

superiority of the curvelet transform to the wavelet transform in the fusion of digital image and MR and CT 

images from entropy, difference entropy, quality measure, standard deviation, PSNR. 

Keywords- Fusion, Wavelet transform, Curvelet Transform 

 

I. Introduction 

Image fusion has become a common term used within medical diagnostics and treatment. The term is 

used when multiple patient images are registered and overlaid or merged to provide additional information. 

Fused images may be created from multiple images from the same imaging modality,[1] or by combining 

information from multiple modalities,[2] such as magnetic resonance image (MRI), computed tomography 

(CT).CT images are used more often to ascertain differences in tissue density while MRI images are typically 

used to diagnose brain tumors. 

Multisensor data fusion has become a discipline which demands more general formal solutions to a 

number of application cases. Several situations in image processing require both high spatial and high spectral 

information in a single image. This is important in remote sensing. However, the instruments are not capable of 
providing such information either by design or because of observational constraints. One possible solution for 

this is data fusion.Image fusion is the process of merging two images of the same scene to form a single image 

with as much information as possible. Image fusion is important in many different image processing fields such 

as satellite imaging, remote sensing and medical imaging [2].Image fusion methods can be broadly classified 

into two groups - spatial domain fusion and transform domain fusion.The disadvantage of spatial domain 

approaches is that they produce spatial distortion in the fused image. Spectral distortion becomes a negative 

factor while we go for further processing, such as classification problem. Spatial distortion can be very well 

handled by frequency domain approaches on image fusion.The multiresolution analysis has become a very 

useful tool for analyzing remote sensing images. The discrete wavelet transform and curvelet transform based 

image fusion has become a very useful tool for medical and remote sensing images. These methods show a 

better performance in spatial and spectral quality of the fused image compared to other spatial methods of 
fusion. The images used in image fusion should already be registered. 

Wavelet Transform has good time frequency characteristics. It was applied successfully in image 

processing field [3]. Nevertheless, itsexcellent characteristic in one-dimension can’t be extended to two 

dimensions or multi-dimension simply. Separable wavelet which was spanning by onedimensional wavelet has 

limited directivity [4]. 

http://en.wikipedia.org/wiki/Medical_imaging
http://en.wikipedia.org/wiki/Radiology
http://en.wikipedia.org/wiki/Image_fusion#cite_note-0
http://en.wikipedia.org/wiki/Image_fusion#cite_note-1
http://en.wikipedia.org/wiki/Magnetic_resonance_image
http://en.wikipedia.org/wiki/Computed_tomography
http://en.wikipedia.org/wiki/Discrete_wavelet_transform
http://en.wikipedia.org/wiki/Image_registration
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Aiming at these limitation, E. J. Candes and D. L. Donoho put forward Curvelet Transform theory in 

2000 [5]. Curvelet Transform consisted of special filtering process and multi-scale Ridgelet Transform. It could 

fit image properties well. However, Curvelet Transform had complicated digital realization, includes sub-band 
division, smoothing block, normalization, Ridgelet analysis and so on. Curvelets pyramid decomposition 

brought immense data redundancy [6]. Then E. J. Candes put forward Fast Curvelet Transform(FCT) that was 

the Second Generation Curvelet Transform which was more simple and easily understanding in 2005[7]. Its fast 

algorithm was easily understood. Li Huihui’s researched multi-focus image fusion based on the Second 

Generation Curvelet Transform [8]. This paper introduces the Second Generation Curvelet Transform and uses 

it to fuse images, different kinds of fusion methods are compared at last. The experiments show that the method 

could extract useful information from source images to fused images so that clear images are obtained. 

 

II. Image Fusion Based On  Wavelet Transform 
The most common form of transform type image fusion algorithms is the wavelet fusion algorithm due 

to its simplicity and its ability to preserve the time and frequency details of the images to be fused. 

Some generic requirements can be imposed on the fusion result. a) the fused image should preserve as 

closelyas possible all relevant information contained in the input images. b)The fusion process should not 

introduce any artefacts or in consistencies which can distract or mislead the human observer or any subsequent 

image processing steps. c) in the fused image irrelevant features and noise should be suppressed to a maximum 

extent. When fusion is done at pixel level the input images are combined withoutany pre-processing. 

 
Fig.1 Block diagram of Discrete Wavelet transform 

A schematic diagram of the wavelet fusion algorithm of two registered images I1(X1, X2) and I2(X1, X2) 

is depicted in fig.1. It can be represented by the following equation, 

 

I(X1,X2)=W-1{[W(I1(X1, X2)),W(I2(X1, X2))]} 

 

Where W, W-1and ψ are the wavelet transformoperator, the inverse wavelet transform operator andthe 

fusion rule, respectively. There are several waveletfusion rules that can be used for the selection ofwavelet 

coefficients from the wavelet transforms of theimages to be fused. The most frequently used rule isthe 

maximum frequency rule which selects thecoefficients that have the maximum absolute values.The wavelet 

transform concentrates on representingthe image in multi-scale and it is appropriate torepresent linear edges. For 

curved edges, the accuracyof edge localization in the wavelet transform is low.So, there is a need for an 

alternative approach whichhas a high accuracy of curve localization such as thecurvelet transform. 
 

III. Types Of Wavelet Transforms 
A] Orthogonal Wavelet Transform 

The dilations and translation of the scaling function j, k(x)constitute a basis for Vj, andSimilarly j, 

k(x) for Wj, if the j, k(x) and j, k(x) are orthonormal, they include the following property [1]. 

Vj  Wj 
 These results in a representation of a single image, containing multiscale detail information from all 

component images involved. This representation leads to multiple applications ranging from multispectral image 

fusion to color and multi-valued image enhancement, denoising and segmentation [9]. 

B] Bi-orthogonal Wavelet Transform 

For biorthogonal transform, perfect reconstruction is available. Orthogonal wavelets give orthogonal 

matrices andunitary transforms; biorthogonal wavelets give invertiblematrices and perfect reconstruction. For 

biorthogonal wavelet filter, the Low-pass and high-pass filters do notthe same length. The low pass and high 

pass filters do nothave the same length. The low-pass filter is alwaysSymmetrical, while high pass filter could 
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be eithersymmetric or anti-symmetric.The method allows unusual flexibility in choosinga filter for any task 

involving the multiresolution analysis and synthesis.Using our method, one can choose any low-pass filter 

forthe multiresolution filtering [1]. 
C]A’trous (Non-orthogonal) Wavelet Transform 

A’trous is a kind of non – orthogonal wavelet that is different from orthogonal and biorthogonal. It is 
astationary or redundant transform, i.e. decimation is notimplemented during the process of wavelet transform, 

whilethe orthogonal or biorthogonal wavelet can be carried out using either decimation or undecimation mode 

[1].The enhancement of the spatial information often leadsto the distortion of the information in the spectral 

domain. Inthis paper, a spectral preserve fusion method is developed by introducing àtrous wavelet transform 

[10]. 

 

IV. Wavelet  Transform  Algorithm  Steps 
The process can be divided into four steps. 

a) Histogram match 
Apply the histogram match process between panchromatic image and differentbands of the 

multispectral imagerespectively, and obtain three newpanchromatic images PANR, PANG,PANB 

b) Wavelet decomposition 

Use the wavelet transform to decomposenew panchromatic images and differentbands of multispectral 

image twice,respectively. 

c) Details information combination 

Add the detail images of the decomposed panchromatic images at different levels tothe corresponding 

details of differentbands in the multispectral image andobtain the new details component in thedifferent bands of 

the multispectral imageand obtain the new details component inthe different bands of the multispectralimage.  

d) Inverse wavelet transform 

Perform the wavelet transform on thebands of multispectral images,respectively and obtain the fused 
image. 

V. Image Fusion Based On  Curvelet Transform 
The curvelet transform is a multiscale directional transform thatallows an almost optimal nonadaptive 

sparse representationof objects with edges. It hasgenerated increasing interestin the community of applied 

mathematics and signal processing over the years. Most natural images/signals exhibit line-like edges, i.e., 

discontinuities across curves (so-called line or curve singularities). Although applications of wavelets have 

become increasingly popular in scientific and engineering fields, traditional wavelets perform well only at 

representing point singularities since they ignore the geometric properties of structures and do not exploit the 

regularity of edges. 
The curvelet transform has evolved as atool for the representation of curved shapes ingraphical 

applications. Then, it was extended to thefields of edge detection and image denoising. Recently, curvelet 

transform used in image fusion. Thealgorithm of the curvelet transform of an image P can be summarized in the 

following steps: 

A) The image P is split up into three subbands ∆1,∆2and P3 using the additive wavelet transform. 

B) Tiling is performed on the subbands ∆1 and ∆2. 

C) The discrete Ridgelet transform is performed oneach tile of the subbands ∆1 and ∆2. 

A schematic diagram of the curvelet transform isshown in Fig.2 

 

 
1. Subband Filtering: 

The purpose of this step is to decompose the image into additive components; each of which is a subband of 

that image. This step isolates the different frequency components of the image into different planes without 

down sampling as in the traditional wavelet transform. Given an image P, it is possible to construct the sequence 

of approximations: F1(P)=P1 , F2(P)=P2, ………FN(P)=PN. Where n is an integer which is preferred to be equal 

to 3. To construct this sequence, successive convolutions with a certain low pass kernel are performed. The 
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functions f1, f2, f3, and fn mean convolutions with this kernel. The wavelet planes are computed as the 

differences between two consecutive approximations P 1-1 and P1 i.e. ∆1=P1-1-P1 

Thus, the curvelet reconstruction formula is given by:   
 n-1   

P= ∑ ∆1+P1 

l=1 

2. Tiling: 

Tiling is the process by which the image is divided into overlapping tiles. These tiles are small in 

dimensions to transform curved lines into small straight lines in the subbands ∆1 and ∆2. The tiling improves 

the ability of the curvelet transform to handle curved edges. 

3. Ridgelet Transform: 

The ridgelet transform belongs to the family of discrete transforms employing basis functions. Tofacilitate 

its mathematical representation, it can beviewed as a wavelet analysis in the Radon domain.The Radon 

transform itself is a tool of shape detection.So, the ridgelet transform is primarily a tool of ridgedetection or 
shape detection of the objects in an image.The ridgelet basis function is given by, 

a,b,(x1,x2)= a -1/2 [(x1cos+ x2sin-b)/a]   

for each a>0, each [ b  R] and each ( b  [0, 2]) this function constant along with lines 

X1cos+X2sin=constant. Thus the ridgelet coefficients of an image f(x1,x2) are represented by: 

∞  ∞ 

   Rf(a,b,)= a,b, (x1,x2) f(x1,x2)dx1dx2 

 -∞ -∞ 

This transform is invertible and the reconstruction formula is given by: 

2  ∞  ∞ 

 f(x1,x2)=Rf(a,b, )a,b,(x1,x2)dadbd 

0-∞0 4a                                 

The radon transform for an object F is the collection of line integrals indexed by (, t)  [0, 2] x R and 
is given by: 

 

 ∞  ∞ 

Rf  (, t)=  f(x1,x2)(x1cos+ x2sin-t)dx1dx2 

-∞ -∞ 

Thus for ridgelet transform can be represented in terms of the randon transform as follows: 

    ∞   

Rf(a,b,)= Rf(, t)a -1/2[(t-b)/a]dt 

   -∞  

Hence, the ridgelet transform is the application of the1-D wavelet transform to the slices of the 

Radontransform where the angular variable θ is constant and it is varying.To make the ridgelet transform 

discrete,both the Radon transform and the wavelet transformhave to be discrete.It is known that different 

imaging modalities areemployed to depict different anatomical morphologies.CT images are mainly employed 

to visualize densestructures such as bones. So, they give the generalshapes of objects and few details. On the 

other hand,MR images are used to depict the morphology of softtissues. So, they are rich in details. Since these 
twomodalities are of a complementary nature, ourobjective is to merge both images to obtain as 

muchinformation as possible. 

 

VI. Wavelet And Curvelet  Based Image Fusion Algorithm 
1. First, we need pre-processing, and then cut the same scale from awaiting fused images according to selected 

region. Subsequently, we divide images into sub-images which are different scales by WaveletTransform. 

Afterwards, local Curvelet Transform of every sub-image should be taken. Its sub-blocks aredifferent from each 

others on account of scales’ change. 

2. Resample and registration of original images, we can correct original images and distortion so that bothof 
them have similar probability distribution.Then Wavelet coefficient of similar component will stay in the same 

magnitude. 

3. Using Wavelet Transform to decompose original images into proper levels. One low-frequency approximate 

component and three high-frequency detail components will be acquired in each level. 

4. Curvelet Transform of individual acquired low frequency approximate component and high frequencydetail 

components from both of images, neighborhood interpolation method is used and the details of graycan’t be 

changed. 

5. According to definite standard to fuse images, local area variance is chose to measure definition for low 

frequency component. First, divide low-frequency coefficients C jo(k1,k2)   into individual four square 
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subblocks which are  N1X M2 ( 3×3 or 5× 5 ), then calculate Standard deviation(STD) of the current sub-block 

and other statistical parameters. 

VII. Results 
In medicine, CT and MRI image both are tomography scanning images. They have different features. 

Fig. 3 shows CT image, in which image brightness related to tissue density, brightness of bones is higher, and 

some soft tissue can’t be seen images. Fig. 4 shows MRI image, here image brightness related to an amount of 

hydrogen atom in tissue, thus brightness of soft tissue is higher, and bones can’t be seen. There is 

complementary information in these images.  

 
Fig. 3 CT Image of brain                          Fig. 4 MRI Image of brain 

 

 
Fig.5a) Orthogonal         Fig.5b) Biorthogonal 

Fused Image                    Fused Image 

 

 
Fig. 5c)A’trous fused Fig.6 Fused Image of 

  image             Wavelet Transform          

 
Fig. 3 and fig. 4 represents the MRI and CT images of brain of same person respectively.In the MRI 

image theinner contour missing but it provides better information onsoft tissue. In the CT image it provides the 

best informationon denser tissue with less distortion, but it misses the softtissue information. The fig. 5a image 

is the result of orthogonal waveletfusion technique which is by combining of MRI and CT images .The 

orthogonal wavelet fused image haveinformation of both images but have more aliasing effect.The fig. 5b image 

is the result of Biorthogonal wavelet fusion technique. When compare Biorthogonal wavelet withorthogonal 

wavelet it shows soft tissues information whichare not shown in above figure i.e at the left and right side ofthe 

inner part. The fig. 5c image is the result of ‘A trous’ wavelet(non-orthogonal wavelet) based fusion. The fusion 

results of non-orthogonal wavelet have information on soft tissues anddenser tissues. 
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Fig.7 Fused Image of 

Curvelet Transform 

 

Since the curvelet transform is well-adapted to represent panchromatic image containing edges as 

shown in fig.7 and the wavelet transform preservesspectral information of original multispectral images as 

shown in fig.6, the fusedimage has high spatial and spectral resolution simultaneously. In addition to the visual 
analysis, we extended our investigationto a quantitative analysis. The experimental result was analyzedbased on 

the combination entropy,  standard deviation, quality measure as shown in table 1. 

 

VIII. Quantitative Analysis 
In order to compare the wavelet and curvelet based approaches; apart from visual 

appearancequantitative analysis is done over the fused images.  For the visual evaluation, the followingcriterion 

is considered: natural appearance, brilliance contrast, presence of complementaryfeatures, enhancement of 

common features etc.  The quantitative criterion [11] includes three parameters namely Entropy, 

DifferenceEntropy and Standard deviation. Each has its importance in evaluating the image quality. 
1. Entropy: The entropy of an image is a measure of information content .The estimate assumes a statistically 

independent source characterized by the relative frequency of occurrence of the elements in X, which is its 

histogram. For a better fused image, the entropy should have a larger value. 

2. Difference Entropy: It is calculated from taking the entropy of the image obtained from subtracting a source 

image from the fused image and the input source image.  

Example: Fused image –CT Image=MRI ImageEntropy [obtained MRI Image –Input MRI] gives Difference 

Entropy. The difference entropy between two images reflects the difference between the average amounts of 

information they contained. Minimum difference is expected for a better fusion. 

3. Standard deviation: The standard deviation (SD), which is the square root of variance, reflects the spread in 

the data. Thus, a high contrast image will have a larger variance, and a low contrast image will have a low 

variance. 
Table 1: Statistical parameters of Wavelet and Curvelet transform 

 

FUSION 

METHODS 

 

 

WAVELET 

TRANSFOM 

 

 

CURVELET 

TRANSFORM 

 

Entropy 5.05 5.823 

 

Difference 

entropy 

5.40 5.361 

Standard 

deviation 

62.03 69.29 

Quality measure 

Q 

0.891 0.90 

RMSE 2.392 1.530 

 

 

Quantitative analysis of the fused images indicates better results for curvelet transform based fusion with 

greater entropy, larger standard deviation and lower difference entropy than their wavelet equivalents. And 
among the curvelets, addition gives a better result.Moreover, compared withthe fused results obtained by the 

wavelet and the curvelet, the curveletbasedfusion result has a better visual effect, such as contrastenhancement. 
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IX. Conclusion 
A comparison study has been made between the traditional wavelet fusion algorithm and the proposed 

curvelet fusion algorithm. The experimental study shows that the application of the curvelet transform in the 

fusion of MR and CT images is superior to the application of the traditional wavelet transform.In many 

important imaging applications, images exhibit edges anddiscontinuities across curves. In biologicalimagery, 

this occurs whenever two organs ortissue structures meet. Especially in image fusionthe edge preservation is 

important in obtainingthe complementary details of the input images.As edge representation in Curvelet is 

better,Curvelet based image fusion is best suited formedical images.   
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 Abstract : Steganography, the art of hiding secrete messages inside other messages, innocuous wrapper, as 

until recently had been the poor cousin of cryptography, to communicate privately in an open channel. This 

area of study got widespread popularity after its alleged use by many extremist groups while hatching and 
executing their plans remotely. Because of this, in the recent past, many law enforcement   and   government   

agencies   have also   shown   keen interest  in  it.  There  are  many  other  reasons  like  Digital  Rights 

Management  applications  (Watermarking  and  Finger  Printing), which    acted as catalyst too.  This    paper    

proposes    a    new steganographic   encoding   scheme   which   separates   the   colour channels  of  the  

windows  bitmap  images  and  then  hides  messages Randomly using polynomials  in  the  LSB  of  one  colour  

component  of  a  chosen  pixel where the colour components of the other two are found to be equal to the key 

selected.  

Keywords :Steganography, Data Hiding, LSB, Polynomials. 

 

I. INTRODUCTION 
Digital Rights Management is a method of controlling access to copyrighted material. Communication  

and  the  flow  of  free  thought,  is  regarded  by many  as  a  unique  virtue  that  is  greatly  attributed  to  the  

overall development  of  human  being.   Moreover  it  was  instrumental  in overall  growth  of  the  human  

fraternity.  According  to  Oxford  Advanced   Dictionary   [1],   communication   is   defined   as   the activity 

or  process of  expressing  ideas  and  feelings or  of  giving people information;  also  communications  is  

defined  as  methods of sending information. Communication has many divisions, and two   of   the   most   
predominant   ones   are   interpersonal   and intrapersonal.    Interpersonal    communication    can    further    

be divided  into  two,  namely  public  and  private.  One  problem  with the  public  communication  channel  is  

that  it  may  have  many eavesdroppers;  eavesdroppers  of  passive,   or  active   nature.   A Passive  

eavesdropper  may be  one  who  just  listens  and  an active one   will   listen   and   modify   the   message.   

Hence   we   could conclude  that  at  times  public  communication  demands  the  need of    covert 

communications;    a    mechanism    to    communicate privately in a public environment.  

Throughout history, people have tried to find methods to hide information.  History  of  

Steganography,   which  is  the  original method of information concealment, dates back to ancient times. One   

of   the   earliest   example   of   information   hiding   is   the ATBASH code (2000-1500 BC) [2] used in 

Jewish mysticism, a cipher that substitutes the first letter of the Hebrew alphabet with the  last,  the  second  

letter  with  the  one  before  last,  and  so on.  A book   named   Steganographia   explaining   many   techniques   
for covert  communication  was  explained  by  Johannes  Trithemius around  500  BC  and  because  of  its  

very  nature,  the  authorities never  permitted  him  to  publish  the  same  and  the  book  saw  the light only in 

the mid 16th century, long after his demise [3]. The rapid growth of interest in this subject, over the last few 

years,   is  attributed   to  many  reasons  and   some   of  the  major reasons are discussed in the following 

paragraphs:  Firstly, it got widespread popularity after the alleged use of it by  many  extremist  groups  while  

hatching  and  executing  their plans,  without  bothering  much  about  the  geographical  distance. This  

prompted  various  governments  across  the  world  to  restrict the availability of covert services to the general 

public. This was causing  inconvenience  to  many,  which  in  turn  has  motivated open minded people to study 

methods by which secret messages can   be   embedded   in   seemingly   innocuous   cover   messages through 

an open systems environment. The ease with which this can be done was thought by many as a potential 

argument against imposing restrictions.  Secondly,  the  publishing  and  broadcasting  industries  have become  

interested  in  techniques  for  hiding  copyright  marks  andserial  numbers  in  digital  images,  audio  and  
video  recordings, books,  multimedia  products  etc.  The  fearful  fact  is  that  it  is  too easy to copy a digital 

work, which only requires a right click. A proactive measure in this direction is the need of the hour and the 

industry demands one.   
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Thirdly  the  volume  of  communication  lines  are  increasing exponentially and in fast developing countries 

like India, there is a  high  chance  of  covert  communication  going  unnoticed  in  this bedlam. According to 

the Telecom Regulatory Authority of India (TRAI),  Indians  owned  429.72  million  phones,  391.76  mobiles 
and  37.96  million  landlines,  at  the  end  of  March  2009.  Total Broadband subscribers' base has reached 

6.22 million by the end of  March  2009  growing  at  a  staggering  59.48  %  during  March 2008  to  March  

2009  and  both  the  mobile  and  the  broadband subscribers' are ever growing [4]. It is an enormous task for 

the law enforcement  and  intelligence  agencies to  monitor this entire 435.94million   plus   phones   and   

broadband   connections   - deciding  which  communication  to  intercept  and  which  one  to leave, because of 

the huge volume of traffic.   

 

II. Information Hiding In Bitmap Images Using Lsb Based Chromatic Steganography 

Using Polynomial 
  Redundancy is  one  of the  major aspects of creation.  A close inspection   reveals   that   redundancy   

does   exist,   and   exists   in abundance.  Computer  files are  not an exception to  this  fact.  For e.g.  an  image  

on  a  computer  is  represented  by  tons  and  tons  of pixels,  which  in  turn  have  many  redundant  

information's.  The simplest technique here is to fabricate the redundant bits so as to do  the  covert  

communication.  For  e.g.  each  pixel  of  an  image consists of a variation of all three primary colors, red, 

green and blue,  in a  standard 24-bit bitmap,  requiring 8 bits each for these three  colors.  i.e.there  are  256 

different  variations, ranging from  00000000   to   11111111,   for   each   colour   in   a   pixel.   So,   to 

represent  the  colour  white,  the  code  would  look  like  11111111 11111111   11111111.   Keeping   in   

mind   that,   the   human   eye cannot distinguish the  difference  between too  many colours,  the colour  
11111110  11111110  11111110  would  look  exactly  the same  as  white,  which  means  that  the  last  digit  

in  every  bit  in every pixel could be changed without much visual degradation of quality.  This  is  the  basis  

of  the  Least  Significant  Bit  Insertion technique. We require 8 bits to represent an ASCII text and there are   

three   potential   slots   extra   in   every   pixel   of   a   picture. Therefore,  in  a  conducive  environment,  with  

every  three  pixels, one   ASCII   text   could   be  concealed.   In   order   to   make   this practical to the user, 

a computer program would be needed. After typing  in  the  secret  message  and  determining  a  suitable  cover 

message,  the  program  would  go  through  every  pixel  to  find  the potential candidate pixels and will change 

the least significant bit to  represent  each  bit  of  the  message.  The  image  could  then  be sent to the recipient 

who in turn runs his program to take off the least significant bits to form the secret message.  

The  current  study  took  windows  bit  map  image  file  format with  loss  less  compression  in  to  

consideration.  The  proposed algorithm would require secret message (M), a wrapper (W) and a  pseudorandom 
seed Generated by polynomial (S)  as  input.  In Windows  bit  map  format, every image  will  have  three  

separate colour  channels;  a  channel dedicated  for  the  red  component  (rCom),  another  one  for  the green 

component (gCom), and a third one for the blue component (bCom). After separating the colour channels, the 

program would go through each pixel to find all those pixels where the value of the  rCom  and  gCom  is  equal  

to  that  of  the  supplied  R  and  G values.  Spatial  details  of  every  such  pixel  will  be  stored  in  an array 

named Candidate Pixel (CP) and the total numbers of such potential  candidate  pixels  are  calculated.  If  the  

length  of  the message  (in  bits)  is  more  than  the  length  of  CP  then  a  message will  be  displayed  

prompting  the  unsuitability  of  the  wrapper under consideration. If the wrapper is found to be suitable then a 

pseudorandom  number   will   be   generated  from  a   pre-decidedpolynomial, by making use of the seed, 

which was agreed   beforehand   by   both   the   parties.   The   pseudorandom number will be mapped to the 

Target Pixel index (TP) of CP by using the polynomial, with the length of  the  CP.     This  will  enable  us  to  

insert  the  secret  data  bit randomly across the wrapper thereby increasing the stealth of the system.   Once  
embedded,   all   the   colour   channels   will   be concatenated  to  form  the  innocuous  Stego  Image.  Here  in  

the algorithm,  we  have  embedded  data  in  bCom  where  the  colour coefficients of the rCom and gCom were 

found to be equal to that of the chosen key; but the combinations may be changed so as to increase the stealth of 

the system. The algorithm performing the above said concept is shown below:   

 

 

 

 

 

 

 
 

 

 

 



Image Steganography using Polynomial key and Covert Communications in Open Systems 

www.iosrjournals.org                                                             51 | Page 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

LSB Encoding Method                                       LSB Decoding Method 

 

The Stego Image could then be send to the recipient through open  systems  environment,  who  in  turn  runs  

his  program  to extract  those  randomly  stored   least   significant  bits  of  bCom component where the colour 

coefficients of the rCom and gCom are found to be equal to that of selected keys i.e. R and G. Thus the   secret   

message   could   be   communicated   covertly[10].   The algorithm implementing the decoding procedure is 

shown above: 
If  we  compress  the  secret  message  before  embedding,  using any   available   text compression   

algorithm,   like   Run   length encoding  scheme,  we  may  further  reduce  the  message  length, thus reducing 

the entropy and in turn enhancing the robustness of the system. Also the great thing about this insertion 

technique is that   because   the   secret   message   is  encoded   into   the   color channels, the message is not 

lost even if the file is compressed.   

 
III. RESULTS 

Figure  1  and  2  are  images  with  a  resolution  of  2272  ×  1704 with  24-bit  color  depth.  The  

sizes  of  the  two  windows  bitmap images   shown   are   11.0   MB   (11,614,464   bytes).   Fig.   1   is 

unmodified where as Fig. 2 the modified one and an encrypted secrete message is also shown. It is impossible 

for the  human  eye  to  find  a  visual  difference  between  two  of  the above shown images.  Since   the   

visual   difference   test   was   unable   to   find   any positive  results,  some  statistical  tests  were  exercised  

with  the intention  to  prove  that  the  image  was  tampered.  If  the  image happen  to  be  modified  then  at  

least  some  of  image's  statistical properties  may  deviate  from  a  norm.  Here  also  no  significant difference  

in  the  quality  of  the  cover  and  stego  image  were found.   We therefore conclude from the basic statistical 

test that there  is no evidence  from the current experiment  to suggest  that the  proposed  system  deteriorate  
the  quality  of  the  image.  The different tests conducted and there results are tabulated in table 1  
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Figure1: Original Image                   Figure2: Stego Image 
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Figure 3 : Histogram results 

 

 

 
 

 

 

 

Table 1  : Statistical results 

 
IV. Conclusion 

In    the    paper,    the    authors    have    introduced    a    new steganographic   encoding   scheme   

which   separates   the   colour channels of the windows bitmap images and then randomly hide messages  in  

the  LSB  of  one  component  of  the  chosen  pixel using polynomial where  the  colour  coefficients  of  the  

other  two  are  found  to  be equal to the keys selected.   

 

Test name Original image Stego image 

Mean 117.231369 117.231369 

Standard deviation 93.502419 93.502411 

Median 205.000000 205.000000 

Size 36636672.0000000 36636672.000000 
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 Abstract : This paper presents application of segmentation techniques on atherosclerosis images using 

various segmentation methods like Otsu thresholding, fuzzy C means, clustering algorithm and marker 

controlled watershed segmentation algorithm. Atherosclerosis is one of the causes of coronary heart disease 

(CHD). The proposed marker controlled watershed algorithm for medical image segmentation and analysis is 

very important because of its advantages, such as always being able to construct an entire division of the color 

image and prevent over segmentation as compared to conventional watershed algorithm. Paper finds Region of 

Interest (ROI) values of segmented image with proposed technique for coronary atherosclerosis. 

Keywords - Coronary heart disease (CHD), Clustering Image Segmentation Technique, Medical Image 

Segmentation, Fuzzy C means algorithm, Marker based Watershed Image Segmentation Technique. 

 

I. Introduction 
Image segmentation is a vital method for most medical image analysis tasks. Segmentation is an 

important process to extract information from complex medical images.  Image segmentation is a necessary 

preliminary step for any image analysis task. This process partitions an image into a number of constituting 

regions. Each partition region is homogeneous with respect to a given property, while the set including any two 

adjacent regions is not homogeneous. Watershed transformation (WT) [1] is a basic tool for image segmentation 
exploiting both region-based and edge-detection-based methodologies. Segmentation is accomplished by using 

the watershed [2] transformation, which provides a partition of the image into regions whose contours closely 

fit. The watershed transformation considers the gradient magnitude of an image as a topographic surface. Pixels 

having the highest gradient magnitude intensities (GMIs) correspond to watershed lines, which represent the 

region boundaries. Water placed on any pixel enclosed by a common watershed line flows downhill to a 

common local intensity minimum (LIM). Pixels draining to a common minimum form a catch basin, which 

represents a segment. Luc Vincent [3] presented a morphological grayscale reconstruction algorithm for image 

analysis. Serge Beucher [4] redefined hierarchical segmentation by means of a new algorithm called the 

waterfall algorithm. V. Grau [5] et al. presented an improvement to the watershed transform that enables the 

introduction of prior information in its calculation with the information via the use of a previous probability 

calculation. Hardening of the arteries, also called atherosclerosis, is a common disorder. It occurs when fat, 

cholesterol, and other substances build up in the walls of arteries and form hard structures called plaques. Over 
the course of years and decades, plaque build-up narrows patient‟s arteries and makes them stiffer. These 

changes make it harder for blood to flow through them. Coronary heart disease (CHD) is a narrowing of the 

small blood vessels that supply blood and oxygen to the heart. CHD is also called coronary artery disease. 

Coronary heart disease (CHD) is the leading cause of death in the United States for men and women. Coronary 

heart disease is caused by the build-up of plaque in the arteries to patient‟s heart. This may also be 

called hardening of the arteries. Atherosclerosis is a disease characterized by a deposit of plaque in an arterial 

wall over time. The disruption of an atherosclerotic plaque is considered to be the most frequent cause of heart 

attack and sudden cardiac death. Studying vulnerable plaques constitutes a major research area in the field of 

clinical and medical imaging. In order to track progression and regression during therapy of the atherosclerosis, 

the inner and outer borders of the arterial wall are extracted and the plaque area is identified in the region 

between these two borders. Atherosclerosis is an underlying cause of cardiovascular disease, which impacts the 
health of more than 30% of the U.S. population. Valerie Pazos et al. [6] presented research on mechanical 

characterization of atherosclerotic arteries.  Carotid atherosclerosis is a primary cause of transient ischemic 

attack and stroke. Accumulating evidence suggests that it is most likely not the size of the carotid atherosclerotic 

plaque nor the per cent stenosis of the carotid lumen that determines the risk for stroke. Rather plaque 

composition and activity are now thought to play central roles in determining the severity of the disease and the 

probability for plaque rupture [7]. Danijela et al. presented a method for carotid artery vessel wall segmentation 

in computed tomography angiography (CTA) data [8]. Gozde Unal et al. presented a shape-driven approach to 

segmentation of the arterial wall from intravascular ultrasound images in the rectangular domain [9]. Simon et 
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al. [10] presented a research paper on vulnerable atherosclerotic plaque elasticity reconstruction based on a 

segmentation-driven optimization procedure using strain measurements a theoretical framework approach.  

Definition: Atherosclerosis is defined by the WHO as variable combination of focal accumulation of lipids, 
complex carbohydrates, blood and its constituents, fibrous tissue and calcium deposits combined with its 

changes of the media. 

Atherosclerosis is thus a patchy, nodular type of arteriosclerosis. It is a process of hardening of the 

arteries [41]. A catheter is inserted (figure 5) through the patient‟s groin into an artery and pushed toward the 

distal end of the coronary arteries. Thereafter, the ultrasound transducer in the catheter is pulled back with 

constant speed. During the pullback, sequences of images are acquired. The lumen is the interior of the vessel, 

through which the blood flows. The intima is the innermost layer of an artery. It is made up of one layer of 

endothelial cells and is supported by an internal elastic intima. The endothelial cells are in direct contact with 

the blood flow. It is a fine, transparent, colorless structure that is highly elastic. The media is the middle layer of 

an artery, which is made up of smooth muscle cells and elastic tissue. The adventitia is the outermost layer of 

the blood vessel, surrounding the media. It is mainly composed of collagen. Extraction of the boundaries of the 
coronary arterial wall by segmenting the lumen and media adventitia contours is a first step in measuring 

quantities such as lumen diameter and plaque dimensions, and assessment of the atherosclerotic plaque. Manual 

segmentation and processing of the lumen contour and the media-adventitia contour is tedious, time-consuming, 

and susceptible to intra- and interobserver variability. Due to the high number of images, typically in the order 

of hundreds, automated segmentation of the arterial contours is an essential task. 

 Image segmentation algorithms are classified into two types, supervised and unsupervised. 

Unsupervised algorithms are fully automatic and partition the regions in feature space with high density. The 

different unsupervised algorithms are Feature-Space Based Techniques, Clustering (K-means algorithm, C-

means algorithm), Histogram thresholding, Image-Domain or Region Based Techniques (Split-and-merge 

techniques, Region growing techniques, Neural network based techniques, Edge Detection Technique), Fuzzy 

Techniques. The watershed segmentation technique has been widely used in medical image segmentation. 

Watershed transform is used to segment medical images. The method originated from mathematical morphology 
that deals with the topographic representation of an image. Neural Network based algorithm like Pulse Coupled 

Neural Network (PCNN) can be utilized as a supervised algorithm for image segmentation. 

Segmentation is often a critical step in image analysis. Microscope image components show great 

variability of shapes, sizes, intensities and textures. An inaccurate segmentation conditions the ulterior 

quantification and parameter measurement. The Watershed Transform is able to distinguish extremely complex 

objects and is easily adaptable to various kinds of images. The success of the Watershed Transform depends 

essentially on the existence of unequivocal markers for each of the objects of interest. The standard methods of 

marker detection are highly specific, they have a high computational cost and they determine markers in an 

effective but not automatic way when processing highly textured images. This paper implements segmentation 

techniques using Otsu thresholding method, Fuzzy C means level 0 and level 1 method, color clustering 

technique and proposed marker controlled watershed segmentation technique on atherosclerosis images. This 
proposed marker controlled watershed algorithm for medical image segmentation and analysis is very important 

and useful because of its advantages, such as always being able to construct an entire division of the color image 

and prevent over segmentation as compared to conventional watershed algorithm.  

Watersheds are one of the typical regions in the field of topography. A drop of the water falling it flows 

down until it reaches the bottom of the region. Monochrome image is considered to be a height surface in which 

high-altitude pixels correspond to ridges and low altitude pixels correspond to valleys. This suggestion says if 

we have a minima point, by falling water, region and the frontier can be achieved. Watershed uses image 

gradient to initial point and region can get by region growing. The accretion of water in the neighbourhood of 

local minima is called a catchment basin. Watershed refers to a ridge that divides areas shattered by different 

river systems. A catchment basin is the environmental area draining into a river or reservoir. If we consider that 

bright areas are high and dark areas are low, then it might look like the plane. With planes, it is natural to think 

in terms of catchment basins and watershed lines.  
An intangible water drop is placed at each untagged pixel. The drop moves to low amplitude neighbour 

until it reaches a tagged pixel and it assumes tag value. In flooding approach, intangible pixel holes are pierced 

at each local minima. The water enters the holes and takings to fill each catchment basin. If the basin is about to 

overflow, a dam is built on its neighbouring ridge line to the height of high altitude ridge point. These dam 

borders correspond to the watershed lines. Advantages of the watershed transform include the fact that it is a 

fast, simple and intuitive method. More importantly, it is able to produce an entire division of the image in 

separated regions even if the contrast is poor, thus there is no need to carry out any post processing work, such 

as contour joining. Its limitations will include over-segmentation and sensitivity to noise. There has also been an 

increasing interest in applying soft segmentation algorithms, where a pixel may be classified partially into 

multiple classes, for medical images segmentation. Clustering is a method of grouping a set of patterns into a 
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number of clusters such that similar patterns are assigned to one cluster. Each pattern can be represented by a 

vector having many attributes. Clustering technique is based on the computation of a measure of similarity or 

distance between the respective patterns. A cluster is a collection of objects which are similar between them and 
are dissimilar to the objects belonging to other clusters. Unlike classification, in which objects are assigned to 

predefined classes, clustering does not have any predefined classes. The main advantage of clustering is that 

interesting patterns and structures can be found directly from very large data sets with little or none of the 

background knowledge. The cluster results are subjective and implementation dependent. K-means clustering is 

a simple clustering method with low computational complexity. The clusters produced by K means clustering do 

not overlap. The Fuzzy C-means clustering algorithm is a soft segmentation method that has been used 

extensively for segmentation of medical images. In this work, we use K-means clustering and Fuzzy C-means 

Clustering methods exclusively to produce a segmentation of the image. In this research paper we implemented 

color clustering algorithm, Fuzzy C Means clustering as well as marker controlled watershed segmentation 

algorithm separately for medical image segmentation. The Clustering algorithms are unsupervised learning 

algorithms, while the marker controlled watershed segmentation algorithm makes use of automated thresholding 
on the gradient magnitude map and post-segmentation merging on the initial partitions to reduce the number of 

false edges and over-segmentation.  

Segmentation has wide application in medical field [11-15]. Having good segmentations will help 

clinicians and patients as they provide vital information for 3-D visualization, surgical planning and early 

disease recognition. Microscope image components show great variability of shapes, sizes, intensities and 

textures [16]. Moreover, during acquisition, it is necessary to establish a high number of parameters that result 

in the presence of noise, non-homogeneous illumination, fuzzy contours and low contrast. This characteristic 

results in an incorrect segmentation when applying conventional segmentation methods. Watershed Transform 

(WT) is a powerful morphological tool to segment texture images into regions of interest. This transform is 

adaptable to different types of images and capable of distinguishing extremely complex objects. The WT is a 

segmentation method based on regions, which classifies pixels according to their spatial proximity, the gradient 

of their gray levels and the homogeneity of their textures. To avoid over segmentation a single marker for each 
object of interest has to be selected [17].The selection of adequate markers on these kinds of images is a painful 

and sometimes fruitless task. Hence, the experienced observer defines markers in a semiautomatic way [18] [19] 

[20]. The automatic determination of markers is still a difficult goal to achieve. The current determination 

algorithms are highly dependent on the structure to be segmented [21] [22]. Moreover, they have a high 

computational cost and they determine markers in an effective but not automatic way when processing images 

[23]. 

The proposed algorithm uses, characteristics determined from the regions resulting from the over-

segmentation produced by the watershed transform (WT) through regional minima. WT markers are selected as 

the cluster that represents the objects of interest. Finally WT is applied again over these new markers allowing 

an effective and robust segmentation of images. In this way two stage marker controlled watershed method is 

implemented. 
 

II. Inputs, Methods And Results 

2.1. Input Images 
For this work, microscope images were used in order to evaluate the proposed algorithms due to the 

great difficulty that their segmentation presents. Cardiovascular microscopic images having atherosclerosis were 

used. In these images we need to segment the microscopic images in order to make a diagnosis. Image 

resolution is 3150 x 1446 pixels, 24 bpp. Figure 2(a) and 3(a) top original image is severe atherosclerosis of the 
aorta in which the atheromatous plaques have undergone ulceration along with formation of overlying mural 

thrombus. Figure 2(a) and 3(a) middle original image is coronary atherosclerosis with the complication of 

hemorrhage into atheromatous plaque, seen here in the center of the photograph. Such hemorrhage acutely may 

narrow the arterial lumen. Figure 2(a) and 3(a) bottom original image is Berkeley dataset image no. 317080, 

which is used here for algorithm validation. 

 

2.2 Inputs and Methods 
The proposed methodology is a two stage process. The first process uses WS to produce a primary 

segmentation of the input image, while the second process applies the marker controlled watershed 

segmentation algorithm to the primary segmentation to obtain the final segmentation map. Figure 1 describes 

block diagram of the proposed method. 
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Fig.1 Block diagram of proposed segmentation procedure 

 

2.2.1 Watershed Transformation Based Segmentation 
1)  Watershed Segmentation 

 Detecting Touching Objects is a challenging problem. Using Watershed Segmentation this problem 

can be solved. Here we used various morphological functions to perform marker-control watershed 

segmentation. A potent and flexible method for segmentation of objects with closed contours, where the 

extremities are expressed as ridges is the Marker-Controlled Watershed Segmentation. In Watershed 

Segmentation, the Marker Image used is a binary Image comprising of either single marker points or larger 
marker regions. In this, each connected marker is allocated inside an object of interest. Every specific watershed 

region has a one-to-one relation with each initial marker; hence the final number of watershed regions 

determines the number of markers. Post Segmentation, each object is separated from its neighbours as the 

boundaries of the watershed regions are arranged on the desired ridges. The markers can be manually or 

automatically selected, automatically generated markers being generally preferred. A solution to limit the 

number of regional minima is to use markers to specify the only allowed regional minima. The watershed 

transformation is a powerful tool for image segmentation. The segmentation of images by means of the 

watershed transform and the use of markers have many advantages: 1] the watershed transform provides closed 

contours by construction. 2] It avoids severe over-segmentation. In watershed segmentation topographic 

interpretation, there are 3 types of points: 1) Points belonging to a regional minimum 2) Points at which a drop 

of water would fall to a single minimum (The catchment basin or watershed of that minimum.) 3) Points at 
which a drop of water would be equally likely to fall to more than one minimum. (The divide lines or watershed 

lines.) The elements labelled 1 belong to the first watershed region, the elements labelled 2 belong to the second 

watershed region, and so on.  If the elements labelled 0 do not belong to a unique watershed region. These are 

called watershed pixels. 8-connected neighbourhoods are used for watershed implementation. 

A gray scale image can be interpreted as the topographic image of land relief. It can be indicated that 

the gray intensities of higher amplitude correspond to plains and mountains and the lower intensity ones 

correspond to valleys and rivers [24] [25]. Using the characteristics of these images we define a technique of 

digital image processing called Watershed Transform (WT), which through the flooding of the valleys, is 

capable of recognizing similar topographical areas, surrounded by mountain ridges. The WT is a segmentation 

method based on regions, which classifies pixels according to their spatial proximity, the gradient of their gray 

levels and the homogeneity of their textures [26] [27]. With the objective of segmenting an image in gray levels, 

prior to the application of the WT, a gradient image must be obtained, where the levels of the contours of the 
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objects to be segmented represent an area of elevated gray intensity. The areas of low intensity give way to the 

basins where the water would flow and flood the topography of the image. The elevations in gray levels 

generated by the contours would remain and give way to the segmentation of the image through the resulting 
watershed lines [17] [26]. Mathematical morphology allows us to obtain a gradient which is highly adaptable to 

different kinds of images with a higher precision than conventional algorithms. In this paper we used the 

morphological gradient to obtain the intermediate image before applying the WT [28] [29]. 

The classic WT floods the gradient image from its regional minima. In non-homogeneous or noise 

embedded images there is not a one to one relation between regional minima and objects of interest. This results 

in an over segmentation in the majority of images, in other words, after WT each of the objects is represented by 

more than one region [17-19] [26] [30]. To avoid this over segmentation we resort to the selection of a single 

marker for each object of interest. Theses markers or seeds initiate the flooding algorithms indicating the sector 

that gives rise to the basins. Based on these characteristics we can conclude that the success of the WT depends 

mainly upon the characteristics of the markers. 

 

2.2.2 Fuzzy C-means algorithm 
Fuzzy C-M clustering [31] (FCM), also called as ISODATA, is a data clustering method in which each 

data point belongs to a cluster to a degree specified by a membership value. FCM is used in many applications 

like pattern recognition, classification, and image segmentation. FCM [32] divides a collection of n vectors c 

fuzzy groups and finds a cluster centre in each group such that a cost function of dissimilarity measure is 

minimized. FCM [33] uses fuzzy partitioning such that a given data point can belong to several groups with the 

degree of belongingness specified by membership values between 0 and 1. This algorithm is simply an iterated 

procedure. The algorithm is given below:  

1] Initialize the membership matrix U  with random values between 0 and 1. 

2] Calculates C  fuzzy cluster center iC
, i = 1, 2,… C ., using the following equation: 
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3] Compute the cost by following equation. Stop when it is below a certain threshold or it improves 

over previous iteration.  
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4] Compute a new U by the equation. Go to step 2. 
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There is no guarantee ensures that FCM [34] converges to an optimum solution. The performance is 

based on the initial cluster centers. FCM also suffers from the presence of outliers and noise and it is difficult to 

identify the initial partitions. 

 

2.2.3 Color Cluster segmentation 
We also implemented color cluster segmentation algorithm. Features extracted from over segmentation 

resulting regions, after applying WT from its regional minima, are used as input to a clustering algorithm [23] 

[35]. There are different methods that group these regions to segment images; however none uses them to obtain 

the markers for the WT [36]. The basis for the development of this algorithm was to reduce the sensitivity of the 

algorithm to noise and irrelevant objects and to increase its robustness to process medical images with different 
features. We used two clustering algorithms. First the k means algorithm was used [22] [25] [37]. This 

unsupervised algorithm requires the specification of the number of classes in which the data set is going to be 

partitioned. To each class there is a corresponding cluster centre so that the distance of each pattern to its center 
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is minimal. The partition is done by measuring, in an iterative process, the distance between each pattern to its 

cluster center, and computing again the centres until there is no change. In a second stage the fuzzy k-means 

algorithm was used [21] [25]. This algorithm is based on fuzzy logic and assigns to each pattern a level of 
belonging to each class instead of offering a unique aggrupation of them. 

Different regions are obtained by applying the WT to the original image. The mean and standard 

deviation of each region characterize different components in the images. The k-means algorithm applied to the 

features in those regions determined effectively the internal markers of the objects. The fuzzy k-means did not 

classify correctly the markers of any kind of regions. We applied morphological operators to the class that 

represents the objects to generate the internal markers. The markers of the background, external markers, were 

obtained eroding the internal markers complements. This procedure resulted in adequate segmentations when 

internal markers sizes are similar to the size of the objects. The gradient of the medical images does not have a 

visible contrast, making it difficult to apply the flooding algorithms. The method based on clustering is 

malleable and can be applied to all kinds of images. Consequently, by obtaining internal and external markers of 

a considerable size the results were improved. These properties of the markers were attained due to the use of 
the algorithm developed from the over segmentation. 

 

2.2.4 K-means algorithm 

K-means algorithm [31] is under the category of Squared Error-Based Clustering (Vector Quantization) 

and it is also under the category of crisp clustering or hard clustering. K-means algorithm is very simple and can 

be easily implemented in solving many practical problems. K-Means is ideally suitable for biomedical image 

segmentation since the number of clusters (k) is usually known for images of particular regions of human 

anatomy. Steps of the K-means algorithm are given below: 

 
1) Choose k cluster centers to coincide with k randomly chosen patterns inside the hyper volume 

containing the pattern set (C). 

2) Assign each pattern to the closest cluster center. i.e. ( iC
, i=1, 2…C) 

3) Recomputed the cluster centers using the current cluster memberships. (U): 
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5) If convergence criterion is not met, go to step 2 with new cluster centers by the following equation, i.e. 

minimal decrease in squared error: 
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The performance of the K-means algorithm depends on the initial positions of the cluster centers.  

This is an inherently iterative algorithm. And also there is no guarantee about the convergence towards 

an optimum solution. The convergence centroids vary with different initial points. It is also sensitive to noise 

and outliers. It is only based on numerical variables. Coronary atherosclerosis images were processed with a 

clustering algorithm. Figure 2(e) shows the images resulting from the application of the clustering algorithm and 

figure 3(e) shows corresponding cluster plots. The Atherosclerosis images successful segmentation can be seen. 

 

2.2.5 Watershed Transform based algorithm: 
Step 1  Application of the WT using the regional minima as markers. The result is a matrix that assigns a label 

to each pixel indicating the regional minima to which it belongs. 

Step 2  The regions resulting from the WT are analysed to obtain features from each one of them to distinguish 

the objects of interest based on their texture. Mean and standard deviation are computed from the 

intensities that are found inside the regions. 

Step 3  The features vectors are used as input for the k-means algorithm.  

Step 4  An image is obtained with only the class that distinguishes the objects of interest.  

Step 5  Application of the morphological opening and closing operators on the markers to obtain the object 

markers, or internal markers [28] [29]. These operators join adjacent regions because they correspond 
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to the same object and eliminate regions that do not belong to the wanted objects. The previous result is 

slightly eroded to eliminate the regions that belong to the possible borders of the objects. As a final 

result we obtain the image that is to be used as the internal marker for the WT.  
Step 6  Application of the morphological erosion to the complement of the internal markers, to obtain the 

background markers, or external markers.  

Step 7  Application of WT using the internal and external markers computed in the previous steps, over the 

morphological gradient of the original image. 

 

2.2.6 Proposed Marker Controlled Watershed Segmentation algorithm: 
 Segmentation using the watershed transforms works well if you can identify, or mark, foreground 

objects and background locations. The gradient magnitude of the primary segmentation is obtained by applying 

the Sobel operator. The Canny edge detector was also experimented on, but it was found that the results 
obtained by both methods are comparable. Hence, we decided on the Sobel filter as the Canny edge detector has 

higher complexity. In addition, the Sobel filter has the advantage of providing both a differencing and 

smoothing effect. Marker controlled watershed segmentation follows this basic procedure:  

1)  Compute a segmentation function. This is an image whose dark regions are the objects we are trying to 

segment. 

2)  Compute foreground markers. These are connected blobs of pixels within each of the objects. 

3)  Compute background markers. These are pixels that are not part of any object. 

4)  Modify the segmentation function so that it only has minima at the foreground and background marker 

locations. 

5)  Compute the watershed transform of the modified segmentation function. Finally the WT was applied to the 

gradient image of the original image using the markers obtained in the previous steps. It was not possible to 
obtain this result with other conventional methods of image segmentation. 

Openings with structuring elements of 3x3 pixels were applied, obtaining unequivocal and 

homogeneous internal markers for each one of the objects of interest. To apply the WT it is necessary to mark 

not only the objects but also the background. We need to define the internal markers for the objects of interest as 

well as the external markers. The latter ones were obtained through the morphological erosion of the 

complement of the internal markers. To obtain the object markers, or internal markers, morphological opening 

and closing operators are applied. These unite the adjacent regions that correspond to the same object and 

eliminate the regions that do not belong to the wanted objects. Then the result is eroded to eliminate the regions 

that belong to the possible borders of the objects. As a result the internal markers for the WT are obtained. The 

background markers or external markers are obtained eroding the complement to the internal markers. Finally, 

the WT is again calculated with the internal and external markers previously determined and the morphological 

gradient of the original image. Figure 3(c) shows the resulting segmentation. Medical images were successfully 
segmented. It was possible to analyse atherosclerosis images that could not be segmented with other algorithms 

of marker detection. The morphological operations and WT have a minimal computational cost. The error of the 

algorithms can be determined by a parameter μ based on the symmetrical distance and the Hausdorff distance 

[38].  

Segmentation using the watershed transforms works well if we can identify, or "mark," foreground 

objects and background locations. Marker-controlled watershed segmentation (figure 6) follows this basic 

procedure:  

Step 1: Read in the original color microscopic images of coronary artery and convert it to grayscale. 

Step 2: Use the gradient magnitude as the segmentation function. Compute a segmentation function. Input 

various microscopic images whose regions are the objects to be segmented. The gradient is high at the borders 

of the objects and low (mostly) inside the objects. Gradient can be computed by  

2 2

x yGradmag I I 
 . The 

watershed transform directly on the gradient magnitude will generate “over segmentation”, so markers are 
introduced in the image. 

Step 3: Mark the foreground objects. These are connected blobs of pixels within each of the objects. The 

foreground markers, which must be connected blobs of pixels inside each of the foreground objects. Here we 

used morphological techniques called "opening-by-reconstruction" and "closing-by-reconstruction". These 

operations will create flat maxima inside each object. Opening is erosion followed by dilation, while opening-

by-reconstruction is erosion followed by a morphological reconstruction. To obtain good foreground markers, 

reconstruction-based opening and closing are more effective than standard opening and closing at removing 

small imperfections without affecting the overall shapes of the objects, for that compute the regional maxima. 

Ideally we don't want the background markers to be too close to the edges of the objects we are trying to 

segment. We'll "thin" the background by computing the "skeleton by influence zones". This can be done by 
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computing the watershed transform of the distance transform of black and white image, and then looking for the 

watershed ridge lines (ideally zero) of the result. 

Step 4: Compute background markers. These are pixels that are not part of any object. The markers of the 
background or external markers were obtained by morphological erosion of the internal markers complements. 

This procedure resulted in adequate segmentations when the internal markers and the objects of interest are of 

similar size.  Perform minima imposition through morphological reconstruction by erosion of 
( 1) )g mf f 

 

from mf  which can be written by 
( 1)min ( )

f fg m

E

g mf R f
 


 so that markers are only at the single minima (figure 

1(a)). Thus we obtain automatic selection of markers. Where, gf
 = gradient image having many local minima; 

mf  = marker image; 
ER  = Region created through morphological reconstruction by erosion; mingf  = single 

global minimum morphological reconstruction. 

Step 5: Modify the segmentation function so that it only has minima at the foreground and background marker 

locations. Here, modify the gradient magnitude image, so that its only regional minima occur at foreground and 
background marker pixels. 

Step 6: Compute the watershed transform (second time) of the modified segmentation function. In this 

application on microscopic images of coronary arteries, we have applied two stage watershed algorithms to take 

care for over segmentation.  

Step 7: Obtained threshold image. Here threshold selected for the skeleton of the image. 

Step 8: Representation and Visualization of the results in form of color watershed. For better interpretation of 

results, one visualization technique is to superimpose the foreground markers, background markers, and 

segmented object boundaries on the original image.  

Step 9: To help interpret the result, superimpose the color segmented image on the original image. 

The intuitive idea underlying the notion of watershed comes from the field of topography: a drop of 

water falling down on a topographic surface follows a descending path and reaches a regional minimum area. 
The watershed may be thought of as the separating lines of the domain of attraction of drops of water.  

The regions of a watershed, also called catchment basins, are associated with the regional minima of 

the map. In other words, each catchment basin contains a unique regional minimum, and conversely, each 

regional minimum is included in a unique catchment basin: the regions of the watershed are the connected 

components of an extension relative to the minima. They are separated by a set of edges from which a drop of 

water can flow down towards different minima. 

 

2.2.7 Assessment parameters: 
A] The structural similarity (SSIM) index [39] is a method for measuring the similarity between 

two images. The SSIM index is a full reference metric, in other words, the measuring of image quality based on 

an initial uncompressed or distortion-free image as reference. SSIM is designed to improve on traditional 

methods like peak signal-to-noise ratio (PSNR) and mean squared error (MSE), which have proved to be 

inconsistent with human eye perception. 

The SSIM metric is calculated on various windows of an image. The measure between two 

windows x and y of common size N×N is: 
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x   The average of x ; 

y  The average of 
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 two variables to stabilize the division with weak denominator; 
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L  The dynamic range of the pixel-values (typically this is 
#2 1bitsperpixel  ); 

1 0.01k 
 and 2 0.03k 

  by default. 
 

In order to evaluate the image quality this formula is applied only on luma. The resultant SSIM index is 

a decimal value between -1 and 1, and value 1 is only reachable in the case of two identical sets of data. 

B] The universal image quality index (UIQI or Q) which measures the distortion between two 

images. The dynamic range of Q is between -1 and 1, the best value of Q = 1 is achieved if and only if the two 

images are equal. Higher the Q values, the less will be the distortion between the original and the processed 

image. 

 

III. Results and Discussion 
We implemented these algorithms on a 64 bit operating system Window 7(Ultimate), Mat Lab 7.11.0 

(R2010b) [40] (Intel Core i5 3.6 GHz and 4GB RAM). In this research paper, we compared results of Otsu 

thresholding, Fuzzy C-means clustering, K-means clustering and marker controlled watershed algorithm. And 

also we showed that our proposed method produced segmentation maps which gave fewer partitions than the 

segmentation maps produced by the conservative watershed algorithm. 

 

    
  Threshold level T=0.356863 T=0.2333  T=0.609804 

     
   T=0.521569  T=0.319608  T=0.641176 

 (a)   (b)       (c)   (d)        (e)  
Fig. 2 Results of Otsu, FCM0 level, FCM1 level  and Color Clustering (CC) Segmentation Techniques 

(a) Original images of Atherosclerosis, Coronary Atherosclerosis (b) Results of Otsu Thresholding method (c) 

Results of Fuzzy C Means level 0 method (d) Results of Fuzzy C Means level 1 method (e) Segmentation result 

of CC technique. 

    

     
(a)   (b)       (c)   (d)         (e)  

Fig. 3 Results of proposed marker control Watershed (MCWS) Segmentation Technique (a) Original 
images of Atherosclerosis, Coronary Atherosclerosis (b) Gradient magnitude of original image of figure 3(a) 

with MCWS (c) Colored segmentation using MCWS (d) Colored segmentation superimposed on original image 

of figure 3(a) (e) Graph using CC technique. 

 

TABLE 1:  Formulas for assessment parameters 

Name of 

Parameters 
Formulas 

Ideal or Desired 

Value 

Mean Square Error 
2

,,

1 1

1
( )

M N

m nm n

m n

MSE x x
MN  

   Lower 
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TABLE 2: Results of segmented image of Atherosclerosis figure 3(c) upper with assessment parameters 

Sr.

No. 
Methods MSE PSNR NAE STD CoV UIQI 

Corr 

Coeff 
SSIM 

1 MCWS 
5709.3 

 
10.5650 

 
0.8573 

 
71.0361 

 
2207.9 

 
0.4539 

 
0.4876 

 
0.4570 

 

2 Otsu 
6204.9 

 

10.2034 

 

0.8135 

 

120.7704 6764.3 

 
0.6770 0.8792 

 
0.6778 

 

3 FCM0 
15290 

 

6.2867 

 

1.3402 

 

119.8344 5236 

 

0.4299 

 

0.6859 

 

0.4309 

 

4 FCM1 
5549 10.6887 0.7784 

 

79.2966 

 

3187.4 

 

0.4607 0.6310 

 

0.4624 

 

 

TABLE 3: Results of segmented image of Coronary atherosclerosis figure 3(c) lower with assessment 

parameters 

Sr.

No. 
Methods MSE PSNR NAE STD CoV UIQI 

Corr 

Coeff 
SSIM 

1 MCWS 
4253.4 

 
11.8434 

 
0.4389 

 
53.8765 

 
537.5480 

 
0.2683 

 
0.3435 

 
0.2785 

 

2 CCT 
9632.1 

 
8.2936 

 
0.5338 58.7586 

 
-430.4538 

 
-0.1560 

 
-0.2522 

 
-0.1435 

 

3 Otsu 
9363.1 

 
8.4166 

 
0.7129 

 
114.3957 

 
2430.9 

 
0.3455 

 
0.7324 

 
0.3482 

 

4 FCM0 
15604 

 
6.1984 

 
0.9415 

 
42.7048 

 
346.7194 0.2139 0.2798 

 
0.2269 

 

5 FCM1 
14703 

 
6.4567 

 
0.9037 

 
71.2572 602.0788 

 
0.0860 

 
0.2912 

 
0.0894 

 

 

Abbreviations: MCWS=Marker Control Watershed Segmentation method; Otsu= Otsu Thresholding 

method; CCT=Color Clustering Technique;  FCM0=FCM 0 level method; FCM1=FCM 1 level method; 

MSE=Mean Square Error; PSNR=Peak Signal to Noise Ratio; NCC=Normalized Cross Correlation; AD= 

Average Difference; SC=Structural Content; NAE= Normalized Absolute Error; STD=Standard Deviation; 
CoV= Covariance; UIQI=Universal Image Quality Index; Corr Coeff = Correlation Coefficient; SSI=Structural 

Similarity Index Matrix. 

 
Figure 4 Region of interest of segmented image with proposed technique for coronary atherosclerosis 

with the complication of hemorrhage into atheromatous plaque. 
 

Peak Signal to 
Noise Ratio 

2 2(2 1) 255
10log 10log

n

PSNR
MSE MSE


   Higher 

Normalized 
Absolute Error ,, ,

1 1 1 1
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Figure 5: Insertion of Catheter in coronary arteries to remove plaque [41]. 

 

We applied our proposed methodologies of K Means clustering, Fuzzy C-means clustering and marker 

controlled watershed algorithm to medical images of the atherosclerosis images and obtained general 

segmentation maps of them. Fig. 2 shows the results of Otsu, FCM0 level, FCM1 level and Color Clustering 

(CC) Segmentation Techniques. Fig. 2 (a) is the original images of Atherosclerosis of aorta and Coronary 

Atherosclerosis. Fig. 2 (b-e) shows the results of Otsu thresholding method, results of fuzzy C means level 0 

methods, and results of fuzzy C means level 1 method and segmentation result of CC technique respectively. 

Otsu, FCM0 level, FCM1 level and Color Clustering (CC) Segmentation Techniques are considered for 

comparisons because those methods provide segmentation results which are visually and quantitative way 
comparable with our proposed segmentation technique MCWS.   

 
Figure 6: Representation of proposed watershed transformation in two dimensions 
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TABLE 4: Values for Region of Interest of segmented image of figure 4 

Image Area Mean StdDev Perim. Circ. Feret IntDen Skew Kurt 

Fig 

3(d) 

lower 

1.7

66 

86.67

7 

25.31

3 
8.524 

0.3

05 

2.9

38 

153.0

77 

0.65

2 

1.17

5 

Abbreviations: StdDev=Standard Deviation; Perim. =Perimeter; Circ=Circularity; IntDen=Integrated 
Density; Skew=Skewness; Kurt= Kurtosis. 

 

Fig. 3 shows the results of proposed marker control Watershed (MCWS) Segmentation Technique. Fig. 

3 (a) is the original images of Atherosclerosis of aorta and Coronary Atherosclerosis. Fig. 3 (b-e) represent the 

gradient magnitude of original image of figure 3(a) with MCWS , colored segmentation using MCWS , colored 

segmentation superimposed on original image of figure 3(a) and Graph using CC technique respectively. Table 

1 represents the formulas for assessment parameters and mention about what should be their ideal values.  

Table 2, 3 and 4 show the segmentation results. Ideally error should be small. So MSE and NAE values 

should be smaller, which are obtained through proposed MCWS algorithm. A higher value of PSNR is better, 

which is also obtained by proposed algorithm. Standard deviation and Co variance should be lower value, which 

is also good for proposed algorithm.      As seen from table 2, for Atherosclerosis image using marker controlled 
WS(MCWS) method, the values of MSE=5709.3, PSNR=10.5650, STD=71.0361 and CoV=2207.9 which are 

best as compared to Otsu method and Fuzzy C means. It can be observed in table 2, that the values of UIQI=

 0.6770, Corr Coeff = 0.8792 and SSI= 0.6778 parameters are best for atherosclerosis image using Otsu 

method among all methods. As seen from table 3, for Coronary Atherosclerosis image using marker controlled 

WS(MCWS) method, the values of MSE=4253.4, PSNR=11.8434, NAE=0.4389 and STD=53.8765, which are 

best as compared to Otsu method and Fuzzy C means. Results of Coronary atherosclerosis of FCM0 method for 

STD = 42.7048 which is on gray image, while MCWS results are on color images. As seen from table 2 and 

table 3, the values of UIQI (range -1 to 1) and SSI(range -1 to 1) are better for Otsu thresholding technique for 

all images i.e. atherosclerosis, coronary atherosclerosis, which proves the consistency of all algorithms. Values 

toward 1 are better. Here, it is observed that MCWS algorithm gives results in form of color segmentation and 

provides better results for majority of assessment parameters. TABLE 4 represents the values for Region of 

Interest (ROI) of segmented image of figure 3(d) lower image, which is coronary atherosclerosis with the 
complication of hemorrhage into atheromatous plaque. We evaluated the performance of our proposed 

methodologies by comparing them with conservative watershed algorithm. The use of marker controlled 

watershed segmentation algorithm had achieved the objective of reducing the problem of over segmentation 

when applied to atherosclerosis images. 

 

IV. Conclusion 
This paper presents, application of Segmentation Techniques on Atherosclerosis Images using Otsu 

thresholding method, Fuzzy C means level 0, Fuzzy C means level 1, color clustering algorithm and with 

marker controlled watershed algorithm. Marker controlled watershed algorithm gave better segmentation than 
all other algorithms. By reducing the amount of over segmentation, we obtained a segmentation map which is 

more diplomats of the several anatomies in the medical images. It addressed the limitations of the conservative 

watershed algorithm, which included over segmentation. Comparing with the algorithm based on fuzzy logic, 

clustering is not only automatic but it is also able to segment the atherosclerosis images with a lower error. The 

marker controlled watershed algorithm presents smaller computational costs than the algorithm based on 

clustering. With our proposed algorithm we obtained desired values for various assessment parameters. Here 

with proposed algorithm, we obtained MSE and NAE values lower, PSNR values higher. Deviation and 

Variance of pixels for segmentation results are less. UIQI and SSIM values are sufficiently moderate. Finally, 

values for Region of Interest of resultant segmented image using proposed MCWS method are computed and 

presented in table 4 from which severity of atherosclerosis can be determine. 
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Abstract: When the real-time signal processing is required pipelined FFT is the suitable option because of its 

high throughput and low power demands. A number of FFT architectures are there. Radix-4 single delay 

commutator (R4SDC) architecture is researched in this paper. R4SDC is the most popular pipeline FFT 

architectures, because of its efficient use of butterflies and multipliers. 

In this a low power technique for the pipeline FFT architecture is discussed. In this, Conventional 
R4SDC architecture, complex multiplier, and multiplier-less architecture based on common sub-expression 

technique are implemented and compared for 16, 64 and 256-point FFT architectures. A new type of multiplier 

algorithm called Multiplier-less architecture is implemented and compared with the carry save array, Wallace 

and Conventional complex multiplier (NBW). 

 

I. Conventional R4SDC FFT Architecture 
R4SDC was first proposed in [1], a brief introduction is given in Chapter-4. Each stage in R4SDC 

includes a complex multipliers and a full radix-4 butterfly. The R4SDC architecture can be directly interfaced to 

a sequential word input without the requirement for input buffers. [1]. A 16-point pipeline FFT processor is 

shown in Figure 1. Equation 1 defines computation for the first stage [1]. 

                                          r1-1 

              x1(q1,m1) = WN
 Q

1
m

1  Σ      WN1
  pm

1
 x1(N1p+q1)                                                 (1)                                                                                                       

                                                p=0 

Equation 5.2 defines the computation for the final stage.   

 

                                                            rv-1       Qv-1 

X(r1r2…rv-1mv + …… + r1m2 + m1) = Σ        Wrv    xv-1 (qv-1, mv-1)                                                     (2) 

                                                            qv-1 =0 

 

Equation 5.3 defines the computation for the intermediate stages: [Ref.[20]]. 

 

                                               qtmt         rt-1        pmt 

                   xt(qt,mt) = WNt-1    Σ      Wrt         xt-1(Ntp+qt mt-1)                                                (3) 
                                                p=0 

  

Where for both the equation 5.2 and 5.3, , 2 t v 1, 0  mt ri-1  , 0  qi N-1 and 2 i 
v 
 

 
Figure 1: 16-point pipelineR4SDC processor architecture. 

 

Butterfly: 

The butterfly element performs the summation in Equation 1, 2 and 3. The summations can be replaced 

by six programmable adder/subtractors with the control circuits, as shown in Figure 2. Three complex 

adder/subtractors (each comprising of a real and an imaginary element) are used instead of eight complex 

adders. Control signal, stored in ROM unit selects the data fed into add/subs modules, according to the value of 

mt. This butterfly architecture generates N outputs consecutively in N word cycles, compared to the R4MDC 

butterfly which generates N outputs in N/4 word cycles, with N/3 word cycles idle. [1]. 
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Figure 2: Conventional butterfly architecture for stage t in R4SDC pipelined FFT. 

[1] 

Conventional Complex Multiplier 

In [Ref 8],a conventional complex multiplier accepts two complex inputs namely data (Xr + jXi) and 

coefficient (Wr + jWi) and produces a complex output (XOr + jXOi). It is constructed by using four real 

multipliers along an adder and a subtractor. The outputs and inputs are of the complex multiplier are related as:  

XOr=(XrWr – XiWi ) 

XOi=(XiWr – XrWi ) 

 

 The complex multiplier is shown in Figure 3. The product of the for real multipliers are truncated from 32 bits 

to 16 bits. The reduced precision achieves significant saving on hardware implementation, with acceptable error. 
 

 
Figure 3: The block diagram of the Conventional Complex Multiplier.[2] 

 

5.1.3 Commutator Architecture 

In [9], the commutator architecture is conventional R4SDC FFTs is based on the Shift register  

architecture (SR) discussed in section 3.2, Chapter-3. Block diagram of the SR architecture is shown in Figure 4.   
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Figure 4: General commutator architecture for the radix-4 pipeline FFT processor.[9] 

 

II. Methodology: Ordered R4SDC FFT Architecture 
In this approach coefficient are reordered to save the power consumption by reducing the switching 

activity between the successive coefficients fed into the complex multiplier. Coefficients are ordered offline. 

Corresponding to the coefficient ordering, input is also ordered same as to make it Decimation in frequency 

algorithm and also to reduce the switching activity. 

 

 
Figure5: 16-point ordered R4SDC pipelined FFT architecture [9]. R – RAM 

 

The coefficients are reordered in order to minimize switching activity between successive coefficients 

by minimizing the hamming distance for each coefficient transition. The hamming distance is defined as the 

number of 1’s of the XOR operation between two binary coefficients. Both original coefficient sequence and 

ordered coefficient sequence are encoded with the 16 bit fix point. The switching activity is accumulated by 

XOR the present coefficient by the previous coefficient sequence. To develop the minimum switching 

activity,we have developed the transition matrix of the hamming distance beween each coefficient as shown in 

table. 

 

Our approach involves ordering the coefficient sequence so as to minimize swithing activity between 

successive coefficients fed to the multiplier for stage 1 of q 16-point FFT as listed in table 1. 
 

Table 1 

The transition matrix of switching activity 

between each two coefficient with 16 word length 

 W0 W1 W2 W3 W4 W6 W9 

W0 0 15 17 19 3 21 13 

W1 15 0 14 16 12 20 24 

W2 17 14 0 14 14 16 14 

W3 19 16 14 0 16 12 18 

W4 3 12 14 16 0 20 16 

W6 21 20 16 12 20 0 16 

W9 13 24 14 18 16 16 0 

 

From this transition matrix, we can arrange the twiddle factor in order to minimize the switching 

activity easily. The Coefficients are ordered so as to minimize switching activity between successive 

coefficients by minimizing the hamming distance between them.The ordered coefficient set is obtained by first 

arranging only imaginary part of the coefficient set on the basis of Hamming distance. It is followed by picking 
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up the corresponding real part of the coefficient or its two’s complement depending upon the hamming distance 

with respect to the previously arranged real part. 

The design complexity of ordered FFT and the size of the additional RAM increases as the size of the 

additional RAM increase as the size of the FFTs increases. Hence the reordering technique is suitable for stage-

1 of a 16-point radix-4 FFT processor due to the need of restoring data ordering for the following stage. 

 

Complex Multiplication 
First, we discuss the implementations of  complex multiplications with real multiplication.The product 

of complex numbers,X=A+jB and Y=C+jD is (A+jB)(C+jD)=(AC-BD)+j(AD+BC). The direct computations of 

complex multiplications requires four real multiplications and two two additions and thus requires large chip 

area and power consumption. 

 

Another method to compute a complex multiplications is to modify the original computation is to 

modify  the original computation as follows. 

 

  
Figure 6  Multiplierless architecture for complex multiplier [9]. 

 

Butterfly Architecture: The most important element in FFT processor is a butterfly structure. It 

takes two signed fixed-point data from memory register and computes the FFT algorithm. The output results are 

written back in same memory location as the previous input stored. This method is called in-placement memory 
storage whereby it can reduce the hardware utilization. The butterfly architecture is shown in Fig. 6. The adder 

sums the input before being multiplied by the twiddle factor. The multiplier forms the partial product of the 

complex multiplication and produce two times bigger then input bit. Shift register would shift the bits to avoid 

overflow issue. Output of this butterfly would be kept in the register for the subsequent stage. 

 
Figure 7 Butterfly architecture 

 

III. Results: 
 The results are compared with the different FFT architecture implementations  In this, as per the 

project requirements, Conventional 16-point and Scheme I 16-point FFT architectural implementation are 

discussed with the area and power calculations. All the other proposed architectural implementations and results   
are discussed briefly. 

The 16-point R4SDC is synthesised at 16ns clock cycle, using the Cadence RTL Compiler targeted at 

0.18 CMOS technology library. Power evaluations were carried out, using Cadence RTL compiler, at 16ns 

clock cycle for 16-point FFT. Table 5 and 6 provide information about the main modules for each 

implementation. 

 

 

 



Low Power R4sdc Pipelined Fft Processor Architecture 

www.iosrjournals.org                                                             72 | Page 

IV. Simulation Results 
 

Analysis :  

Commutator converts serial input to parallel output so that butterfly can receive these outputs at different clock 
with Nt  delays. 

 

Figure 8:Commutator 

 
 

Analysis 
The butterfly element is used to perform addition and subtraction. It accepts four input and produces four 

output.Here xre0,xre1,xre2,xre3,xim0,xim1,xim2,xim3 are the inputs and 

yre0,yre1,yre2,yre3,yim0,yim1,yim2,yim3 are the outputs. 

 

Figure 9:  Radix-4 FFT 

 
 

Analysis 
Complex multiplier multiplier accepts two complex inputs namely data (Xr + jXi) and coefficient (Wr + jWi) and 

produces a complex output (XOr + jXOi). It is constructed by using four real multipliers along an adder and a 

subtractor. 

 

Figure 10: Complex Multiplier 
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Analysis 
The pipelined FFT Processor accepts serial input and produces the output depending upon the applied 

clock. The input is 32 bit complex data and output is 32 bit complex data. For easy understanding all the inputs 

and the outputs are shown. 

 

Figure 11: Inputs for pipelined  FFT 

 
 

Analysis 
The output is 32 bit complex data. Commutator accepts serial input and produces the parallel output with Nt 

delays. The size of commutator is 3N/2.so the output is delayed by 3N/2 bits. 

 

Figure 12 outputs for pipelined  FFT 

 
 

The graphical power and area comparison between the all the 5 architectures is shown in Figure 10 and 11. 
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Figure 13: Power reduction of Ordered and Scheme I-III relative to ordinary FFT 

  
Figure 14:  Area of Conventional FFT, Ordered FFT and Scheme I-III 

 

This comparison result gives us very brief and concise information that which architectural combination is best 

for the design? As can bee seen by the figures above the scheme III outperforms all the other architectures both 

in power and area. So in respect with the above comparisons results we will compare the area and power for our 

designed architectures. 

The comparative power and area results are shown in Figure 5.13 and 5.14 respectively. Clearly, for the scheme 

II-III for the 16-point FFT, the best possible power savings results are achieved.                                                                          

 

Table 2 

 
16 point FFT 

Slack Time  
        (ns) 

Conventional  7.89 

Scheme II 7.6 

Scheme III 0.049 

   

Timing Analysis for 16-point R4SDC FFT. 

 

V. Summary. 
In this work, we have discussed low power design techniques for multiplier and butterfly units. Based 

on the combination of the above two low power techniques with the ordered commutator architecture proposed 

in Chapter-4, low power 16-point R4SDC FFT architecture is implemented. Power and area parameters are 

calculated and discussed in the end of the chapter.  

The multiplier-less architecture can also be utilised in the long FFTs, but where the area reduction is a 
major constraint, with a slight expense of power Scheme I or NBW type conventional multiplier can be used. 
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Abstract : This paper is related to the development of an innovative multimodal biometric identification 

system. Unimodal biometric systems often face significant limitations due to sensitivity to noise intraclass 

variability and other factors. Multimodal biometric identification systems aim to fuse two or more physical or 

behavioral traits to provide optimal False Acceptance Rate (FAR) and False Rejection Rate (FRR), thus 

improving system accuracy and dependability. In greater detail, a Multimodal Biometric Identification System 

Based On Iris & Fingerprint. Both biometric traits (Iris & Fingerprint) are processed individually through all 

steps like segmentation ,feature extraction & matching. The multimodal system is fused using match level fusion 

at the verification stage on obtained matching score of iris and fingerprint. The performance of the biometric 

system shows improvement in the False Acceptance Rate (FAR) and  False Reject Rate (FRR) .The proposed 
multimodal system achieves interesting results with several commonly used databases. 

Keywords  - Unimodal biometrics, multimodal biometric systems, iris and fingerprint biometry. 

 

I. INTRODUCTION 

Biometrics, which refers to identify an individual based on his or her physiological or behavioral 

characteristics, has the capability to reliably distinguish between an authorized person and an imposter. Since 

biometric characteristics are distinctive, cannot be forgotten or lost, and the person to be authenticated needs to 

be physically present at the point of identification. Most biometric systems deployed in real-world applications 

are unimodal, i.e., they rely on the evidence of a single source of information for authentication (e.g., single 
fingerprint or Iris). unimodal biometric systems often face significant limitations due to sensitivity to noise,  

intraclass variability, data quality, non universality, and other factors. Limitations of unimodal biometric 

systems  can be overcome by using multimodal biometric systems. Multimodal biometrics refers to the use of a 

combination of two or more biometric modalities in a verification / identification system. The goal of multi-

biometrics is to reduce  False accept rate (FAR), False reject rate (FRR).  

A multi-biometric system can be classified into one of the 4 categories: 

1.Multi-algorithm  2.Multi-instance  

3.Multi-sample       4.Multimodal. 

 Multibiometrics data can be combined at different levels fusion: 

 1.Data-sensor level  2. Feature extraction level  

3.Matching level       4. Decision level. 

 

II. RELATED WORK 

A variety of articles can be found, which propose different approaches for unimodal and multimodal 

biometric systems. Traditionally, unimodal biometric systems have many limitations. Multimodal biometric 

systems are based on different biometric features and/or introduce different fusion algorithms for these features. 

Many researchers have demonstrated that the fusion process is effective, because fused scores provide much 

better discrimination than individual scores. Such results have been achieved using a variety of fusion 

techniques . An unimodal fingerprint verification and classification system is presented in [16]. The system is 

based on a feedback path for the feature-extraction stage, followed by a feature-refinement stage to improve the 

matching performance. This improvement is illustrated in the contest of a minutiae-based fingerprint 
verification system. The Gabor filter is applied to the input image to improve its quality. 

Ratha et al. [17] proposed a unimodal distortion-tolerant fingerprint authentication technique based on 

graph representation. Using the fingerprint minutiae features, a weighted graph of minutiae is constructed for 

both the query fingerprint and the reference fingerprint. The proposed algorithm has been tested with excellent 

results on a large private database with the use of an optical biometric sensor. Concerning iris recognition 

systems in [14], the Gabor filter and 2-D wavelet filter are used for feature extraction. This method is invariant 

to translation and rotation and is tolerant to illumination. The classification rate on using the Gabor is 98.3% and 

the accuracy with wavelet is 82.51% on the Institute of Automation of the Chinese Academy of Sciences 

(CASIA) database. In the approach proposed in [13], multichannel and Gabor filters have been used to capture 
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local texture information of the iris, which are used to construct a fixed-length feature vector. The results 

obtained were FAR = 0.01% and FRR = 2.17% on CASIA database. Generally,  unimodal biometric recognition 

systems present different drawbacks due its dependency on the unique biometric feature. For example, feature 
distinctiveness, feature acquisition, processing errors, and features that are temporally unavailable can all affect 

system accuracy. A multimodal biometric system should overcome the aforementioned limits by integrating two 

or more biometric features. 

Conti et al. [20] proposed a multimodal biometric system using two different fingerprint acquisitions. 

The matching module integrates fuzzy-logic methods for matching-score fusion. Experimental trials using both 

decision-level fusion and matching-score-level fusion were performed. Experimental results have shown an 

improvement of 6.7% using the matching score- level fusion rather than a monomodal authentication system. 

Besbes et al. [12] proposed a multimodal biometric system using fingerprint and iris features. They use a hybrid 

approach based on: 1) fingerprint minutiae extraction and 2) iris  template encoding through a mathematical 

representation of the extracted iris region. This approach is based on two recognition modalities and every part 

provides its own decision. The final decision is taken by considering the unimodal decision through an ―AND‖ 
operator. No experimental results have been reported for recognition performance.  

Aguilar et al. [21] proposed a multibiometric method using a combination of fast Fourier transform 

(FFT) and Gabor filters to enhance fingerprint imaging. Successively, a novel stage for recognition using local 

features and statistical parameters is used. The proposed system uses the fingerprints of both thumbs. Each 

fingerprint is separately processed; successively, the unimodal results are compared in order to give the final 

fused result. The tests have been performed on a fingerprint database composed of 50 subjects obtaining FAR = 

0.2% and FRR = 1.4%. 

Subbarayudu and Prasad [22] presented experimental results of the unimodal iris system, unimodal 

palmprint system, and multibiometric system (iris and palmprint). The system fusion utilizes a matching scores 

feature in which each system provides a matching score indicating the similarity of the feature vector with the 

template vector. The experiment was conducted on the Hong Kong Polytechnic University Palmprint database. 

A total of 600 images are collected from 100 different subjects. In contrast to the approaches found in literature 
and detailed earlier, the proposed approach introduces an innovative idea to unify and homogenize the final 

biometric descriptor using two different strong features—the fingerprint and the iris. In opposition to [23], this 

paper shows the improvements introduced by adopting the fusion process at the template level as well as the 

related comparisons against the unimodal elements and the classical matching-score fusion-based multimodal 

system. In addition, the system proposed in this paper has been tested on the official fingerprint FVC2002 DB2 

and iris BATH databases [18], [24]. 

 

III. MULTIMODAL BIOMETRIC IDENTIFICATION SYSTEM 

In this paper, we introduce a frequency approach [17], to generate a unified homogeneous template for 
fingerprint and iris features. In greater detail, the proposed approach performs fingerprint matching using the 

segmented regions (Regions Of Interests, ROIs) surrounding fingerprint minutia points[11]. On the other hand, 

iris preprocessing aims to detect the circular region surrounding the iris[5]. As a result, we adopted a algorithm-

based codifier to encode both fingerprint and iris features, obtaining a unified template. Then we obtain 

matching score of individual biometric. Successively, the HD on the fused template has been used for the 

similarity index computation[12]. 

 

 
Fig 1. block diagram of multimodal biometric  system . 
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In this structure of multimodal biometric identification system, two biometric models have been fused. 

1. Fingerprint Recognition 

2. Iris Recognition 
Each individual biometric model has to go under different level of processing like Preprocessing, 

Normalization, Feature Extraction and Matching to get proper Matching score of both biometric individually 

and we apply fusion technique at matching score level with obtained matching score. The system can work 

either sequentially or parallel. 

 

1. Fingerprint Recognition 
                Fingerprint recognition is the most consistent biometric modality in use, The main reason behind the 

use of fingerprint biometric is that it is the most proven technique to identify the individual.  Digital fingerprints 

are more convenient and less disturbing than most of the other biometric methods and they are already accepted 
as an immutably single identifier. The fingerprint is basically the combination of ridges and valleys on the 

surface of the finger. However, revealed by rigorous research on fingerprint recognition, fingerprints are not 

distinguished by their ridges and furrows, but by Minutia, which are typical points on the ridges[11] . There are 

several minutia types: Termination (the immediate ending of a ridge), Bifurcation (the point on the ridge from 

which two branches derive),Island (a ridge that commences, travels a short distance and then ends), Ridge 

enclosures (a single ridge that bifurcates and reunites shortly afterward to continue as a single ridge), Spur (a 

bifurcation with a short ridge branching off a longer ridge), Crossover or bridge (a short ridge that runs between 

two parallel ridges)[11][7]. In this paper only two types of minutia points are take into consideration, which are 

termination and bifurcation. The major steps involved in fingerprint recognition using minutiae matching 

approach after image acquisition are: 

1. Image Enhancement 
2. Minutiae Extraction 

3. Matching 

 

1.1  Image Enhancement 

 A fingerprint image is corrupted due to various kinds of noises such as creases, smudges and holes. It 

is almost impossible to recover the true minutia points from the unrecoverable regions The fingerprint image is 

enhanced to make it clearer for easy further operations by increasing the contrast between ridges and 

furrows[15]. Image enhancement algorithm is used to improve the clarity of ridges/valley structures of 

fingerprint images in recoverable regions and to mask out the unrecoverable regions[11]. For this, we adopted 

an image normalization step using the arithmetic average M of the image gray levels and its variance V [12]. 

 

                                                  

 

         

                             

1.2   Minutia Extraction 

              The endings and bifurcations of the fingerprint images are known as the minutia. The most commonly 

employed method of minutiae extraction is the Crossing Number (CN) concept. 

 
Fig 2. example of a ridge ending and a bifurcation. 

 

The minutiae are extracted by processing the whole image pixel by pixel using a 3x3 matrix with the centre 

element being the focus of each process[14]. The CN value is then computed, which is defined as half the sum 

of the differences between pairs of adjacent pixels in the eight-neighborhood[11]. Using the properties of the 

CN as shown in table, the ridge pixel can then be classified as a ridge ending, bifurcation or non-minutiae 

point[7]. For example, a ridge pixel with a CN of one corresponds to a ridge ending, and a CN of three 

corresponds to a bifurcation. The Crossing Number (CN) method is used to perform minutiae extraction[11]. 

This method extracts the ridge endings and bifurcations from the skeleton image by examining the local 
neighborhood of each ridge pixel using a 3*3 window[11]. The CN for a ridge pixel P is given By, 
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where Pi is the pixel value in the neighborhood of P. For a pixel P, its eight neighboring pixels are scanned in 

an anti-clockwise direction as follows: 

 
 

After the CN for a ridge pixel has been computed, the pixel can then be classified according to the property of 

its CN value. A ridge pixel with a CN of one corresponds to a ridge ending, and a CN of three corresponds to a 

bifurcation[11]. For each extracted minutiae point, the following information is recorded: 

 x and y coordinates, 

 Orientation of the associated ridge segment, and 

 Type of minutiae (ridge ending or bifurcation). 

 

 

 

Fig 3. a) 1 Corresponds Ridge ending  b) 3 Corresponds Bifurcation 

 

However, there are a few cases where the extracted minutiae do not correspond to true minutiae points in the 

original image. In addition, it should be noted that in some cases the bifurcation and ridge ending points can be 

difficult to distinguish between each other[1]. This method not only increases the processing speed, but also 

reduces the possible error due to scars or noises in the fingerprint image[3]. Minutia extraction is processed in 4 

steps: 

 Fingerprint ridge thinning  

 Minutia marking 

 False minutia removal 

 Unification of terminations and bifurcations. 
 

 
                 (a)                                     (b) 

        
                                                                      (c)                                    (d) 

 

Fig 4. a)Input image, b) Binariesd  image c)Thinned image, d) Minutia points of input image. 
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1.3   Matching 

                The minutia match algorithm settles on whether two set of minutia of two fingerprint images belong to 

the same finger or not .The first step consists in aligning the couple of fingerprint Images to be matched[3]. 
Thus we choose a minutia from each image and calculate the similarity of the associated ridges[10]. In the 

matching step, we count the matched minutia pairs of two set of transformed minutia points and we assume 

identical, two minutia having nearly the same position and direction[3]. 

 

2. IRIS RECOGNITION 
                Iris is plainly visible, colored ring that surrounds the pupil which is unique to each individual and 

remains constant over the life of a person. The iris is the annular ring between the sclera and pupil boundary and 

contains the flowery pattern unique to each individual. The eyeball has a circular black disk in the center known 

as pupil. The pupil dilates when exposed to light and contracts in dark. Thus the size of pupil varies with respect 
to light. There is no detailed correlation between the iris patterns of even identical twins, or the right and left eye 

of an individual[14]. For our developed approach of iris recognition, the input is an eye image, and the output is 

the matching score of the iris template. This texture information unique to each individual is extracted from rest 

of the eye image and is transformed into strip to apply pattern matching algorithm between the database and 

query images of iris[8]. It compares the difference between a pair of iris representations by computing their 

Hamming distance using XOR operator[12]. The algorithm consists in 4 steps :  

1. Segmentation 

2. Normalization 

3. Feature Extraction 

4. Matching           

 

2.1 Segmentation 

Iris image must be preprocessed before using it for the  recognition purpose since the unwanted data 

including eyelid, pupil, sclera and eyelashes in the image should be excluded. The preprocessing module for iris 

was required to perform iris localization, iris normalization and image enhancement[6]. The Iris region is 

located within the two circles: the iris/sclera boundary and the iris/pupil one. We have used images provided by 

CASIA (Institute of Automation, Chinese Academy of Sciences)[6]. The images were taken exclusively for the 

purpose of iris recognition software research and implementation. Infra-red light was used for illuminating the 

eye, and hence they do not involve any specula reflections. For this reason, we do not proceed for a reflection 

error's removal. The segmentation step consists in applying Canny edge detection to generate an edge map, to 

isolate the actual iris region from a captured iris image[5]. In this process, roughly determine the inner and outer 

boundaries of iris region from iris image ,and then accurately locate the fine boundaries in the iris image with 

raw resolutions[6][10]. Image binarization were next used to extract the eyelid edge information. After this 
process, histogram equalization was used to implement image enhancement. then using circular Hough 

transform to detect the iris and pupil boundaries and deduce their radius and centre coordinates[13]. As a result 

parameters are stored: the radius, and (x, y) centre coordinates for both circles[12]. 

 

 
            (a)                                  (b) 

 
          (c)                                  (d)    

Fig 5. a) Original image, b) Gray image,  (c) Binerised image, d) Segmented iris imge 
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2.2  Normalization 

                Once the iris region is successfully segmented from an eye image, the next stage is to transform the 

iris region so that it has fixed dimensions in order to allow comparison[6]s. The normalization process will 
produce iris regions, which have the same constant dimensions. The pupil region is not always concentric within 

the iris region, For normalization of iris regions a technique based on Daugman’s rubber sheet model was 

employed[10][12]. The centre of the pupil was considered as the reference point, and radial vectors pass through 

the iris region.  

 
                                               Fig 6. Normalized Iris Image 

 

2.3   Feature extraction 

              The output of the normalization is noise free and is further proceed for feature extraction. In feature 

extraction, the template which is produced by normalization is converted into binary format for the matching 
process[1][6].  Feature Extraction is done by using bit plane slicing method. In order to provide accurate 

recognition of individuals, the most discriminating information present in an iris pattern must be extracted[13]. 

Only the significant features of the iris must be encoded so that comparisons between templates can be made. 

Most iris recognition systems make use of a band pass decomposition of the iris image to create a biometric 

template.  

 

2.4    Matching 

              The comparison is done between iris codes (IC) generated for database and query images using 

hamming distance approach. In this approach the difference between the bits of two codes are counted and the 

number is divided by the total number of comparisons[12].  

 

 

 

where A is the binary vector (iris code) for database image and B is the binary vector for query image while N is 

the number of elements. This matching score (MSIris) is used as input for the fusion module where the final 

matching score is generated. 

 

IV. FUSION OF IRIS & FINGERPRINT 
No individual trait can provide 100% accuracy. Further, the results generated from the individual traits 

are good but the problem arises when the user is not able to give his iris image due to problem in exposure to 

light. As eye is the most sensitive organ of human body, the problem becomes severe when there exist some eye 

diseases. Thus in such a situation an individual cannot be recognized using the iris patterns and the biometric 

system comes to a standstill.  Similarly, the problem faced by fingerprint recognition system is the presence of 

scars and cuts. The scars add noises to the fingerprint image which cannot be enhanced fully using enhancement 

module. Thus, the system takes noisy fingerprint as input which is not able to extract the minutiae points 

correctly and in turn, leads to false recognition of an individual. Thus to overcome the problems faced by 

individual traits of iris and fingerprint, a novel combination is proposed for the recognition system[5][10]. The 

integrated system also provide anti spoofing measures by making it difficult for an intruder to spoof multiple 
biometric traits simultaneously. Scores generated from individual traits are combined at matching score level 

using weighted sum of score technique[17]. Sum rule  is used for the fusion of iris & fingerprint Matching score. 

A fusion system consist of two modules fusion and decision module. In the fusion module is well understood 

that need to normalize scores before combining them, that is seek to transform individual scores from each 

subsystem before combining[17]. In fact score from each subsystem can be of different nature. To solve this 

problem, the normalization transforms the score into common range include between 0 and 1 [17][13]. After 

that we use score combination method using a simple sum. Combining the average scores is to compute as, 
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V. CONCLUSION 
In this paper we introduced an innovative multimodal biometric identification system based on iris and 

fingerprint traits. Iris is the unique organ and remains stable throughout the lifetime. Fingerprint is more 

selective as compare to other biometric. That’s why we take these traits. The features are extracted from iris & 

fingerprint image. Then template is formed & compare with stored one with the help of hamming distance. The 

Multimodal identification system is fused at Matching level fusion using sum rule at the verification stage. The 

results show improvements in the fingerprint verification phase and iris segmentation process. The proposed 

system works fine as it’s FAR & FRR. The accuracy of the multimodal system is very high. So that multimodal 

biometric system has the potential to overcome the limitations of any individual biometric system. The 

multimodal biometric system provides more security to electronic data and resource access from unauthorized 

user. The performance of the multimodal biometric identification system shows significant improvement. 
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