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Abstract

Mental and neural states are related to one another by vertical (synchronic)
interlevel relations and by horizontal (diachronic) intralevel relations. For
particular choices of such relations, problems arise if causal efficacy is ascribed
to mental states. In a series of influential papers and books, Kim has presented
his much discussed “supervenience argument”, which ultimately amounts to
the dilemma that mental states either are causally inefficacious or they hold
the threat of overdetermining neural states. Forced by this disjunction, Kim
votes in favor of overdetermination and, ultimately, reduction.

We propose a perspective on mental causation that dissolves the assump-
tion of a tension between horizontal and vertical determination. For mental
states to be causally efficacious, they must be dynamically stable. This im-
portant requirement can be implemented by combining a key idea of super-
venience, multiple realization, with the recently introduced vertical interlevel
relation of contextual emergence. Both together deflate Kim’s dilemma and
reflate the causal efficacy of mental states.
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1 Introduction

This article addresses the philosophical puzzle of how the mind can be causally
relevant in a physical world: the “problem of mental causation”.1 The question
of how mental phenomena can be causes is of high significance for an adequate
comprehension of scientific disciplines such as psychology and cognitive neuroscience.
Moreover, mental causation is crucial for our everyday understanding of what it
means to be an agent in a natural and social environment. The literature on this
topic is overwhelming, and we can only address a section of it that, to our knowledge,
has been most influential and, for our purposes, is most interesting.

One of the reasons why the causal efficacy of the mental has appeared question-
able is that a horizontal determination of a mental event m by prior mental events
seems to be inconsistent with a vertical determination of m by neural events. If a
vertical neural determiner of m is brought about, then according to supervenience m
is secured whether or not its horizontal mental determiner occurred as well. This has
been used to argue that reasoning about mental causation leads us into a dilemma:
either mental events play no horizontally determining causal role at all (horn 1), or
they are causes of the neural bases of their respective horizontal mental effects (horn
2) (cf. Kim 2003).

In this paper, we shall show that the alleged conflict between horizontal and ver-
tical determination of mental events is ill-conceived. Exploiting recent progress in
theoretical neuroscience, we show that there are independent reasons against both
horns of the mentioned dilemma. The key point, to be explained in detail below,
will be that mental states (related to but not identical with the philosophical notion
of mental events) can be properly constructed from the dynamics of an underlying
neural system. This gives rise to a mental dynamics independent of those neurody-
namical details that are irrelevant for a proper construction of mental states.

The horizontal determination relation connecting mental states is based on their
dynamics and satisfies certain counterfactual criteria that are strongly indicative for
causation. The same criteria are not satisfied, however, by individual mental states
with respect to those individual neural states that underlie their horizontal mental
effects. As a consequence, we argue that (i) mental states can indeed be causally
and diachronically related to other mental states (falsity of horn 1), and (ii) they
are neither causally related to their synchronic neural determiners nor to the neural
determiners of their horizontal effects (falsity of horn 2). This makes a strong case
against a conflict between a horizontal and a vertical determination of mental events
and resolves the problem of mental causation in a deflationary manner. Vertical and
horizontal determination do not compete, but complement one another.

The article is organized as follows. Sec. 2 contains a detailed presentation of the
problem of mental causation within the framework of the so-called “supervenience

1For an extensive review of a range of solutions to the problem, see Robb and Heil 2009. For a
detailed exposition of the different versions of the problem see Harbecke 2008, ch. 1.
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argument”. The first stage of this argument establishes the mentioned dilemma of
the two horns and serves as the basis for our argumentation.

In Sec. 3 we address relations between the mental and the neural in terms of a re-
cently introduced interlevel relation denoted as “contextual emergence” (Bishop and
Atmanspacher 2006; Atmanspacher and beim Graben 2007; Atmanspacher 2009).2

In this framework we combine particular details pertaining to supervenience with
a particular kind of vertical (synchronic) emergence. The necessary mathematical
tools for this supervenience-based emergence are subtle and lead to a theoretically
sound and empirically applicable relation between mental and neural states. A key
point of this approach is its efficient exploitation of the temporal evolution (dynam-
ics) of neural states for the construction of properly defined mental states.

Sec. 4 summarizes and compares the essential notions of Secs. 2 and 3. Finally,
in Sec. 5, we utilize the ideas of contextual emergence to propose an alternative
view of mental causation. We argue that the two horns of the dilemma in the
supervenience argument are unfounded and present a constructive alternative that
retains the option that mental states can be causally efficacious. Sec. 6 summarizes
our results. Our conclusions match with and refine the notion of “proportionate
causation” introduced by Yablo (1992).

As a methodological point, our approach links theoretical and empirical results
of cognitive neuroscience, in particular cognitive neurodynamics, with philosophical
arguments about mental causation, a key ingredient of our role as agents in the
world. Both the philosophy of science and the philosophy of mind need such con-
nections if they are interested in the details of whether and how their arguments
and conclusions relate to scientific results. Our work also exemplifies that a par-
ticular focus on neurodynamics has the potential to help understanding traditional
problems in philosophy in a novel framework.

2 Mental Causation and the Supervenience Ar-

gument

2.1 The Problem of Mental Causation

The problem of mental causation3 is a comparably recent problem in the history of
philosophy. It started to become gradually recognized as a genuine problem when
“physico-mechanical” thinking began to have an influence in philosophy, notably
through the works of René Descartes with his dualist ontology of thinking sub-
stance (res cogitans) and extended substance (res extensa). The question, posed by

2The technical notion of contextual emergence differs from classical ideas of emergence as pro-
moted by the “British emergentists” and their successors (cf. McLaughlin 1992).

3For a more comprehensive description of the history of the problem of mental causation cf.
Harbecke 2008, ch. 1.
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Elizabeth of Bohemia in 1643, of how “man’s soul (thinking substance) can deter-
mine animal spirits so as to cause voluntary actions” (Adam and Tannery 1904, III:
661) led Descartes in his Passions of the Soul of 1649 (Adam and Tannery 1904,
XI) to his infamous hypothesis that the pineal gland is responsible for mediating
between the two substances.

In the centuries following Descartes, the problem of mental causation developed
into a widely discussed issue in philosophy. Virtually all prominent philosophers of
subsequent centuries proposed solutions to it.4 Nevertheless, it was not before the
second half of the twentieth century that the problem of mental causation moved into
mainstream metaphysics, where it has remained until today (cf. Kim 1997). After
C.D. Broad’s classic The Mind and Its Place in Nature of 1925, Ludwig Wittgen-
stein’s reflections on mentality and mental discourse, and Gilbert Ryle’s The Con-
cept of Mind (1949), the first canonical formulations of the problem are due to Place
(1956), Feigl (1958), and Smart (1959) in the late 1950s.

The distinctive feature of the modern version of the problem consists in its ex-
plicit concern with the metaphysical status of mental phenomena rather than with
the logic of psychological explanation. The positions on the status of the mind in
a physical world discussed by Place, Feigl, and Smart already displayed interest-
ing commonalities with today’s debate. However, the specific form in which the
problem of mental causation is discussed today was proposed in the late 1960s by
authors such as Malcolm (1968) and Goldman (1969) who construed the puzzle as
a particular set of seemingly incompatible assumptions.

The debate in the 1970s was dominated by functionalist approaches to the mind
(cf. Putnam 1967, 1975; Fodor 1974), which was initially believed to evade the prob-
lem of mental causation by considering mental phenomena as functional phenomena.
After a while, however, it became clear that functionalism does not provide a satis-
factory solution, mainly through the work of Kim (1979, 1985), who has long aimed
for a maximally transparent statement of the problem. Since then, the literature
has mushroomed.5

Current discussion of the problem of mental causation usually frames the problem
in terms of mental and physical events involving properties, so that the problem is
framed within a property-dualist rather than a substance-dualist perspective. The
problem is usually formulated by a set of four assumptions (A1)–(A4) each one of
which appears plausible in isolation. However, the conjunction of these assumptions
is provably inconsistent.

4For some selected examples, cf. Leibniz (1890, 6), Spinoza (1677, sec. 2.1.2), Kant (1910,
1:19-21), Schopenhauer (1980, 3:171-173), and Huxley (1893).

5For a small collection of authors representing the spectrum of positions developed in this late
stage of the debate on mental causation, cf. Bennett (2003), Bishop (2006) Block (1997, 2003),
Bontly (2002), Campbell (1970), Crisp and Warfield (2001), Dardis (2008), Elder (2001), Fodor
(1997), Harbecke (2008), Kim (1998, 2003, 2005), Loewer (2007), MacDonald and MacDonald
(1986), Marras (2007), Noordhof (1999), Papineau (2002), Schiffer (1987), Sosa (1984), Yablo
(1992).
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(A1) Some mental events cause physical events.
(A2) Every physical event has a complete sufficient physical cause.
(A3) Mental events are not identical with physical events.
(A4) Physical events are not pervasively causally overdetermined.

The notion of an “event” figuring in these assumptions is usually interpreted
in a “fine-grained” or “intensional” way (Kim 1973). Events, according to this
interpretation, are instantiations of a property by an individual at a time. Two
events are identical if (i) the objects, (ii) the properties, and (iii) the times figuring
in them are identical.6 Modelling events in this way is motivated by the intuition
that events have their effects not simpliciter but always in virtue of some or all of
their properties (cf. Honderich 1982).7 In this sense, a mental event is understood as
the instantiation of a mental property by some individual at a time, and a physical
event is understood as the instantiation of a physical property by some individual
at a time.

Mental events appear to play an indispensable role when we interpret actions of
agents. Assuming that mental events never cause anything would amount to the
contention that virtually all our interpretive practices are pointless. The inaccept-
ability of this consequence suggests (A1). Any physical event, on the other hand,
typically seems to have a complete sufficient physical cause, suggesting (A2).8

The conjunction of assumptions (A1) and (A2) implies that mental events must
(i) either be redundant causes of physical events or (ii) they must themselves be
physical events. The latter option has turned out difficult to defend within the fine-
grained model of events. According to this model, for two events to be identical
it is necessary that the properties of the events be identical. However, since few
paradigm mental properties are coextensional with a (natural and non-disjunctive)
physical property (Putnam 1967) and since coextensionality is necessary for identity,
it has proven problematic to justify an identity claim with respect to mental and
physical properties in almost all interesting cases. Hence, the events in which mental

6We deliberately leave implicit what precisely individuals, properties, and times are. However,
a minimal interpretation of individuals could be three-dimensional space regions, properties could
be ascribed to certain sets of individuals, and times could be intervals on the time-axis of a four-
dimensional universe. Objects can be thought of as sequences of events. In Sec. 3 we will use a
different terminology, adopted from the physics of dynamical systems, and relate it to the philo-
sophical term of an “event” in Sec. 4.3. In particular, whilst Kim construes events independently
of context, in our approach the sameness of context is significant for their identity.

7The counterpart underpinned by an extensional intuition of causation would be a “coarse-
grained” model of events, cf. Davidson 2001, Appendix B, 309.

8It should be noted, however, that the doctrine of the causal completeness of the physical is
less obvious than its aquiescent acceptance in the philosophical literature suggests (cf. Montero
2003; Primas 2007). Bishop and Atmanspacher (2011) have argued that the notion of causation is
inconsistent with the fundamental laws of physics insofar as these laws have no direction of time,
hence no past and future, hence no cause and effect. This inconsistency is easily ignored but not
easy to dispel.
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properties figure turn out to be not identical with any physical event. This supports
assumption (A3).

If mental events are not identical with physical events, then only the first among
the two options (i) and (ii) above remains: They can only be redundant causes of
physical events. This, however, contradicts assumption (A4), so that the full set of
assumptions (A1)–(A4) is inconsistent. The reason for holding on to (A4) is that
redundant causes per definitionem do not make any difference to what goes on in
the world, and it seems extravagant to assume the existence of things that make no
causal difference. This suggests (A4).

Most attempts to resolve the problem have focused on the question which of the
assumptions can be dropped at the lowest overall theoretical costs. Any choice for
the rejection of one of the assumptions forms the basis of a family of solutions to
the problem (cf. Harbecke 2008, ch. 2). In contrast to this general strategy, some
authors have pointed out that the problem is invalid in that it equivocates at least
one central term. In particular, it has been contended that many mental events
do not cause physical events at all but cause further mental events (Gibbons 2006,
99). If assumption (A1) is reformulated in this sense, the inconsistency of (A1)–
(A4) disappears. Similarly, it has been suggested that those mental events that
are causes of physical events as stated by assumption (A1) cause macrophysical
events exclusively. However, assumption (A2) is convincing only if it claims a causal
completeness for the microphysical (Sturgeon 1998, 415/16). If the equivocation is
based on a non-trivial move from micro- to macrophysical events the inconsistency
of (A1)–(A4) disappears again.

2.2 The Supervenience Argument

The line of argument mentioned at the end of the previous section has drawn crit-
icism most notably by Kim (1998, 38-47; 2003; 2005, 13-22, 39-70). As Kim has
argued, even if the inconsistency of (A1)–(A4) disappears due to a reformulation of
an assumption, a new inconsistency arises once the almost invariably accepted hy-
pothesis of a supervenience of mental events on physical events is taken into account
and added as a new premise to assumptions (A1)–(A4). For example9 if (A1) is re-
formulated as (A1)′ below, the new problem contains the following assumptions:10

(A1)′ Some mental events cause future mental events.
(A2) Every physical event has a complete sufficient physical cause.

9An analogous reformulation can be constructed for the claims that mental events cause macro-
physical events and that only the microphysical can be called causally complete; see Harbecke
(2010).

10This formulation can be mapped onto the formulation used by Kim 2003: Assumption (A1)′

mirrors Kim’s premise (1); assumption (A2) mirrors the second conjunct of Kim’s premise (5); as-
sumption (A3) mirrors Kim’s premise (6); assumption (A4) mirrors Kim’s premise (7); assumption
(A5) summarizes Kim’s premises (2) and (4).
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(A3) Mental events are not identical to physical events.
(A4) Physical events are not pervasively causally overdetermined.
(A5) Any mental event has a physical event as its supervenience base.

It is not immediately clear what it means that a mental event m has a physical
event p as its supervenience base since virtually all canonical formulations of the
concept of supervenience are not about relations between events but rather between
classes of properties (cf. McLaughlin and Bennett 2008). However, there is a simple
and plausible interpretation of the notion of an event p as a supervenience base of
an event m, according to which the individuals and times of p and m are identical,
and the property P instantiated by p is sufficient for the property M instantiated by
m. This parlance refers to a “strong supervenience” (cf. Kim 1984, Sec. 2.2) of the
property class of M on the property class of P.

According to this understanding, the occurrence of p is sufficient for m, but not
necessarily vice versa. The interpretation would therefore be consistent with both
an identity and a non-identity of p and m.11 Hence, (A5) would not immediately
contradict (A3), which is the desired outcome. In what follows we will use the notion
of a “vertical” determination of events widely in this sense. The general picture of
how mental causation works as described by (A1)′–(A5) is often depicted by the
following diagram, or variants of it (cf. LePore and Loewer 1989, 180; Kim 2003,
159; Gibbons 2006, 79; Kallestrup 2006, 463; Sachse 2007, 52; Bennett 2008, 302; m,
m∗: mental events; p, p∗: physical events; S: vertical (synchronic) determination;
C: horizontal (diachronic) determination):

6 6

-

-p p∗

m m∗

S S

C

C

Kim believes that this picture is problematic, or at least so, if the arrows are inter-
preted not only as horizontal/vertical determination but as direct horizontal/vertical
determination.12 He identifies an intuitive “tension” (2003, 155) between the claim

11Another way of putting this point is to say that the supervenience base p of m may, or may
not, be also a reduction base of m. With Kim’s criteria of event identity in the background (cf.
Kim 1973, p. 223), a supervenience base p is a reduction base of an event m only if the property
instantiated by m is identical to the property of p. However, property identity may not hold while
p may still be a supervenience base of m.

12Kim never makes this distinction explicitly. However, without it the supervenience argument
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expressed by the arrow connecting m and m∗ and the claim expressed by the arrow
connecting p∗ and m∗. Kim’s intuition seems to be based on a general exclusion
principle saying that, rare exceptions neglected, no event can have more than one
direct determiner (unless all but one of the direct determiners are identical to the de-
termined event itself, given that identity is a kind of direct determination).13 Hence,
if (A1)′ should really be interpreted as saying that “some mental events are direct
determiners of future mental events” as suggested by the arrow connecting m and
m∗, then the conjunction of (A3), (A5) and the exclusion principle implies the falsity
of (A1)′ (horn 1).

It is important to see, however, that Kim is not content with this conclusion.
When he points out that m cannot be considered a determiner of m∗, “. . . unless
. . . the occurrence of [m] had something to do with the occurrence of [p∗]” (2003,
156), it becomes clear that he takes into consideration a weaker interpretation of
(A1)′, namely “some mental events are determiners of future mental events.” Un-
der the plausible assumptions that any determiner is either a direct or an indirect
determiner, and that any indirect determiner of an event must determine all direct
determiners of that event, Kim can infer that m is an indirect determiner of m∗

by being a determiner of p∗ (horn 2; cf. 2005, 156: assumption (3)). The latter
assumption corresponds strongly to premise (A1), which lets Kim conclude that
“. . .‘same-level’ causation entails ‘downward’ causation.” (2003, 156)

To summarize, Kim first shows that, depending on whether (A1)′ makes a claim
about direct horizontal, or just horizontal, determination, the mentioned exclusion
principle underpinning the intuition of a “tension” between (A1)′ and (A5) implies
that either mental events do not horizontally determine anything (horn 1) or they
horizontally determine physical events (horn 2).14

Our aim in the following is to provide evidence against both horn 1 and horn 2.
We will then show by two reductio arguments that the exclusion principle underpin-
ning Kim’s intuition of a “tension” between (A1)′ and (A5) comes out inaccurate

becomes unintelligible as Kim eventually does claim that m determines m∗ horizontally, namely
indirectly through p∗.

13One of the puzzling a spects of Kim’s argument is that he has explicitly declared it preferrable
“. . .not to appeal to any general principle here; I now prefer to rely on the reader’s seeing the
tension. . .. I don’t believe invoking any ‘principle’ will help persuade anyone who is not with me
here.” (2005, 42n.8) However, if the intuition of a “tension” is to be relevant for a deductive
argument (and Kim explicitly speaks of an “entailment”; cf. 2003, 156), then the intuition must
be describable as a principle-like general assumption. For a detailed defense of this consequence,
cf. Harbecke 2010.

14It should be pointed out that the dilemma described here results from what Kim characterizes
as the “first stage” of the supervenience argument (cf. 2003, 155/156). The ultimate aim of Kim’s
argument is to show that “either reduction or causal impotence” (2003, 165) must be inferred for
mental events. The second disjunct of this conclusion (“causal impotence”) is horn 1. The first
disjunct (“reduction”) is inferred from horn 2 in what Kim describes as the second stage of the
argument (cf. 2003, 157-166). In this paper, we are concerned with the first stage only. This is
because, if the first stage has been deflated, the second becomes irrelevant.
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no matter which of the two mentioned interpretations is given to (A1)′. Hence, we
acknowledge that Kim’s argument itself is valid, but deny that it is sound because
it relies on the inaccurate “tension” premise. Horizontal and vertical determination
do not compete, but complement one another. This insight paves the way to a
deflationary solution of the problem of mental causation.

3 Relations between Mental and Neural States

in Contextual Emergence

3.1 Conceptual Scheme

The basic idea of contextual emergence is that, starting at a particular level L of
description of a system, a two-step procedure can be carried out that leads in a
systematic and formal way (1) from an individual description Li of the system to
a statistical description Ls of the system and (2) from Ls to an individual “higher-
level” description Hi. This scheme can in principle be iterated across any connected
set of descriptions, so that it is applicable to any case that can be formulated pre-
cisely enough to be a sensible subject of a scientific investigation.

The essential goal of step (1) is the identification of equivalence classes of individ-
ual states that are indistinguishable with respect to a particular ensemble property.
Insofar as this step implements the multiple realization of statistical states in Ls by
individual states in Li, it is a key feature of a supervenience relation with respect to
states.15 The equivalence classes at L can be regarded as cells of a partition. Each
cell can be regarded as the support of a (probability) distribution representing a
statistical state.

The issue of composition, which is emphasized in alternative types of emergence,
is to be treated in the framework of this step (1). In contextual emergence, however,
the point is not the composition of large objects from small ones. Rather than size,
the point here is that statistical states are formulated as probability distributions
over individual states. This way they can be considered as both compositions and
representations of (limited) knowledge about individual states.

The essential goal of step (2) is the assignment of individual states at level H to
coextensional statistical states at level L. This cannot be done without additional
information about the desired level-H description. In other words, it requires the
choice of a context setting the framework for the set of observables (properties)
at level H that is to be constructed from level L. The chosen context provides
conditions to be implemented as a stability criterion at level L.

This stability criterion guarantees that the statistical states of Ls are based on
a robust partition so that the individual states and emergent observables in Hi are

15Note that the notion of a state is not identical with the philosophical notion of an event. Their
relation will be clarified in Sec. 4.
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not ill-defined. For instance, if a partition is not stable under the dynamics of the
system at L, the assignment of states in Hi will change over time and is not well-
defined in this sense. The implementation of a contingent context of Hi as a stability
criterion in Li yields a proper partition for Ls. In this way, the lower-level state space
is endowed with a new, contextual topology, i.e. a coarse graining tailored to the
context considered (see Atmanspacher 2007 for more details).

As the lower-level partition can be refined (under the dynamics), it gives rise to
a multitude of statistical states of Ls, depending on the degree of refinement. In
principle, all cells of the partition, i.e. all corresponding Ls-states, are candidates
for an identification as Hi-states. However, the higher-level context decides which
refinement within step (1) is relevant for an empirically given or theoretically con-
sidered situation.16 For instance, a highly refined partition is inappropriate for an
analysis in which only two higher-level states are involved (requiring a bi-partition).

From a slightly different perspective, the context selected at level H decides
which details in Li are relevant and which are irrelevant for Hi. Differences among
all those individual states at Li that fall into the same equivalence class at Ls are
irrelevant for the chosen context. In this sense, the contextually determined partition
at Ls is based on both stability and relevance conditions. This interplay of context
and stability across levels of description is the core of contextual emergence.

The overall picture yielded by steps (1) and (2) together looks as if sufficient (but
not necessary) conditions by supervenience in (1) and necessary (but not sufficient)
conditions by emergence in (2) add up to full-blown reduction, where the lower-
level description is both necessary and sufficient for the higher-level description in
the first place. But this is not the case. The reason is that a higher-level context
must be implemented at the lower level in order to get the partition that is in
turn required to define states at the higher-level description. Only after the higher-
level context is implemented as a lower-level stability criterion does the lower-level
description indeed carry both necessary and sufficient conditions. In other words, the
combination of supervenience and emergence must be self-consistent with respect
to the selected context. This self-concistency guarantees that two systems with
identical lower-level features cannot have different higher-level features under an
assumed higher-level context.

As a concrete example for contextual emergence in physics, consider the tran-
sition from classical point mechanics over statistical mechanics to thermodynamics
(Bishop and Atmanspacher 2006). Step (1) in the discussion above is here the step
from point mechanics to statistical mechanics, essentially based on the formation
of an ensemble distribution. Particular properties of a many-particle system are
defined in terms of a statistical ensemble description (e.g., as moments of a many-
particle distribution function) which refers to the statistical state of an ensemble

16Similarly, Fodor (1974, p. 113) stated that higher-level properties are not salient from the
perspective of lower-level properties: “[E]ven if brains were out where they could be looked at,. . .
we wouldn’t know what to look for” when we develop psychological theory. Contextual emergence
gives a detailed picture of why this is so.
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(Ls) rather than the individual states of single particles (Li).
Step (2) is the step from statistical mechanics to thermodynamics. Concerning

observables, this is the step from the expectation value of a momentum distribution
of a particle ensemble (Ls) to the temperature of the system as a whole (Hi). In
many philosophical discussions this step is mischaracterized by the false claim that
the thermodynamic temperature of a gas is identical with the mean kinetic energy
of the molecules which constitute the gas. In fact, a proper technical discussion of
the subtle details showing that this is not the case was not available before Haag
(1974) and Takesaki (1970).

This brief survey shows that quite some sophisticated argumentation is required
to establish Nagel’s innocently looking “bridge law” relating temperature to mean
kinetic energy (Nagel 1961, ch. 11). In the debate about reductive accounts, the
derivation of such relations in this and other examples typically remains disregarded,
while contextual emergence suggests a formal option to derive such relations rigor-
ously. This may indicate why philosophers of science have often prematurely em-
braced an identity claim and, as a consequence, simple reduction. We will come
back to this issue in Sec. 5.1 below.

There are other examples in physics and chemistry which can be discussed in
terms of contextual emergence: emergence of geometric optics from electrodynamics
(Primas 1998), emergence of electrical engineering concepts from electrodynamics
(Primas 1998), emergence of chirality as a classical observable from quantum me-
chanics (Bishop 2005; Bishop and Atmanspacher 2006), emergence of hydrodynamic
properties from many-particle theory (Bishop 2008).

3.2 Mental States from Neurodynamics

If descriptions at L and H are well developed (as in the examples just mentioned),
a formally precise interlevel relation can be straightforwardly set up. The situa-
tion becomes more difficult in situations where no such established descriptions are
available. This is the case in certain areas of cognitive neuroscience or consciousness
studies focusing on relations between neural and mental states (e.g., the identifica-
tion of neural correlates of conscious states).17

For the application of contextual emergence, the first desideratum is the speci-
fication of proper levels L and H. With respect to L, one needs to specify whether
states of neurons, of neural assemblies or of the brain as a whole are to be considered;
and with respect to H a class of mental states reflecting the situation under study
needs to be defined. In a purely theoretical approach this can be tedious, but in
empirical investigations the experimental setup can often be used for this purpose.
For instance, experimental protocols include a task for subjects that defines possible
mental states, and they include procedures to record brain states.

17In this and the following sections we refer to the “neural” as a specification of the “physical”.
The concrete scenarios and applications of contextual emergence in cognitive neuroscience always
deal with correlations between neural and mental states.
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A theoretical framework for the contextual emergence of mental states from
neural states is due to Atmanspacher and beim Graben (2007). A concrete demon-
stration of how it works for experimental data has been given by Allefeld et al.
(2009). Both are based on the so-called state space approach to mental and neural
systems, see Fell (2004) for a brief introduction.

The first step is to find a proper assignment of Li and Ls at the neural level.
Possible candidates for Li are the states and properties of individual neurons. Then
the first task is to construct Ls in such a way that statistical states are based on
dynamically stable equivalence classes of those individual states whose differences are
irrelevant with respect to a given mental state at level H. This reflects that a neural
correlate of a conscious mental state can be multiply realized by “minimally sufficient
neural subsystems correlated with states of consciousness” (Chalmers 2000).

For neural systems, where complicated dynamics far from thermal equilibrium
are involved, a powerful method to implement a given H-context as a L-stability
condition uses the neurodynamics itself to find proper statistical states. The essen-
tial point is to identify a partition of the neural state space whose cells are robust
under the dynamics. This guarantees that individual mental states Hi, defined on
the basis of statistical neural states Ls, remain well-defined as the system develops
in time. This way, differences between individual neural states Li belonging to the
same statistical state Ls are deliberately disregarded.

For multiple fixed points, their basins of attraction yield a proper partition,
while chaotic attractors need to be coarse-grained by so-called generating partitions.
Both can be determined from experimental data and provide a rigorous theoretical
constraint for the proper definition of stable mental states. The formal tools for the
mathematical procedure derive from the field of symbolic dynamics (see Appendix
for details), and are discussed and applied in Atmanspacher and beim Graben 2007
and Allefeld et al. 2009.

Let us emphasize again that the neural dynamics is absolutely essential for the
proper identification of equivalence classes, because well-defined mental states mul-
tiply realized by neural states must be dynamically stable. This dynamical stability
is guaranteed if the dynamics maps each point on a boundary between equivalence
classes (or partition cells) onto another point on a boundary. The concept of a gen-
erating partition, introduced by Kolmogorov (1958) and Sinai (1959), provides us
exactly with such a construction (for more details and definitions see the Appendix
and Atmanspacher and beim Graben 2007).

If the dynamics of neural states p is Φ and the dynamics of mental states m is
Γ, then Φ and Γ are related by

π ◦ Φ = Γ ◦ π ,

where π is a mapping from the neural state space to the mental state space. The
vertical and horizontal relations in this picture can be represented diagrammatically
as:
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Although this diagram looks deceptively similar to that of Sec. 2.2, according to the
supervenience argument, there are a number of subtle but important differences to
be highlighted in Sec.4.3.

As explained in the appendix, the intertwiner π preserves the topology of the
neural state space if the partition yielding the equivalence classes of neural states is
generating. For generating partitions of the neural state space, the neural dynamics
Φ and the mental dynamics Γ are said to be “topologically equivalent”, or: Γ is a
“faithful representation” of Φ (see the Appendix for brief characterizations of these
technical terms).

This implies a one-to-one correspondence between statistical neural states and
individual mental states, precluding any inconsistencies, tensions, or competitions
between the two. Horizontal causal relations are contained in Γ and Φ, while vertical
interlevel relations are contained in π. In this picture, multiple realization features as
a non-causal intralevel relation transforming individual states into statistical states
at the neural level.

3.3 A Pertinent Example

A pertinent example for the application of contextual emergence to experimental
data is the relation between mental states and electroencephalographic (EEG) states.
In a recent study, Allefeld et al. (2009) tested the method using data from the EEG
of subjects with sporadic epileptic seizures. This means that the neural level is
characterized by brain states recorded via EEG, while the context of normal and
epileptic mental states essentially requires a bipartition of that neural state space
into two cells.

The analytic procedure starts with a (for instance) 20-channel EEG recording,
giving rise to a state space of dimension 20, which can be reduced to a lower number
by restricting to principal components. On this state space, a homogeneous grid of
cells is imposed as a fine-grained auxiliary partition to set up a transition matrix
reflecting the EEG dynamics.

The eigenvalues of this matrix yield time scales for the dynamics which can be
ordered by size. Gaps between successive time scales indicate groups of eigenvalues
defining partitions of increasing refinement (Allefeld and Bialonski 2007). In the case
considered, there is a significant gap after the second largest eigenvalue, indicating
that two equivalence classes of neural states are appropriate for the desired partition.
In other words, the context of two mental states investigated (normal versus seizure)
must be implemented by two dynamically stable partition cells in the neural state
space.
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This can be achieved by looking at the eigenvectors corresponding to the first
two eigenvalues. They span an eigenvector space in which the empirically obtained
data points form a 2-simplex. Each data point can now be classified according to
that vertex of the simplex to which its distance is closest. This classification allows
us to determine which data point belongs to which partition cell. All points closer to
vertex 1 will be assigned to mental state 1 (normal), and all points closer to vertex
2 will be assigned to mental state 2 (seizure).

Finally, the result of the partitioning can be inspected in the originally recorded
time series to check whether mental states are correctly related to the proper episodes
in the EEG dynamics. The study by Allefeld et al. (2009) shows perfect agreement
between the distinction of normal and epileptic states and the bipartition resulting
from the spectral analysis of the neural transition matrix, i.e. the neural dynamics.18

The generating partition found entails that the intertwiner π in the diagram
in Sec. 3.2 indeed gives rise to (i) the coextensionality of statistical neural states
and individual mental states and (ii) the topological equivalence of neural and men-
tal dynamics. As we show below, these results are directly relevant for a proper
assessment of the dialectics of the supervenience argument presented in Sec. 2.2.

4 Terminological Clarifications

Kim’s formulation of the problem of mental causation and the way in which con-
textual emergence addresses this problem differ conceptually and terminologically.
In order to identify the conceptual differences, let us first recapitulate the central
notions of both approaches in a compact way and relate them to one another.

4.1 Key Terms of the Supervenience Argument

As mentioned in Sec. 2.1, an event in Kim’s terminology is characterized as a set
{(x, t), A}, where x, t is the definite spatiotemporal location of the event and A is
a property (Kim 1973, 222).19 An event is called a mental event m if the property
belongs to a mental property class; it is called a physical (neural) event p if the
property belongs to a physical (neural) property class.

The horizontal relation C relates a previous mental event m (at t1) to a future
mental event m∗ (at t2), and a previous neural event p (at t1) to a future neural

18Another recent application of contextual emergence refers to the relation between lower-level
neural (micro-) states (e.g.,individual neurons) and higher-level neural (macro-) states (e.g., func-
tionally coupled neuronal assemblies). Amari and colleagues (Amari 1974, Amari et al. 1977)
proposed to identify neural macrostates based on two criteria: (i) the structural stability of mi-
crostates as a necessary lower-level condition, and (ii) the decorrelation of microstates as a sufficient
higher-level condition. The required macrostate criteria are purely stochastic, however, and do not
exploit the dynamics of the system in the direct way which a Markov partition allows. A detailed
view on Amari’s approach in the light of contextual emergence is due to beim Graben et al. (2009).

19Since Kim includes relations as well, the original notation is in fact “{(x1, . . . , xn, t), An}”.
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event p∗ (at t2). In both cases, C refers to “singular causation”, due to which two
events e1 and e2 are related “in virtue of e1’s property E1”.

The “in virtue of” locution indicates that the singular causal relation is backed
up by a general causal regularity holding between the property E1 of e1 and the
property E2 of e2. This general causal regularity is only indirectly referred to by the
supervenience argument. According to its initial assumptions it holds between the
property P of p and the property P∗ of p∗, and between the property M of m and
the property M∗ of m∗.20

The vertical relation S characterizes neural events p and p∗ at t1 and t2 as the
supervenience bases of mental events m and m∗ at t1 and t2. As mentioned in Sec.
2.2, a plausible way to conceive an event e1 as a supervenience base of e2 is to
presuppose an identity of the individuals and times of e1 and e2, and to presuppose
the property E1 instantiated by e1 as sufficient for the property E2 instantiated by e2

in the sense of a supervenience of E2’s property class on E1’s property class. In other
words, the relation of S is best thought of as backed up by a general sufficiency
relation between the property E1 of e1 and the property E2 of e2 in the sense of
property supervenience.

Note that this general sufficiency relation is not symmetric but directed. This
is essential for the multiple realization claim that forms the basis for assumption
(A3) in Sec. 2.1 and 2.2. According to this claim, neural properties P and P∗ of the
neural events p and p∗ are sufficient, but not necessary, for mental properties M and
M∗ instantiated by the mental events m and m∗, respectively.

4.2 Key Terms of Contextual Emergence

The scheme of contextual emergence is formally based in the theory of dynami-
cal systems, where the most important concepts are those of states and properties
(observables), which undergo a temporal evolution called a dynamics. Individual
states x are represented as pointwise elements of a state space X whose coordinates
are the properties {A} associated with x. For simplicity, statistical states can be
represented by the subsets of X that support their probability measure.

The technique for establishing such subsets, or equivalence classes, of individual
neural states in order to define proper statistical neural states ps is the formal core
of contextual emergence. As discussed in Sec. 3 this is done by constructing a
partition (a coarse graining) of X in order to identify statistical states ps that are
stable under the neural dynamics Φ. A state ps is stable under Φ if its boundaries
are robust, i.e. Φ maps each point on a boundary onto a point on a boundary.
Only if boundary points are mapped onto each other, the bounded subsets of the
neural state space, representing statistical neural states ps, remain intact under Φ. In
short, Φ entails a particular partition, the generating partition, that leads to properly

20For more details on the distinction between singular and general causation, cf. Baumgartner
2008, 329.
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defined, dynamically stable states ps – all other partitions lead to improperly defined,
dynamically unstable states.

The intertwiner π specifies the relation between statistical neural states ps and
individual mental states mi evolving according to a mental dynamics Γ. Since π is
invertible for generating partitions, the diagram in Sec. 3.2 is commutative and we
can represent the mental dynamics Γ as the concatenation π◦Φ◦π−1. This expresses
that Γ is topologically equivalent with Φ and, thus, a faithful representation of Φ.
For generating partitions, the two dynamics Γ(m) and Φ(p) are consistent up to
those details of neural states that are irrelevant for the proper definition of mental
states.

It is important to keep in mind that neural states are associated with neural
properties. The move from an individual to a statistical neural description does not
change these properties – it only changes the state concept by adding probability
over the neural state space. By contrast, the step from the neural to the mental
changes both states and properties. It transforms a statistical neural state ps into
an individual mental state mi. Since the coordinates of the two state spaces are
basically the properties, novel properties unavailable at the neural level are required
for the mental level.

4.3 Comparison

The concept of events is lacking in a state space picture (and not a formal part of
virtually all areas of physics except relativity theory) and the concept of a state
is absent in Kim’s discussion (and in most of the philosophy of science and mind
altogether). Therefore, the notion of an event as used in Kim’s framework must be
carefully distinguished from that of a state as used in the framework of contextual
emergence. A plausible way to connect the two with each other is the following.

A state x in a state space X serves as a general representation of the states of
many specific systems of the same kind (e.g., pendulums, billiards, or else) with their
specific spatiotemporal locations in the world. In this sense, a state x in the sense of
contextual emergence delineates a particular set of actual (and possible) instances in
which a relevant system satisfies a complex predicate involving the properties {A}
associated with x and their dynamical evolution.

An event in Kim’s sense has a definite location and a definite time, and events are
typically subsumed into classes according to their properties. If a state in the state
space picture characterizes a particular set of actual (and possible) instantiations of
a system, then it is plausible to consider these instantiations as events. As properties
according to Kim characterize a particular set of actual (and possible) events, they
play a role for events in the supervenience argument that looks similar to the role
of states for what events could be in the state space picture.

However, due to the intricate relations between these concepts, there are various
risks of confusion. For instance, the two dynamics Φ and Γ involve the notion of
time as a parameter. It serves no more than the purpose of smaller-greater distinc-
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tions (t1 < t2 or t1 > t2), such as in “if a system was in state x1 at t1, it will be in
state x2 at t2”. In particular, parameter time does not permit indexations such as
“system S located in lab 2.344 at Tel Aviv University was in state x1 at 13:37 before
it switched to state x2 at 14:05”. Thus, the dynamics Φ and Γ provide horizontal
regularity statements while C between events is used in horizontal singular state-
ments. Similarly, the intertwiner π represents a general vertical relation between
states rather than the singular vertical supervenience relation S between events.

While the neural properties P and P∗ are presupposed as sufficient, but not nec-
essary, for properties M and M∗ respectively, the analysis of Sec. 3.2 describes the
states related by π as both necessary and sufficient for one another. This important
difference results from the fact that the role of supervenience in the supervenience
argument refers to neural and mental events (and their properties), while contex-
tual emergence utilizes multiple realization simply for the construction of statistical
neural states as equivalence classes of individual neural states.

Thus, as a first point, P and P∗ cannot be identified with states p and Φ(p).
Rather, p and Φ(p) correspond to particular “broad-grained” characterizations of
events (cf. Bechtel and Mundale 1999) at best, to which the supervenience argument
makes no explicit reference. As a second point π provides a symmetric picture crucial
for the coextensionality of ps with mi and the topological equivalence of Φ and Γ
as oppposed to the directed picture in event supervenience. The relation S would
correspond to specific instantiations of π in the sense of singular event supervenience.

supervenience argument contextual emergence

mental events m instantiate mental states mi

neural events p instantiate neural states pi

coarse neural events instantiate neural states ps

singular mental causation C instantiates mental dynamics Γ

singular neural causation C instantiates neural dynamics Φ

event supervenience sufficiency S instantiates intertwiner π

Table 1: Comparison between events and their relations to one another in the
supervenience argument and states and their relations to one another in contextual
emergence. More details and additional correspondences are explained in the text.

The correspondences listed in Table 1 imply that the two diagrams in Sec. 2.2
and 3.2, although they look strikingly similar, connect different notions. The former
illustrates singular relationships between events as instantiations of states, whereas
the latter illustrates general relationships between states. It also makes clear that
what we refer to as horizontal and vertical determination actually splits up into two
pairs of relations: in singular horizontal and vertical determination and in general
horizontal and vertical determination.

All these relations can either explicitly or implicitly be located in the superve-
nience argument and in contextual emergence. This makes it possible to relate the
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two frameworks to one another in a sufficiently precise way. As a consequence, we
will subsequently (in Sec. 5) use particular aspects of the framework of contextual
emergence to attain a better understanding of both the supervenience argument and
the problem of mental causation.

5 Dissolving the Problem of Mental Causation

5.1 The Non-Sequitur of the Supervenience Argument

The invertibility of the intertwiner π in contextual emergence implies that statisti-
cal neural states map one-to-one onto individual mental states. One may want to
interpret this result as lending support to a hypothesis promoted by Bechtel and
Mundale (1999) according to which “broad-grained” neural properties often map
one-to-one onto particular mental (“psychological”) properties. Such a coextension
of mental and broad-grained neural properties contradicts the multiple realization
of mental properties. This challenges premise (A3) presented in Sec. 2.1, which is
mainly based on the multiple realization of mental properties. If premise (A3) is
false, the supervenience argument becomes irrelevant and the problem of mental
causation receives a straightforward solution.

But such a reasoning is problematic and it does not revoke the supervenience
argument. Within the framework of contextual emergence none of the mental states
mi (and, hence, none of the statistical neural states ps) is reducible to, or identical
with, any individual neural state pi. If a system is in an individual mental state mi

(and, hence, in a statistical neural state ps), it is also in a particular individual neural
state pi which is sufficient for both ps and mi. However, mi is not coextensional with
pi, blocking a reduction of mi (and ps) onto pi. This shows that a system’s being in
mental state mi (and ps) is not identical to its being in any individual neural state
pi that realizes ps (in the sense of multiple realization).

In the language of the supervenience argument, this means that a mental event
m instantiating a mental property M is typically not identical to any neural event
p instantiating a “narrow-grained” neural property Pi that is sufficient, but not
necessary, for M. Read this way, premise (A3) is strongly supported by contex-
tual emergence and cannot be dismissed. Hence, contextual emergence differs from
Bechtel and Mundale’s proposal which, as a consequence, cannot be utilized for our
solution of the problem of mental causation.

Nevertheless, the formally sound and empirically applicable construction of men-
tal states à la contextual emergence can be shown to take the wind ouf of the sails
of the supervenience argument. The point is that contextual emergence provides
reasons for both holding onto all premises (A1)′-(A5) and for denying that there is
any substantial “tension” between premises (A1)′ and (A5) which could be used to
infer (A1). Or, more precisely, contextual emergence gives strong reasons to deny
the assumption capturing Kim’s intuition of a “tension” between premises (A1)′ and
(A5).
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To see this, note that contextual emergence not only allows us to construct
statistical neural states that map one-to-one onto mental states, but it also provides
a faithful representation of the neural dynamics Φ in terms of a mental dynamics
Γ. The mental dynamics is therefore as real as the neural dynamics. Restricting
ourselves (for reasons of simplicity) to deterministic dynamics, an individual mental
state mi is sufficient for any successor state Γ(mi), under the mental dynamics
Γ, in the sense of a causal horizontal determination. In other words, if a system
implements the mental dynamics Γ and if it instantiates a mental state mi at a time
t1, the system predictably instantiates mental state Γ(mi) at any subsequent time
t2 > t1. To say that the dynamics Γ faithfully represents the dynamics Φ means
that both dynamics are topologically equivalent (see Appendix).

If the regularity mi → Γ(mi) is robust (in the relevant circumstances), an instan-
tiation of an individual state mi, i.e. a mental event m, is sufficient for an instan-
tiation of Γ(mi), i.e. a mental event m∗, in virtue of being an instantiation of mi.
This could be modally rephrased by saying “had the instantiation of mi occurred,
the instantiation of Γ(mi) would have occurred as well” (counterfactual sufficiency).
Furthermore, any such instantiation of mi, i.e. a mental event m, and a horizontally
determined instantiation of Γ(mi), i.e. a mental event m∗, supports counterfactuals
of the form “had the instantiation of mi not occurred, the instantiation of Γ(mi)
would not have occurred either” (counterfactual necessity).

One important argument in favor of such counterfactuals is that, if mi and its
coextensional ps had not been instantiated, none of the individual neural states pi

sufficient for mi and ps could have been instantiated. However, if an instantiation
of any such individual neural state pi had not occurred, then those instantiations
of Φ(pi) which are horizontally determined by the instantiation of pi due to the
dynamics Φ would also not have occurred. And if an instantiation of Φ(pi) had
not occurred, then arguably the instantiation of a statistical state Φ(ps) realized by
Φ(pi) would not have occurred either.21 If we then assume, as before, that Φ(ps) is
coextensional with Γ(mi), we can see why the instantiation of Γ(mi) would also not
have occurred. Hence, the robust regularity of mi → Γ(mi) suggests the correctness
of the necessity counterfactual. And since satisfaction of these counterfactuals is
widely considered as sufficient for causation22, their truth provides strong evidence
that mi and Γ(mi) are directly causally related.

21Here we disregard cases in which the instantiation of Φ(pi) happens to have additional hori-
zontal determiners unconnected to the instantiation of pi, and cases in which the instantiation of
Φ(ps) happens to have additional realizers unconnected to the instantiation of Φ(pi).

22Unfortunately, within the debate on mental causation, the theories of causation presupposed
are rarely made explicit. However, virtually all causal theories characterize a satisfaction of the
mentioned counterfactuals by two non-overlapping events as strongly indicative for causation, even
if they differ in their interpretations as to what makes these counterfactuals true. Consequently, it
is enough for us to show that the confirmed mental dynamics implies precisely these counterfactuals
with respect to the mental states mi and Γ(mi) as well as the “direct” connection between them.
By contrast, mi and Φ(pi) do not satisfy these conditions.
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The gist of this argumentation is that the horizontal and vertical determination
of mental and neural states are embedded in an overall systematic framework (cf.
the mapping diagram in Sec. 3.2). While Kim’s intuitive notion of a tension assumes
vertical and horizontal determination as basically independent, we argue that this
is not the case. Given a proper definition of dynamically robust mental states as
faithful representations of the neural dynamics, no conflict of this vertical relation
with the horizontal mental or neural dynamics is possible.

It is important to realize that these conclusions are independent of the question
whether the coextensionality of mental and statistical neural states amounts to an
identity or not. All that is required for the falsity of horn 1 is that a genuine causal
relation holds between an instantiation of mi and an instantiation of Γ(mi), which is
not jeopardized if identity holds. But independent of this point, here are four basic
reasons for us to favor coextensionality over identity.

(1) The structure of the mental state space and that of the statistical neural state
space are radically different: one of them is an abstract space of symbol sequences
and the other one is a probability space over that vector space. (2) Accordingly,
individual mental states are represented pointwise, while statistical states are dis-
tributions. (3) The types of dynamics of the corresponding states are topologically
equivalent, but this is weaker than identical (see Appendix). The neural dynamics
is continuous and analog, the mental dynamics is discrete and digital. (4) And,
finally, mental and neural observables fall into different algebras with (generally)
very different mathematical structure.

An observation lending further support to the claim about a genuine causal
relation is that contextual emergence suggests the instantiation of a state Γ(mi),
i.e. an event m∗, to be caused neither by an instantiation of a state pi, i.e. an event
p, nor by an instantiation of a state Φ(pi), i.e. an event p∗, even if the latter two
are sufficient for the former. Since p∗ and m∗ occur simultaneously but causation
requires temporal sequence, p∗ and m∗ cannot be causally related.

But also p cannot plausibly be considered a cause of m∗ – no particular state pi

ever directly and dynamically leads to a relevant Γ(mi). There is always a “concep-
tual” transition (a partitioning, or coarse graining) involved from pi to ps, and there
is always a “vertical” transition (an interlevel mapping) involved from ps to mi.
Both these transitions are not temporally sequential, hence it is implausible, if not
meaningless, to refer to them as causal relations (in the sense of efficient causation),
and so it is for events as instantiations of states.

If, with this background, an event m (i.e. an instantiation of a state mi) satisfies
certain conditions definitional to causation relative to an event m∗ whereas no other
event occurring in the general model is a candidate cause for m∗, there are strong
reasons to believe that Kim’s horn 1 rejecting a causal relation between two events
m and m∗ is false. Mental events are not causally inefficacious in general but can be
genuine causes of future mental events. Since the validity of Kim’s argument itself
is not in question, one of his premises leading to horn 1 must be false.

To see how contextual emergence also casts doubt on horn 2, suppose that an
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individual neural state pi is a state vertically sufficient for an individual mental
state mi in the sense of forming the base of a statistical neural state ps that is
π-coextensional with mi. Then it can be shown that mi does not horizontally de-
termine Φ(pi). The reason is that the sufficiency of pi for ps (which is coextensional
with mi) is asymmetric. Since there are always many neural states pi realizing a
neural state ps, mi is not vertically sufficient for any particular state pi that is defi-
nitional to ps. This in turn implies that mi is also not horizontally sufficient for any
particular state Φ(pi) horizontally determined by the states in the cell definitional
to ps.

23

Hence, mi is not horizontally sufficient for Φ(pi). Since, according to the notion
of causation introduced in Sec. 1, such a horizontal sufficiency must hold if an
instantiation of mi (i.e., a relevant mental event m) should be considered a genuine
cause of an instantiation of Φ(pi) (i.e., a relevant neural event p∗), it is highly
doubtful that an instantiation of mi can be a cause of an instantiation of Φ(pi),
even if the former is connected to the latter in various other ways. Again, since the
validity of Kim’s argument is not in question, one of the premises used to infer horn
2 must be false.

Since the rejection of (A1)′ is no longer an option, the prime suspect for an
inaccurate premise is not one among the original premises of the supervenience
argument. Rather, it is the assumption underpinning the intuition of a “tension”
between (A1)′ and (A5). The analytical soundness and empirical adequacy of the
framework of contextual emergence provide strong evidence that the assumption of
a general exclusion principle for horizontal and vertical determiners is misguided.

Once the corresponding assumption of a “tension” is rejected, premises (A1)′-
(A5) can reasonably be considered correct and the conflict between them dissolves.
The resulting solution to the problem of mental causation is deflationary: There is
no problem with the causal efficacy of mental states on future mental states in the
first place.24

5.2 Brief Excursion: Proportionate Causation

Finally, let us briefly point out that our results vindicate a now widely received
theory most notably defended by Yablo (1992) in important respects.25 Yablo for-
mulates a set of conditions that jointly define what the author calls “proportionate
causation” (op. cit., 273-277). Many events may be causally sufficient, or causally
necessary, for a given event, but only those satisfying the conditions definitional to
causal proportionality are genuine causes of the event. In many cases, mental or

23The pathological case in which all states pi definitional to a state ps horizontally determine
the same individual neural state under Φ can be excluded.

24The question of whether mental states can have causal impact on neural states remains to be
clarified in further work.

25Yablo’s framework has inspired a number of other accounts with a similar structure (cf.
Thomasson 1998; Crisp and Warfield 2001; Shoemaker 2001; Gibbons 2006; Schröder 2007).
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other higher-level events qualify as genuine proportionate causes of certain effects
(op. cit., 277-279).

The distinction of causal sufficiency, causal necessity, and causation is mirrored
by the framework of contextual emergence. An instantiation of an individual mental
state mi may be causally necessary for an instantiation of a state Φ(pi), in the sense
that pi is an individual neural state vertically sufficient for mi and horizontally suf-
ficient for Φ(pi). However, as argued above, the instantiation of mi does not satisfy
certain other essential criteria of causation with respect to the instantiation of Φ(pi)
and so cannot be considered a cause of the latter. Nevertheless, an instantiation
of pi is clearly the cause of an instantiation of Φ(pi), and an instantiation of mi

is clearly the cause of an instantiation of Γ(mi). This kind of horizontally parallel
structure has been shown to be implied by Yablo’s account as well (Harbecke 2008,
305/306).

Moreover, Yablo’s framework contains the idea that mental and physical events
are related by vertical “determination” relations resembling the relations that indi-
vidual neural states bear to mental states via statistical neural states. Individual
neural states are intimately related to statistical neural states, even if the two kinds
of neural states are not identical. Determination à la Yablo captures a compara-
ble idea of an intimate relation of determinables to their determinates that is not
the identity relation (cf. Yablo 1992, 256-260 and n.29). Since the framework of
contextual emergence is clearly more explicit and refined theoretically, and since it
has been proven to be successfully applicable to concrete empirical situations, our
approach to mental causation advances Yablo’s. As an additional benefit, we need
no metaphysically problematic notions such as the “essence” of an event (cf. Yablo
1992, 261-265).

6 Conclusions

We discussed the issue of mental causation from the novel perspective of a particular
interlevel relation called contextual emergence. It allows us to assess relations be-
tween mental features and neural features in a conceptually sound, formally rigorous,
and empirically accessible fashion.

We reformulated the problem of mental causation as it arises in the supervenience
argument of Kim and others in the framework of contextual emergence. The first
crucial point is that mental and neural states, represented in corresponding state
spaces in the framework of contextual emergence, are instantiated by mental and
neural events as used in the supervenience argument.

This has consequences for the horizontal (intralevel) determination of states /
events and for their vertical (interlevel) determination. The relations of causation
(horizontal) and supervenience (vertical) between mental and neural events in the
supervenience argument are backed up by the dynamics of states (horizontal) and
the actual emergence relation (vertical) formalized by an intertwiner between coex-
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tensional mental and neural states.
Characterizing mental-neural relations by intertwiners between coextensional

states may sound unfamiliar in the terminology of the philosophy of mind. Within
the usual concepts of relationships discussed in the literature, the picture that con-
textual emergence leads to is most closely related to the family of dual-aspect ap-
proaches. For different variants of such approaches and their delineation from neutral
monism see Atmanspacher (2012).

A careful analysis of the commonalities and differences between the superve-
nience argument and contextual emergence yields that the problem of mental cau-
sation as posed in the supervenience argument does not arise if the appropriate
relations in contextual emergence are utilized. The key point is the explicit con-
sideration of the temporal dynamics of states, which is the conceptual basis of any
horizontal causation in general. In contextual emergence, the neurodynamics is used
to construct statistical neural states which are in one-to-one correspondence with
properly defined mental states. Their dynamics is then topologically equivalent with
the neurodynamics.

We showed in detail how the framework of contextual emergence suggests the
falsity of the two horns of the dilemma established by the supervenience argument.
In particular, we showed that there is no “tension” between the horizontal and
vertical determination of mental events by their neural supervenience bases and by
prior mental events. As a consequence, the causal efficacy of mental states or events
is no problem in the first place. The scheme of contextual emergence provides a
constructive way to resuscitate mental causation.

Horizontal and vertical determination, suitably understood and combined, do
not compete but complement one another. This result agrees with Yablo’s approach
based on the notion of proportionate causation and at the same time offers insight
into theoretical and empirical details unavailable in his conceptual framework. Our
work demonstrates how combining philosophical arguments with novel results in
cognitive neurodynamics improves and refines our knowledge about mental causa-
tion.

Appendix:

Generating Partitions and Symbolic Dynamics

Consider a partition P = (A1, A2, ..., Am) over a state space X in which the states
of a system are represented. Then a simple version of the entropy of the system is
the well-known Shannon entropy

H(P) = −
m∑

i=1

µ(Ai) log µ(Ai) ,

where µ(Ai) is the probability that the system state resides in partition cell Ai.
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The dynamical entropy of a system in a state space representation requires to
consider its dynamics Φ : X → X with respect to a partition P (Cornfeld et al.
1982):

H(Φ,P) = lim
n→∞

1

n
H(P ∨ ΦP ∨ ... ∨ Φn−1P)

In words, this is the limit of the entropy of the union of partitions of increasing
dynamical refinement. The refinement is dynamical because it is generated by the
dynamics Φ itself, expressed by ΦP , Φ2P , and so forth.

A special case of a dynamical entropy of the system with dynamics Φ is the
Kolmogorov-Sinai entropy Kolmogorov 1958; Sinai 1959

HKS = sup
P
H(Φ,P) .

This supremum over all partitions P is assumed if P is a generating partition, oth-
erwise H(Φ,P) < HKS. (Every Markov partition is generating , but not vice versa.)
Pg minimizes correlations among partition cells Ai, so that they are stable under Φ
and only correlations due to Φ itself contribute to H(Φ,Pg). Boundaries of Ai are
(approximately) mapped onto one another. Spurious correlations due to blurring
cells are excluded, so that the dynamical entropy takes on its supremum.

Since the cells of a generating partition are dynamically stable, they can be used
to define dynamically stable symbolic states, whose sequence provides a symbolic
dynamics Γ (Lind and Marcus 1995). This dynamics is a faithful representation of the
underlying dynamics only for generating partitions. The technical term “faithful”
expresses that the underlying dynamics Φ and the properly constructed symbolic
dynamis Γ are topologically equivalent.

Another way to say that Φ and Γ are topologically equivalent derives from the
mapping π of states in X to symbolic states. If π is continuous and invertible, and
its inverse π−1 is also continuous, π is called an intertwiner and we can write

Γ = π ◦ Φ ◦ π−1 ,

such that the diagram in Sec. 3.2 is commutative: Starting with p, Γ(m) can be
equivalently reached via m or via Φ(p). The intertwiner π is topology-preserving if
the partition yielding the equivalence classes of individual states in X is generating.
(The topology of one state space is preserved in another one, if and only if any
state change in one state space implies a state change in the other.) For generating
partitions of X, there is therefore a one-to-one correspondence between statistical
states in X and individual symbolic states.

The notion of topological equivalence is weaker than topological conjugacy, where
the one-to-one correspondence applies to individual trajectories which can be para-
metrized pointwise in time. By contrast, statistical neural states have no individual
trajectories but sets of trajectories, so that π cannot map statistical neural states
onto symbolic mental states together with a one-to-one mapping of their time pa-
rameter. Therefore, we conjecture that this is another reason (in addition to those
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given in Sec. 5.1) why the one-to-one correspondence due to topological equivalence
is not strong enough to be interpreted as an identity relation.
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