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Large-scale systems increasingly exhibit a differential between intra-chip and inter-chip
communication performance especially in hybrid systems using accelerators. Processor-
cores on the same socket are able to communicate at lower latencies, and with higher
bandwidths, than cores on different sockets either within the same node or between nodes.
A key challenge is to efficiently use this communication hierarchy and hence optimize per-
formance. We consider here the class of applications that contains wave-front processing.
In these applications data can only be processed after their upstream neighbors have been
processed. Similar dependencies result between processors in which communication is
required to pass boundary data downstream and whose cost is typically impacted by the
slowest communication channel in use. In this work we develop a novel hierarchical
wave-front approach that reduces the use of slower communications in the hierarchy
but at the cost of additional steps in the parallel computation and higher use of on-chip
communications. This tradeoff is explored using a performance model. An implementation
using the reverse-acceleration programming model on the petascale Roadrunner system
demonstrates a 27% performance improvement at full system-scale on a kernel application.
The approach is generally applicable to large-scale multi-core and accelerated systems
where a differential in communication performance exists.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

Today’s large-scale systems increasingly exhibit differences in their communication capabilities at different levels of the
system hierarchy. Highest performing communications, with low latency and high bandwidths, occur between processor-
cores that are located on the same chip, and lower performance communications, with higher latency and lower bandwidths,
occur between processor-cores located on different compute-nodes. The difference in communication performance is over
two-orders-of-magnitude on several of today’s systems. A key challenge in the utilization of these systems lies with the effi-
cient use of the available communication channels with differing performance characteristics.

As the number of cores on-chip increases, in line with Moore’s law, more complex high-speed communication topologies
are being proposed and are appearing in main-stream processors. Examples include the IBM Cell Broadband-Engine [1], and
its latest implementation the PowerXCell 8i, which has an on-chip ring network, the Intel Larrabee processor [2] also with an
on-chip ring network, and the TILE64 [3] processor with its on-chip mesh network. These networks allow very high speed
data transfers between cores on a chip and to shared resources such as controllers to off-chip memories. However the com-
munication performances to other parts of a system degrade significantly and can pose a bottleneck for many applications.
. All rights reserved.
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In this work we examine a class of applications that contain wave-front processing. These applications are characterized
by a dependency in their processing flow in which grid-points can only be processed after their upstream neighbors. When
mapped to a parallel system a local sub-grid can only be processed after boundary data is received from upstream neighbors,
and produces boundary data for downstream processors. Blocking of the local sub-grid has been shown to be beneficial in
improving the parallel efficiency on large-scale systems [4]. The wave-front processing corresponds to that of a pipeline
which takes time to fill and reach full utilization. The slowest communication channel used impacts the performance of
the pipeline processing. It has been estimated that a significant number of cycles on the Advanced Simulation and Comput-
ing (ASC) machines are used to process applications with wave-front processing [5].

A novel wave-front algorithm, termed the hierarchical wave-front, is developed and implemented in this work. The hier-
archical wave-front performs the same processing requirements as in the standard approach and preserves all data depen-
dencies. It uses knowledge of a local processor-core domain that typically contains all cores on the same chip. In the
hierarchical wave-front the number of slower, inter-domain, communications are reduced but at the expense of increasing
the number of parallel computation steps and increased intra-domain communications. A trade-off results between the sav-
ings in communication and increased on-chip activities. A performance model is used to quantify this trade-off and show
that, for a range in the performance-space consisting of core computation performance, inter-domain communication per-
formance and blocking factor, there is a system-size above which performance improvements will result when using the
hierarchical wave-front.

The hybrid petascale Roadrunner system [6] at Los Alamos is used as a test bed to demonstrate the performance improve-
ments that can be obtained in practice. This, a hybrid system containing both AMD Opteron host processors and PowerXCell
8i accelerators, sees a performance improvement of 27% at full-system scale when using the hierarchical wave-front. But
performance improvements only occur when using more than 16% of the system. The implementation uses the reverse-
acceleration programming model [7] in which each core of the accelerator is a separate MPI rank, and host processors simply
support their activity.

The paper is organized as follows. In Section 2 we provide an overview of wave-front processing and describe how the
standard implementation is modified to implement the hierarchical wave-front. A performance model is used to compare
the performance potential of the hierarchical wave-front in Section 3. An overview of the Roadrunner system is provided
in Section 4 illustrating programming models that can be employed and also the performance of its communication hierar-
chy. A performance comparison of the wave-front implementations on Roadrunner is given in Section 5 that shows that sig-
nificant improvements are achievable from the hierarchical wave-front.

1.1. Related work

The hierarchical wave-front introduced here is one of few recent works in which specific resources provided by multi-
core processors are utilized to optimize scientific application performance. The available parallelism in these processors is
being used by most to improve performance, and dedicating cores to specific activities is being explored by many. The closest
related application work optimizes the temporal re-use of cache in multi-core processors [8,9], unlike ours which optimizes
for the communication hierarchy.

There has been much analysis using wave-front algorithms, the early work using large-scale systems stems back to radi-
ation transport simulations in three-dimensions using the kernel application, Sweep3D [4]. One of the earliest detailed per-
formance analysis and performance modeling of wave-fronts was undertaken in [5] and has subsequently been used in
large-scale system procurement as well as in exploring the design space of possible future systems including accelerated sys-
tems [10]. The Smith–Waterman algorithm for sequence alignment also includes wave-front processing but on two-dimen-
sional data. Its performance has recently been explored for use on accelerators but at small scales [11].

Recently, there have been several implementations of Sweep3D for the Cell Broadband-Engine including that by IBM [12],
and that by Los Alamos [13]. The IBM implementation focused on a single cell processor and required excessive data motion
resulting in sub-optimal performance. The Los Alamos implementation followed a distributed memory approach as sug-
gested earlier in [10] and had minimal data movement resulting in 3x higher performance and which has subsequently been
shown to scale on Roadrunner [6]. This implementation assigned a static sub-grid to each SPE in the cell processors using
familiar MPI style message passing for communications. This work also spawned the Cell-Messaging-Layer (CML) [14], an
implementation of the Reverse-acceleration model [7], that provides a lightweight MPI library for the cell. Both the Los Ala-
mos port of Sweep3D to the cell and CML are used in this work.

Further implementations of Sweep3D have also been achieved on GPUs including that on the Nvidia GT200 using CUDA
[15]. This demonstrated a speedup of 2.25 over the use of a single contemporary Intel CPU but only at small scale. It will be
interesting to see if these results also extend to large-scale systems such as our work here on the large-scale Roadrunner
system.

As will be quantified in Section 3, our hierarchical wave-front does not always result in increased performance, but rather
results in a complex trade-off between reduced communication and increased on-chip activity. This trade-off is quantified
for a large performance-space covering many of the large-scale systems available today and foreseen in the near-future. The
performance model is validated and shows high correspondence to actual performance measurements. The use of Roadrun-
ner, though a hybrid system with conventional and accelerator processors, illustrates the potential for using the hierarchical
wave-front for any multi-core processing system which exhibit a similar communication hierarchy.
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2. Hierarchical wave-front algorithm

In the following we make use of an important concept – that of a processor-core domain. Processor-cores within a domain
(typically all of the cores on the same chip or socket) are able to pass information between each other at much higher speed
than processor-cores that are in different domains (typically other socket or compute-node). The hierarchical wave-front ap-
proach directly exploits processor-core-domains by reducing the number of slow, inter-domain communications, but at the
expense of increasing the number of parallel computation steps and increased intra-domain communications. This is a com-
plex tradeoff that involves many parameters, some are determined by the performance characteristics of the system, and
some that are tunable whose optimum values depend on the system-scale, as will be shown in Section 3.
2.1. Wave-front processing

Wave-front algorithms are characterized by a dependency in the processing order of grid-points within a spatial domain.
Each grid-point in a multi-dimensional spatial grid can only be processed when previous grid-points in the direction of pro-
cessing flow have been processed. Examples are shown in Fig. 1 for 1-dimensonal, 2-dimensional, and 3-dimensional regular
spatial grids. In each case, five steps of wavefront propagation are shown. For each step, the cell(s) that can be processed are
shown in black, and previously processed cells are shown shaded (for the 1-D and 2-D cases). The direction of the wavefront
is from left to right (1-D), from lower-left to upper-right (2-D) and from the nearest upper corner into the page (3-D). The so-
called wavefront thus moves across the spatial grid in the direction of travel, entering at one corner point and exiting after
passing through all cells.

The direction of wavefront travel may vary from one calculation phase to another. It has been noted that the available
parallelism, that is the number of spatial cells that can be processed simultaneously is a function of the dimensionality of
the spatial grid minus one. We consider below the use of a 3-dimensional grid that corresponds to that used by Sweep3D.

To compare the standard and hierarchical wave-fronts consider the logical six by six processor-core array shown in Fig. 2.
This array is partitioned into two by two domains, each containing nine cores, as indicated by the thick lines. Each processor-
core is assigned a sub-grid of size Is � Js � K of the global grid of size I � J � K where Is = I/Px, Js = J/Py and Px, Py are the pro-
cessor core counts in the logical two dimensional array. The sub-grids are processed in blocks of size B k-planes (B layers of
the sub-grid in the K dimension) at a time which, as described in [4], increases parallel efficiency. Each k-plane in a block
consists of Is � Js grid-points.

In Fig. 2 the wave-front computation travels to the lower-right corner from the upper-left with colors indicating which k-
plane, in which block, each core is processing in any step. Note that in this example there are 7 blocks each with 4 k-planes
resulting with each core processing exactly 28 k-planes of size Is � Js in both algorithms. But the number of computation
steps, and number of inter-domain communication varies.

The standard wave-front algorithm is illustrated in Fig. 2(a) noting that each block in this example contains four k-planes
and thus a block takes four k-plane steps to process. Communications occur between processor-cores every four steps, and
inter-domain communications occur from step 12 onwards. In this example the standard wave-front requires a total of 68 k-
plane steps, of which the first 64 are shown in Fig. 2(a), and 11 inter-domain communication steps.

The hierarchical wave-front algorithm is shown in Fig. 2(b) using the same configuration. In contrast to the standard
wave-front, after each k-plane is processed boundary information is communicated to downstream processor-cores if they
are within the same domain. Boundary information between domains is communicated only when all cores within a domain
have processed the same block of their respective sub-grids. Thus inter-domain communications occur after steps 8, and 16
(and subsequent multiples of eight steps). Individual k-plane steps are used to illustrate this processing flow in Fig. 2(b) up to
k-plane step 18. A total of 72 k-plane steps are required by the hierarchical wave-front algorithm (an increase from 68) but
only 7 inter-domain communication steps are required (a decrease from 11). Using larger grid-sizes on larger-scale systems
increases these effects.
(a) one-dimension  

(b) two-dimensions   

(c) three dimensions  

1 2 3 4 5

Fig. 1. Example wavefront propagation showing available parallelism.



(a) standard wave-front showing the first 64 k-plane steps (every 4 steps are identical) 

(b) hierarchical wave-front showing the first 18 k-plane steps 
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Fig. 2. Comparison of the standard and hierarchical wave-front algorithms.
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2.2. Hierarchical wave-front implementation

An overview of the standard wave-front algorithm is shown in pseudo-code in the top-left of Fig. 3. The main unit of com-
putation is processing a block of the local sub-grid. This is preceded by receiving boundary data from up-stream processors,
in this example from the upper and left neighbors, and is followed by sending boundary data to down-stream processors. An
example logical 4 � 4 processor array is also shown in the lower-left of Fig. 3 to illustrate that processor-cores process dif-
ferent blocks at any time (indicated by the different colors), with the cores on the same diagonals processing the same
blocks.

The hierarchical wave-front introduces both message aggregation and micro-blocking to the standard algorithm as shown
in the upper-right of Fig. 2.

Message aggregation: Only one processor-core within a processor-domain receives boundary data from the up-stream do-
main in the horizontal dimension and only one core for the vertical dimension. After receiving the boundary, subset are
transferred to each other core on the domain edge using high-speed intra-domain transfers. Similarly, one processor-core
sends resulting boundary data to the down-stream domain in the horizontal dimensions and one core sends in the vertical
dimensions after receiving a subset of the data from each core on the domain edge. For simplicity, the core receiving data
from the up-stream domain (and the core sending down-stream) is the same for both dimensions in the lower-right of
Fig. 3. A domain of 4 � 4 processor-cores is assumed in this example. The aggregation reduces pressure on the inter-domain
communication sub-system by having only one message sent and received in each dimension, and also results in higher
achieved bandwidth on the communication channel due to larger payload sizes. Note that the total amount of data trans-
ferred between domains remains the same in both the standard and the aggregation communication schemes.

Micro-blocking: A block is sub-divided into the smallest unit possible – that of a single k-plane (hence forming a micro-
block) as shown in the upper-right of Fig. 3. Further communications are introduced into the main block processing loop
which receive micro-block boundary data from neighboring upstream cores within the domain (if there are any), and also
which send micro-block boundary data to neighboring downstream cores (if there are any) as shown by the short dotted
arrows in the lower-right of Fig. 3. These additional communication steps are between processor-cores within the same do-
main using high-speed intra-domain transfers. The micro-blocking results in higher efficiency of the processor-cores within
a domain by more rapidly providing work for them to process while at the same time does not require any low-speed inter-
domain communications.
3. Potential performance improvement

Prior to implementing the hierarchical wave-front algorithm we employed the use of a performance model. The model
enabled us to quantify the potential performance benefits of the new approach and to more fully understand the trade-
off between the reduction in the inter-domain communications at the expense of increasing computation as well as



Fig. 3. The standard wave-front algorithm and the main additions required in the hierarchical algorithm. The communication flow between processors in
the standard algorithm and in the hierarchical algorithm is also shown.
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intra-domain communications. A modified form of the performance model of Sweep3D, as introduced in [5] and subse-
quently applied to analyzing systems using the Clearspeed CSX600 accelerator [10], was used for this purpose.
3.1. Standard wave-front algorithm

The basic performance model to process a single wave-front [5] is given by:
T1-Wavefront ¼ ðPX þ PY � 2Þ � ðB � Tk-plane þ 2 � TmsgÞ þ
K
B
ðB � Tk-plane þ 4 � TmsgÞ ð1Þ
where the available processor-cores are logically arranged in a two-dimensional array defined by PX � PY. Each computation
step takes B � Tk-plane seconds where B is the number of k-planes in a block, and Tk-plane is the time taken to process a single k-
plane on a single processor-core. K is the total number of k-planes, and K/B gives the total number of blocks to be processed.
The first part of Eq. (1) represents the cost of the wave-front propagating across the processor array, commonly referred to as
the pipeline length, while the second part represents cost of processing all blocks locally on a single processor-core. Two
boundary communications are required in each step in filling the pipeline, and four (two receives and two sends) are re-
quired in addition to the block processing time. The cost for a single communication is Tmsg and is a function of the block
size. Tmsg is approximated by a two component model in which the first is the message latency (or start-up cost), and the
second is the message size divided by the communication channel bandwidth. As we will show later in Section 4, both
the message latency and the message bandwidth can significant vary across a system’s communication hierarchy.

Eq. (1) represents the case of a single wave-front in which processing originates at one corner of the logical processor
array only. In applications such as Sweep3D [4] wave-fronts originate from all corners of a 3-dimensional grid, in a defined
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order starting with the North-West corner then South-West them North-East then South-East, increasing the number of
blocks processed by a factor of eight and also increasing the pipeline length as follows:
T8-Wavefront ¼ ð2PX þ 4PY � 6Þ � ðB � TK-plane þ 2 � TmsgÞ þ 8
K
B
ðB � TK�plane þ 4 � TmsgÞ ð2Þ
In the following analysis we use the eight wave-front version of the performance model. By examining either Eq. (1) or Eq.
(2) it can be seen that the pipeline overhead can be minimized by making B small and hence increasing the relative contri-
bution of the second term to TWavefront. However, this also results with an increased number of communications whose own
contribution is minimized by making B large. In actual fact B can be used as a tuning parameter to minimize TWavefront. The
optimal value of B generally decreases with the processor scale (PX � PY).

3.2. Hierarchical wave-front algorithm

In order to analyze the hierarchical wave-front algorithm we start with Eq. (2) and consider separately the computation
and communication contributions to the overall time. The computation time in the standard algorithm, from Eq. (2), is
T8-compute ¼ 2PX þ 4PY � 6þ 8
K
B

� �
� B � TK-plane ð3Þ
The number of computation steps required in the hierarchical algorithm impacts this in two ways: firstly the number of
steps to process a single block increases depending on the number of processor-cores P0X and P0Y within a domain; and sec-
ondly the number of pipeline stages in the logical X and Y processor array dimensions are reduced by P0X and P0Y , respectively:
for simplicity we assumed that P0X and P0Y are factors of PX and PY, respectively
T8-compute-H ¼ 2
PX

P0X
þ 4

PY

P0Y
� 6þ 8

K
B

� �
� ðP0X þ P0Y � 1ÞB � TK-plane ð4Þ
The communication time in the standard algorithm, from Eq. (2), is
T8-comm ¼ 2ð2PX þ 4PY � 6Þ þ 4 8
K
B

� �� �
� Tmsg ð5Þ
To examine the communication time of hierarchical algorithm we assume for simplicity that the time for intra-domain com-
munications is small compared to the inter-domain communications and to the computation time required to process a k-
plane. This is true in practice for several large-scale systems including Roadrunner as will be shown in Section 4
T8-comm-H ¼ 2 2
PX

P0X
þ 4

PY

P0Y
� 6

� �
þ 4 � 8

K
B

� �� �
� T 0msg ð6Þ
The message time, T 0msg , represents the time to send a message which is P0X (or P0Y ) larger than the message in the standard
algorithm. But there is only one message of this size in each step, compared to P0X (or P0Y ) messages per step in the standard
algorithm and thus the amount of traffic per step is the same. For simplicity we assume that Tmsg ¼ T 0msg . In addition the dif-
ference in latencies, due to different paths in the communication fabric between nodes within a system is assumed small.
This is a reasonable assumption for fat-tree networks including Roadrunner’s, whose latency between any two nodes varies
between 2.1 s and 3.9 s [6], but would need to be more carefully considered for mesh-based systems that can have many
more hops between nodes.

The increased computation cost in the hierarchical algorithm over the standard algorithm is:
TDcompute ¼ T8-compute-H � T8-compute ¼ 2
PX

P0X
ðP0Y � 1Þ þ 4

PY

P0Y
ðP0X � 1Þ

� �
þ 8

K
B
� 6

� �
ðP0X þ P0Y � 2Þ

� �
B � TK-plane ð7Þ
and the decrease in communication cost in the hierarchical case over the standard case, is given by:
TDcomm ¼ T8-comm � T8-comm-H ¼ 2 PX �
PX

P0X

� �
þ 4 PY �

PY

P0Y

� �� �
� 2Tmsg ð8Þ
The hierarchical wave-front algorithm results in a higher performance when the savings in the communication cost are
greater than the increased cost of the computation, i.e. when
TDcomm > TDcompute
An improvement in performance will not always result from the hierarchical algorithm – the improvement is dependent on
the first order effects of: the computation cost to process a single k-plane, Tk-plane, the communication time, Tmsg, block size, B,
and also on the system scale (PX � PY) as well as the local processor-core domain size ðP0X � P0YÞ.

The potential performance improvements of the hierarchical wave-front approach are shown in Fig. 4. A fixed processor
domain of 16 cores ðP0X ¼ P0Y ¼ 4Þ is considered, while the message time is varied from 5 to 70 ls, and the processor-core
count is varied from PX = PY=4 (16 cores) to PX = PY = 512 (256K-cores). Each processor-core was assumed to process a



(a) Tk-plane = 1µs (b) Tk-plane = 4µs (c) Tk-plane = 8µs

4 8 16 32 64 128 256 512
5

10

15

20

25

30

35

40

45

50

55

60

65

Processor Edge (Px=Py)

M
es

sa
ge

 T
im

e 
(

s)

0%

25%

-25%

-50%

4 8 16 32 64 128 256 512
5

10

15

20

25

30

35

40

45

50

55

60

65

Processor Edge (Px=Py)

M
es

sa
ge

 T
im

e 
(µ

s)

0%

25

-25%

-50%

-75%

-100%

4 8 16 32 64 128 256 512
5

10

15

20

25

30

35

40

45

50

55

60

65

Processor Edge (Px=Py)

M
es

sa
ge

 T
im

e 
(

s)

0%

-25%

-50%

-75%

-100%

Fig. 4. Potential performance improvement of the hierarchical wave-front for a range of processor-core counts (from 16 to 256K), and range of message
times (5 ls to 70 ls).
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sub-grid size of 5 � 5 � 400 grid-points with four k-planes per block in all cases. The size of communications is dependent on
the sub-grid size and the block size. In the example here, the communication size in the standard algorithm was 960B, and in
the hierarchical algorithm was 3840B for communication between cores across domains, and 240B between cores within a
domain. Three values for the k-plane computation time are considered – 1 ls, 4 ls, and 8 ls. Note that the values of these
parameters are chosen to reflect the costs that are seen in today’s systems as well as those that could be expected in near-
term future systems.

Performance improvements are indicated by the shaded region in each of Fig. 4(a)–(c). The greatest improvements are
seen for the higher processor-core counts where the contribution of the pipeline to the overall execution time is the highest.
The hierarchical wave-front is directly aimed at reducing this by lowering the number of inter-domain communications. Per-
formance is lost at lower processor-counts due to the increased computation being greater than the reduction in the savings
in the inter-domain communications. Performance is also lost when the communication time is low, as well as when the k-
plane computation time is high. The complex interaction between these main performance parameters is clearly shown in
Fig. 4.
4. Case study: Roadrunner

We use the Roadrunner system at Los Alamos to demonstrate the performance improvements that are possible from the
hierarchical wave-front algorithm. Roadrunner exhibits rich processing and communication resources which vary in their
performance characteristics. An overview of Roadrunner along with pertinent performance characteristics are detailed be-
low. A more detailed description of the system architecture can be found in [6].

4.1. Overview of the Roadrunner system

Roadrunner was the first system to achieve a sustained petaflop on the Linpack benchmark. The combination of flexible
general-purpose (AMD Opteron) and high-performing special-purpose (IBM PowerXCell 8i [1] – the latest implementation of
the Cell Broadband-Engine architecture) processors is the foundation of the Roadrunner system. The goals of the design were
to provide high computational performance within acceptable cost and power budgets, and the use of hybrid processor tech-
nology was found to be a suitable approach to meet those constraints.

Though Roadrunner contains an equal number of conventional, general-purpose microprocessor cores and special-pur-
pose accelerators the vast majority of the available performance results from the special-purpose accelerators, the PowerX-
Cell 8i processors. These provide over 95% of the peak performance and over 85% of the peak memory bandwidth. The entire
system has a peak performance of 1.38 Pflop/s (double precision).

A Roadrunner compute-node is shown in Fig. 5 and consists of three blades. One blade houses the two dual-core Opteron
processors, and two further blades each house two PowerXCell 8i processors. The peak performance of a node is 449.6 Gflop/
s (double precision). The Opteron processors are clocked at 1.8 GHz with each core able to issue two double-precision float-
ing-point operations per cycle, resulting in a peak of 14.4 Gflop/s across all four cores. The PowerXCell 8i processors are
clocked at 3.2 GHz and contain one Power Processing Element (PPE) and eight Synergistic Processing Elements (SPEs). The
PPE can issue two double-precision floating-point operations per cycle. Each SPE contains an SIMD processing unit that
can issue a total of four double-precision or eight single-precision floating-point operations per cycle. Thus the peak perfor-
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Fig. 5. A Roadrunner compute-node illustrating the peak communication bandwidths between processors both within and between nodes.
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mance per PowerXCell 8i is 108.8 double-precision Gflop/s of which 102.4 Gflop/s are from the eight SPEs. The PPE has a
traditional cache-based memory hierarchy whereas each SPE can only directly address 256 KB of on-chip (local-store) mem-
ory. Main memory, shared with the PPE, can be accessed only via explicit direct memory access (DMA) transfers to or from
local store.

The full system consists of 3060 compute-nodes that are arranged into 17 compute units (CUs). The 180 nodes within
each CU are interconnected in a full fat-tree topology using a single 288-port InfiniBand 4X DDR switch. CUs are intercon-
nected using a further eight switches organized as a 2:1 reduced fat tree.

4.2. Programming models for Roadrunner

The traditional approach to programming a hybrid systems including Roadrunner is what we term the accelerator model.
The accelerator model treats the general-purpose cores as main processors and the special-purpose cores as accelerators
whose role is to speed up pieces of the application using either data- or task parallel approaches. The enticement of the accel-
erator model is that unmodified applications can run immediately and performance improvements made by offloading com-
pute-intensive routines to the accelerator can be implemented incrementally. An alternate view is that of the reverse-
acceleration model [7]. Instead of treating a hybrid system as a cluster of communicating general-purpose cores, each with
an attached accelerator for offloading compute-intensive work, one treats a hybrid system as a cluster of communicating,
high-speed, special-purpose cores, each with an attached general-purpose core for offloading control-, memory-, or I/O
intensive work.

The two programming models are depicted in Fig. 6. In the accelerator model, Fig. 6(a), the general purpose cores (the
Opterons in Roadrunner), manage the computation, farming out the compute-intensive work to the special purpose cores
(the SPEs in Roadrunner). In the reverse-acceleration model, Fig. 6(b), the special-purpose cores manage the computation
farming out control-intensive work to the general-purpose cores and aggregating the results. In the accelerator model, gen-
eral-purpose cores communicate with other general-purpose cores while the special-purpose cores communicate only with
their associated general-purpose cores. In the reverse-acceleration model, special-purpose cores communicate with other
special-purpose cores while the general-purpose cores communicate only with their associated special-purpose cores.

The implementation of the standard and Hierarchical wave-front algorithms used the reverse-acceleration model in this
work. This was achieved by the use of the lightweight Cell-Messaging-Layer (CML) [14] that implements many MPI func-
tions. In CML tasks are considered to be SPEs with each SPE being given an MPI rank and can communicate to other SPEs
in the system. CML manages the communications using the resources provided by the PPEs and the Opterons as needed.
The programmer thus focuses on implementing a familiar MPI program on the available SPEs but with the addition of
SPE specific optimizations.

4.3. Roadrunner’s communication hierarchy

Roadrunner’s deep communication hierarchy is also illustrated in Fig. 5. Within a PowerXCell 8i, the SPEs, PPE, and other
logic are connected via the Element Interconnect Bus (EIB). The EIB contains four rings (two running clockwise and two
counterclockwise) and supports an aggregate peak bandwidth of 204.8 GB/s, although a single transfer cannot exceed
25.6 GB/s [16]. The pair of PowerXCell 8i processors on the same blade are directly connected via a FlexIO interface, provid-
ing an aggregate peak bandwidth of 25 GB/s with single transfers limited to 6.25 GB/s. Each PowerXCell 8i blade is connected



Fig. 6. Comparison of programming models for hybrid systems showing logical connectivity.
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to the Opteron blade via two PCI Express (PCIe) �8 connections as shown in Fig. 5. The PCIe buses from the cell blades are
converted to HyperTransport for connection to the Opteron processors using two Broadcom HT2100 I/O controllers. The
HT2100 has a single HyperTransport �16 port and three PCIe �8 ports. Each PCIe �8 connection has a peak of 2 GB/s in each
direction. A third port on one of the HT2100 connects a Mellanox 4� DDR InfiniBand host channel adapter (HCA). Connec-
tivity between compute-nodes therefore exhibits a peak bandwidth of 2 GB/s in each direction.

Note also that the EIB is shared by the eight SPEs within a single PowerXCell 8i, the FlexIO is shared by the two PowerX-
Cell 8i processors on a single blade, each PCIe is used by only one PowerXCell 8i, and the Infiniband is shared by all proces-
sors within a compute-node. After taking this into account the deep communication hierarchy that exists within Roadrunner
is even more apparent. There is over two-orders-of-magnitude difference between communication using the EIB and com-
munications using Infiniband.

The actual communication performance that can be realized results from both the peak capabilities of the channels as
well as any buffering overheads and underlying system software. On Roadrunner several low-level communication mecha-
nisms are available. MFC I/O [17] for intra-socket communication among SPEs (over the EIB) and between the SPEs and the
PPE, the Data Communication and Synchronization Library (DaCS) [18] for communication within a node between PPE and
an Opteron, and MPI for inter-node communications.

The performance of each of the low-level communication mechanisms available on Roadrunner is shown in Fig. 7 for
transfer sizes between 1-byte and 128K-bytes using a log–log scale. The observed 0-byte latencies and the bandwidth at
128-KB message sizes are summarized in Table 1. Close to peak communication performance is achieved on the EIB and
on the FlexIO at 128 KB data transfers with low 0-byte latencies. However, only �40% of peak bandwidth is achieved on both
the PCIe (PPE to Opteron) and Infiniband (Node to Node) communications – larger message sizes are needed to achieve near
peak performance.
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Fig. 7. Measured communication performance of Roadrunner’s communication channels.



Table 1
Zero-byte latencies and 128-KB bandwidths of Roadrunner’s communication
channels.

Latency (0-B, ls) Bandwidth (128-KB, GB/s)

SPE–SPE (EIB) 0.3 23.9
SPE–SPE (FlexIO) 0.8 4.5
PPE–Opteron (PCIe) 3.2 0.7
Opteron–Opteron (IB) 2.1 0.8
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It is more appropriate to consider the communication cost of the actual transfer sizes used by an application. As described
in Section 3, the wave-front algorithms typically require communications of �1 KB for the standard, and �4 KB for the Hier-
archical algorithm. Bandwidths significantly lower than the peak, on both the PCIe and the Infiniband communication chan-
nels, are achieved at these message sizes.

In addition, to communicate from one SPE to another SPE in a different compute-node several communication stages are
required: from SPE1 to PPE1, from PPE1 to Opteron1, from Opteron1 to Opteron2, and then from Opteron2 to PPE2 and PPE2 to
SPE2 (the source node is denoted by the subscript 1 and the destination by the subscript 2). For a message of size 1 KB this
amounts to 30 ls transfer time, and for a 4 KB transfer is 70 ls. Note that there are opportunities to concurrently transfer
multiple messages at different stages in this communication flow.
5. Performance comparison and discussion

In order to compare the performance of the standard and hierarchical wave-front algorithms the optimized version of
Sweep3D for the PowerXCell 8i was utilized [13]. This version made extensive use of the cell’s capabilities to achieve high
performance including: explicit management of the local-store using DMAs, cell SIMD intrinsic functions, optimized instruc-
tion scheduling, and branch hint instructions. The port to the cell was simplified by the use of the Cell-Messaging-Layer.

The message aggregation and micro-block features of the hierarchical wave-front algorithm, as described in Section 2.2,
were added to the cell version of Sweep3D thus taking advantage of the SPE specific optimizations already implemented. The
performance of the two versions was measured on the Roadrunner system up to the full system size of 3060 compute-nodes
each containing four PowerXCell 8i processors for a total of 97,920 SPEs. In the following analysis a sub-grid of size
5 � 5 � 400 grid-points was assigned to each SPE in a weak-scaling mode, i.e. the global problem scaled in proportion to
the number of SPEs used and the problem per SPE remained a constant. A processor-core domain consisted of the 16 SPEs
of the two PowerXCell 8i processors on each blade with P0X ¼ P0Y ¼ 4. The measured grind time on a single SPE was 180 ns for
six angles per grid-point resulting with Tk-plane = 4.5 ls for a 5 � 5 � 400 sub-grid size. This represents a flop rate of �5% since
20 flops are required for each angle in each grid point, that includes one division (which takes 9 cycles on the PowerXCell 8i).
Though low, this flop rate is comparable to the performance observed on other processors. The communication time, Tmsg, for
a 4 KB message transfer was discussed in Section 4.3.

The performance was measured for both the standard and the hierarchical implementations of Sweep3D for block sizes of
B = 4, B = 8, and B = 10 as shown in Fig. 8(a)–(c), respectively. The time for 10 iterations is shown. The increase in time with
scale is characteristic of the wave-front algorithm due to the increase in pipeline length with scale and hence increases in
communication times that, to some extent, are unavoidable.

It can be seen in Fig. 8 that the hierarchical wave-front is slower than the standard wave-front up to a certain processor-
core count. At small scales, the increase in the cost of additional computation steps outweighs the benefit of reduced inter-
domain communications (as predicted using the performance model in Section 3). However at larger scales the reverse can
be seen, i.e. the reduction in the cost of the communications outweighs the increased computation. The processor-core count
at which the hierarchical wave-front achieves higher performance is dependent on the block size – the smaller the block size
the earlier the performance improvement occurs.

The relative performance between the standard and the hierarchical wave-fronts is shown in Fig. 9. This is shown in
Fig. 9(a) on an equal block bases, as considered for Fig. 8, as well as when considering the best observed performance at each
processor scale, over all block sizes, for each of the wave-front types in Fig. 9(b). The thick red-line1 indicates equal perfor-
mance between the two implementations, and a value above 0 indicates a higher performance from the hierarchical wave-front.
The advantage of the hierarchical wave-front is clear at large-scale especially at the smaller, B = 4, block size. Also shown in
Fig. 9(b) is the expected performance improvement as given by the performance model for the best block size. It can be seen
that there is very good correspondence between the model and the measured performance.

Overall the hierarchical wave-front achieved a higher level of performance on Roadrunner when using more than�16,000
SPEs. The maximum performance improvement observed was 27% on the full system, and the performance model predicts
even higher performance advantages on even larger systems. As a side-note a system with 27% of the peak performance of
Roadrunner would itself exhibit a peak of over 370 Teraflops.
1 For interpretation of color in Fig. 9, the reader is referred to the web version of this article.
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6. Conclusions

We have shown how significant performance improvements can be achieved for wave-front algorithms on large-scale
systems that exhibit large differences in their communication performances. Processor-cores on the same socket are able
to communicate at lower latencies, and with higher bandwidths, than cores on different sockets either within the same node
or between nodes. We have efficiently exploited this communication hierarchy by developing and implementing a hierar-
chical wave-front algorithm. In this the number of low-speed communications, between processor-cores in different proces-
sor-domains (e.g. sockets or nodes), are reduced but at the expense of increased computation and increased high-speed
intra-domain communications. This, a clear trade-off between reduced communication and increased computation, results
in higher performance at large-scales when a characteristic of wave-front algorithms, namely the pipeline length, becomes a
significant factor.

Using a performance model we initially quantified the potential performance improvements of the hierarchical wave-
front by exploring the key parameters of: computation performance, communication performance, and system-scale. Perfor-
mance improvements were shown to be possible for systems that had large inter-domain communication costs in compar-
ison to the computation performance on a single processor-core and to intra-domain communication costs. The analysis also
showed that it is only at large system-scales that performance improvements would occur.

An implementation of the hierarchical wave-front was made starting with an optimized implementation of Sweep3D for
the cell. Results from both the standard and hierarchical versions obtained from the Roadrunner system at Los Alamos
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showed performance improvements when using more than 16K SPEs, with a maximum of 27% improvement observed on the
97,920 SPEs of the full system. These results were in agreement with the initial performance analysis which also indicated
larger improvements are possible at even larger scale.

Though the hierarchical wave-front was tested in the hybrid Roadrunner system, the implementation was purely MPI
based, using the Cell-Messaging-Layer. Thus, the approach is directly applicable to other large-scale multi-core systems that
exhibit similar performance differences in their communication hierarchies. It could also be adapted to hybrid GPU systems
but we expect that performance improvements would only result if there were sufficient available parallelism in the sub-
grid assigned to each processor-core. The algorithm could also be incorporated into auto-tuning frameworks that consider
different optimizations for use at different processor-scales, guiding when and when not to use it.
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