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Abstract—Performance evaluation of complex manufacturing
systems is challenging due to many factors such as system com-
plexity, parameter uncertainties, problem size, just to name a few.
In many cases when a system is too complex to model using math-
ematical formulas, simulation is used as an effective alternative
to conduct system analysis. A manufacturing system is a good
example of such cases where both system performance and system
complexity are greatly impacted by material handling (MH)
strategy, management, and operational control. In this paper,
we study vehicle general assembly (GA) system with MH, and
focus on developing an efficient simulation method for modeling
and analysis where traditional simulation methods may suffer
from computation intensity. Making use of the partial system
decomposability, we introduce an aggregated event-scheduling
simulation method with two-level framework. A dividing mecha-
nism with boundary conditions is employed in top-level simulation
to divide the global event list into small sizes. A timing-focuses
strategy based on max-plus algebra is applied in bottom-level
local simulation to further reduce local event lists. With this new
method it is possible to mimic real production systems fast and
accurately within a reasonable computational time frame. The
effectiveness and efficiency of the new simulation method are
validated through experimental results.

Note to Practitioners—In manufacturing systems with MH (e.g.,
GA lines in automotive industry), MH has great impact on system
performance. It also increases system complexity and in turn
causes difficulties and challenges in modeling and simulation. In
this paper, we focus on developing an efficient simulation approach
for a GA system with MH. An aggregated event-scheduling sim-
ulation method with two-level framework (a dividing mechanism
with boundary conditions for top level and a timing focus strategy
based on max-plus algebra for bottom level) is introduced to
reduce the size of event list. With this new method it is possible
to mimic real production fast and accurately. The experimental
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results suggest that the method provides an efficient way for
simulation modeling and analysis of assembly system with MH.

Index Terms—Aggregated event-scheduling, discrete-event dy-
namic system, general assembly (GA) systems, material handling
(MH), simulation.

I. INTRODUCTION

ATERIAL HANDLING (MH) is an important element
M in vehicle production [4]. In modern automotive as-
sembly plants, MH system and assembly processes are closely
related. Timely and accurate delivery of necessary material to
the assembly line is essential to achieve high productivity and
quality. It is claimed in [5] that 20%—50% of the manufacturing
costs may be related to MH. Therefore, efficient and precise
analysis of system performance in general assembly (GA) lines
with MH is necessary and important.

In an automotive assembly plant, a GA line is typically struc-
tured as follows (see Fig. 1) [1]-[3].

A main production line is composed of a series of sections,
with each pair being separated by in-process buffers (or, section
buffers). Typically, such sections include trims, chassis, door
line, final assembly, and inspection. Within each section, con-
secutive serial stations are connected through a paced-moving
conveyor [2], [3]. The sections are asynchronous in nature so
that each is moving independently. However, the stations within
each section are synchronized so that all stations in this sec-
tion stop working if any of them stops. In addition, to increase
productivity, some components (e.g., doors, powertrain, suspen-
sion, etc.) may be preassembled in the subassembly lines before
merged into the main line. The vehicles flow into the system
on the moving conveyors, passing through all the stations. Each
station has lineside buffers supplying parts needed for assembly.
At each station, operators load the required parts from the line-
side buffers and assemble them on the vehicles. The parts to
replenish the lineside buffers are delivered by the MH workers
from central docking area based on the production schedule and
delivery policy using dollies, tuggers or forklifts.

As one can see, in addition to machine breakdowns, a station
could also suffer from blockages and starvations due to inter-
actions among up- or downstream stations. Moreover, a station
can also be starved and stop working if the necessary parts in
the lineside buffers are not available. Clearly, larger inventories
in the lineside buffers could keep production from being starved
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Fig. 1. Sketched GA system with MH.

due to parts and make the analysis of the GA lines simple (by
omitting the MH). However, this is not pursuable due to cost,
quality, and floor space constraints. Lean lineside inventories
are more desirable. In this case, how to ensure a smooth pro-
duction with MH system in GA lines is an important question.

Analysis of production lines has attracted substantial atten-
tion from both research and practice during the last forty years
and significant improvement has been achieved (see, for in-
stance, review [9] and monographs [1], [6]). Most of them em-
phasize on serial lines and assembly systems. It is typically as-
sumed that MH is not an issue or has minimum impact so that
the line always has sufficient materials and will not be starved
by parts. In some cases, the effect of part shortage is approx-
imated by reducing station reliability. However, such approxi-
mation does not fully address the interactions between material
delivery and vehicle assembly.

Including MH into the analysis is challenging, since in ad-
dition to the traditional difficulties, such as randomness and
nonlinearity of production, interactions between stations, asyn-
chronous and synchronous natures between and within sections,
etc., more difficulties arise due to the inconsistency and cou-
pling between MH and GA. Specifically, the inconsistency may
include the following.

1) Assembly (or production) process is carried out in the time
scale of cycles (e.g., minutes), while material delivery is
based on shipping schedule in the time scale of many cycles
(e.g., hours).

2) Assembly process is implemented in the unit of individual
vehicle, but MH transports parts in batches (e.g., carts,
boxes).

3) Moreover, in the assembly process, each vehicle may need
multiple types of parts with various quantities at each sta-
tion, depending on the customer options.

The coupling between MH and GA exists since:

1) The lack of one particular part may result in the stoppage
of the station and the whole section, and propagate to the
sections up- and downstream.
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2) The MH worker may deliver parts to many stations (may
not belong to a single section), which introduces global
correlations among those stations and sections.

3) The change of control strategy in material delivery may in-
terrupt the assembly process and introduce more transient
phenomenon. Therefore, the traditional steady-state anal-
ysis may not be able to address.

Due to the above complexities and coupling issues, analytical
evaluation of system performance for GA line with MH seems
impossible. Therefore, simulation approach is pursued to an-
alyze the system behavior. However, the traditional discrete-
event simulation may suffer from long simulation time and com-
putation intensity for large scales. Thus, developing an efficient
simulation method to provide accurate and quick solutions of
performance evaluation is of importance. The goal of this paper
is intended to contribute to this end.

The main contribution of this paper is the development of a
new efficient simulation method for GA lines with MH in au-
tomotive manufacturing. Specifically, a method based on ag-
gregated even-scheduling is proposed with the following salient
features.

1) Dividing mechanism. By making use of partial decompos-
ability, a novel dividing mechanism with boundary condi-
tions is introduced to aggregate the simulation for each sec-
tion into rounds.

2) Reduced event list. With a timing-focused simulation
strategy based on max-plus algebra, many redundant
events are omitted and only a small key-event list is kept
in order to improve simulation efficiency.

3) Potential parallelism. It is possible to extend the new
method for parallel and distributed simulation. Since the
simulation framework is divided into two levels, individual
sections of the GA line can be simulated in parallel and
synchronized through the global system states and events.

With these salient features, the aggregated event-scheduling
simulation method is possible to simulate actual production
systems accurately enough with reasonable computational
times. Numerical experiments and case studies suggest that
such method results in efficient and effective analysis of GA
line with MH. Additionally, this method is also applicable to
other manufacturing systems, such as the disassembly line, and
systems with fork/join structures, such as parallel processing
systems and distributed replicated database systems [48], [49].

The remaining part of this paper is organized as follows.
Section II presents literature reviews on analysis and simulation
approaches for production systems and discrete-event dynamic
systems. Section III provides mathematical descriptions of
the system. Section IV presents the aggregated event-sched-
uling simulation method. Numerical results are illustrated in
Section V to demonstrate the effectiveness and efficiency of the
new method and followed by Conclusions.

II. LITERATURE REVIEW

A General Assembly (GA) line is a typical type of manu-
facturing system. As one of the few ways that wealth is cre-
ated, manufacturing system has attracted much research interest
over the past two decades, which can be roughly categorized
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into two classes: the system design problem and the scheduling
and real-time decision making problem. The MH system usu-
ally takes charge of the delivery of both raw parts and finished
parts, and it consists of loading and unloading mechanisms,
transfer mechanisms, and internal storage facilities, etc. [4]. MH
is widely required in various segments of manufacturing indus-
tries, and it is believed that the design of MH systems has great
impact on the overall manufacturing process cost and efficiency
[5]. The research of a MH system can be similarly divided into
two aspects: the design problem and the operation problem, as
surveyed in [7].

Although there is substantial research on the GA lines and
MH systems individually, it still lacks of analytical results for
the problem combining these two systems together in a spe-
cific way. Since the GA line with MH system does not satisfy
Markovian assumptions for processing time and routing proba-
bilities in queueing network, it is not a product form queueing
network which allows analytical solutions. Even more general
Markov chain and Semi Markov Chain [8] models could not
be applied directly to describe this system and obtain analyt-
ical solutions, since the time intervals between events (state
changing) do not follow the exponential distribution and sec-
tions are asynchronous with different cycle times. Approxima-
tion and empirical approaches such as aggregations [1], [9] and
decomposition [6], may not provide accurate and detailed in-
formation. Furthermore, when dealing with production control
laws and MH strategies, there are no analytical tools available.
Thus, simulation is one of the most important approaches avail-
able in this case. To this end, this paper focuses on developing
an efficient simulation approach for the GA line with MH illus-
trated in Fig. 1.

Simulation has been widely and successfully applied in the
design and optimization of DEDS, especially manufacturing
systems [8], [10], [12], [13]. For example, [14]-[20] develop
simulation models for different types of manufacturing systems
to optimize the design and control strategies. References [2], [3],
[21]-[24] apply simulations for automotive production lines to
investigate system parameters and test various hypotheses. Ref-
erences [25]-[29] simulate MH systems of flexible manufac-
turing systems, such as semiconductor fabs, to evaluate various
designs and scheduling rules. Reference [38] investigates op-
timal dispatching policies in MH systems of GA lines based on
the efficient simulation method developed in this paper. These
successful applications demonstrate the advantages of simula-
tions, i.e., flexibility, time compression, physical scaling, and
risk avoidance [10], [11].

Conceptually, all these discrete-event simulation models
mentioned above can be exactly formulated as the Generalized
Semi-Markov Process (GSMP) mathematically. The evolution
of a GSMP is governed by its state transition function. Different
ways of doing simulation can be viewed as different methods
of updating system states. Since the state space is extremely
large for the system under consideration, one has to avoid
explicitly storing the state transition function into a table for
the GSMP as in event scheduling scheme [10], [12], instead
one has to define it implicitly by exploring the system structure
so that efficient simulation can be carried out. Below we will
focus on existing simulation approaches of DEDS and point

out their limitations when applied directly to the system we
study. Despite great diversities of real-world systems, the event
scheduling scheme (also known as the next-event time-advance
approach) [10], [12] provides a general simulation approach for
DEDS [8]. In this approach, a simulation clock and an event list
are introduced. A timing routine is invoked to determine which
event in the event list will occur next. The simulation clock is
advanced to the time when that event happens and an event
routine is invoked to update the system state and to generate
future events. The procedure is repeated until the stopping
condition is eventually satisfied. Dozens of successful software
packages have been developed based on this approach, such
as Arena, AutoMod, and ProModel, etc. However, handling
an event list with huge size makes this approach extremely
difficult to be applied for large-scale practical problems.

Unlike the event scheduling approach, the max-plus algebra
(min-max algebra) introduces another approach to model DEDS
[30]-[32]. It studies system behaviors through recursion for-
mulas based on the timing-logic and can thus handle a large
number of events efficiently. However, this approach is proper to
deal with the systems with deterministic events together with the
decision-free requirement. It is not applicable for the systems
with random failures and state transitions depending on both
upstream and downstream stations within a section. Therefore,
the max-plus algebra approach could not be applied directly to
simulate the GA line with MH.

Parallel and distributed simulation is another relevant re-
search area. Four synchronization mechanisms: conservative,
optimistic, hybrid, and adaptive, are widely investigated, such
as in [33]-[35]; performance analysis and applications of these
mechanism and corresponding protocols are studied, such as
in [44]-[47]. An obvious benefit of parallel simulation is that
computational times can be reduced by dividing a large simula-
tion task into many subtasks that can be executed concurrently.
For discrete-event systems, many advances have been made
(see e.g., [39], [40], and [42]), which provide us many insights
including cutting the system into pieces at buffers (queues),
introduction of asynchronous protocols to develop our simu-
lation strategy. To successfully harvest the benefit of parallel
simulation, one has to carefully divide the simulation task so
that the overhead caused by interaction among subtasks! is not
a major problem. For discrete-event systems with relatively
simple structure, the division is not very hard: for example,
for the FCFS queueing networks with infinite buffers, one
can follow [40] to regard the simulation of each node (every
queueing) as a subtask and handle the interaction among nodes
by inserting arrival events to the queue of every node properly.

However, our problem is more challenging. Comparing with
existing parallel and distributed discrete-event simulation prob-
lems [39], [42], [43], the simulation of the GA line with MH is
much complicated. The stations in each section are strongly cou-
pled and synchronized by the paced-moving conveyor in the GA
line; the MH system introduces global coupling among sections
since drivers are shared by difference sections when supplying
parts. These challenges make the division of the simulation task
and the design of interaction mechanism a nontrivial problem.
Detailed discussion can be found in Section IV-D.

ISince some of the events have to be synchronized at certain points.

Authorized licensed use limited to: UNIVERSITY OF KENTUCKY. Downloaded on November 25, 2009 at 08:34 from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of thisjournal. Content is final as presented, with the exception of pagination.

[
1= Legend:
3 conveyor
@ (=) ,
o b () :station
< . N
[ ° |:| : section buffer
@, 0
=
": @ 8 : lineside buffer
e .
g i
O

Serial section i

Fig. 2. Detailed structure of one section in the GA line.

To summarize, it is desirable to develop a new effective simu-
lation method for the GA line with MH systems by investigating
its structure characteristics. This research is with significant the-
oretical importance and broad application potentials.

III. SYSTEM DESCRIPTIONS

This section formally presents the GA line with MH under
consideration.

A. Overview of the System

The following notation is firstly introduced to denote the GA
line with MH system. Sections in the main line are named as
serial sections, and sections in the subassembly line are named
as merging sections. Suppose the system consists of I serial
sections and I merging sections

I, UL, =Z, I,NZ,=10 (D
|IS| = |Im| =1 2

where Z denotes the set of sections in the GA line; Z, and Z,,
denote the sets of serial sections and merging sections in the
GA line, respectively. Hereafter, we suppose Zs = {1,2,...,1},
I, =4{1,2,..,T}.

Based on the sketched layout of the entire system illustrated
in Fig. 1, we redraw detailed structure of one section in the GA
line in the figure below. As Fig. 2 shows, we use the following
methods to indicate the connection relationships of the GA line:
the input buffer of serial section 4, i.e., the section buffer before
serial section 7, is denoted as buffer ¢ — 1; the output buffer
of serial section 1, i.e., the section buffer after serial section 7,
is denoted as buffer ¢; the merging section joining into serial
section 7 is indexed as 4/, which is also used to indicate the index
of section buffers in between.

Section ¢, Vi € Z, consists of a paced-moving conveyor and
a series of consecutive stations. Vehicles are transferred on the
conveyor step by step, going through all the stations where var-
ious parts are assembled onto the vehicle. The total number of
stations in section ¢ is J;, i.e.,

| Tl = Ji 3)
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where 7; = {1,2,...,J;} denotes the set of stations in section
1. Note that we use j = 1, 2,.. ., J; to indicate the consecutive
order of stations in section ¢. For example, index 1 denotes the
first station and index .J; is the last one in section 2.

Each driver in the MH system takes charge of a given set of
lineside buffers and there are no overlaps

L = Ujer Ujeg, Lij “4)
Ld)ync(d) =0, Vd+d,d,d eD )
UaepL(d) =L (6)

where £ denotes the set of lineside buffers in the entire system;
L;; is the set of lineside buffers belonging to station j in sec-
tion 7; D indicates the set of drivers of the MH system; £L(d)
is the set of lineside buffers supplied by driver d. Note that it
is the current setting in practical systems that responsibilities
of drivers are fixed and distinguished. However, the simulation
method developed in this paper could also handle the scenario
if all drivers are pooled and supply all lineside buffers based on
availability. Numerical test for this alternative setting is shown
in the online technical report [50]. To simplify the explanation,
we make the following assumptions based on literature tradi-
tions and industry requirements.

1) Buffers have finite capacities.

2) All stations are unreliable. The time between failures and
the time to repair for each station are exponentially dis-
tributed. The exponential reliabilities are widely assumed
in studies of manufacturing systems [1], [6]; the effective-
ness of this assumption is evaluated by [36]. Note that the
simulation method developed in this paper is also appli-
cable to other distributions without memoryless property
by augmenting the station state with accumulated working
time and repairing time.

3) The cycle time of station j in section ¢, i.e., the time neces-
sary to process a vehicle by a station, is deterministic and
denoted as 7;;. Stations in the same section have the same
constant cycle time, i.e.,

;=T =71,V5,5 €T @)

where 7; is defined as the cycle time of section ¢. Sections
may have different cycle times in general, i.e.,

i # T Vii €L £ 0 )

Thus, dynamics of sections are asynchronous.

4) The conveyor will move as long as there is at least one
vehicle in the section, stations have no failures, and the
output buffer is not full.

5) The vehicle at the beginning buffer, By and By’s, are al-
ways ready and the finished good buffer B; is infinite. The
numbers of all parts in the central docking area are infinite.

B. Mathematical Description of Stations

For station j in section ¢, Vi € Z, j € J;, it has three states at
time ¢, up, down and idle, which is denoted as s, ;(¢). The station
is up, if it is busy with a vehicle under assembling at time ¢, de-
noted as s;;(t) = 1; the station is down, if it is broken down and
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in repair at time ¢, denoted as s;;(¢) = —1; otherwise the sta-
tion is idle, denoted as s;;(t) = 0. The idle state contains three
cases: being empty, or holding a vehicle to output, or starved by
parts at some lineside buffer belonging to it.

The time duration of the station being up, i.e., the accumu-
lated working time, is defined as uptime; the time duration of
the station in failure is defined as downtime. The stochastic re-
liability model for the stations in the system is depicted with
exponential distributions of uptime and downtime. The proba-
bility density functions of the up- and downtime of station 5 in
section ¢ at time ¢ are given by

fup :)\ije_xijnt > 0 (9)
faown = pije "9t >0 (10)

where the reciprocal of rates \;; and p;; are referred as Mean
Time Between Failures (MTBF) and Mean Time To Repair
(MTTR) of the station in industries.

As a dynamical system, the transition diagram of the above
exponential reliability model is: if up, the station j in section
may go down in each infinitesimal interval §¢ with probability
Aij0t; if down, it may go up during 6t with probability p;;0t.
It should be point out that we focus on the operation-dependent
failure [1] in this paper, i.e., station breakdowns cannot occur
while it is in idle state. Thus, the uptime discussed above does
not contain the idle time.

C. Mathematical Description of Sections

For section 7, Vi € Z, it has three states at time ¢, up, down
and idle, which is denoted as S;(t). The section is up, if it is
working on at least one vehicle at time ¢, denoted as S;(t) = 1;
the section is down, if at least one of its stations is in failure at
time ¢, denoted as S;(t) = —1; otherwise the section is idle,
denoted as S;(¢t) = 0. The state of section 7 is determined by
the states of its stations as follows:

1, Vjeﬁ,s,j(t) >0 Hj’eji,sq;jf(t)zl
Si(t) =< —1, 3j€ T si(t)=-1
0, otherwise
(1D
The state of section buffer ¢ is depicted by its inventory level at
time ¢, which is denoted as b;(t). We have
bi(t) = Cas(t) — Cdy(t), (12)
where Ca;(t) denotes the accumulated number of vehicles ar-
rived at section buffer ¢ before time ¢; Cd;(¢) indicates the ac-
cumulated number of vehicles departed from section buffer ¢
before time ¢. Obviously, Cd;(t) < Ca;(t).

Section ¢ is in idle state due to starvation or blockage of vehi-
cles from upstream or downstream, or starvation of components
from merging section #’. In other words, section 7 is idle if the
input buffer is empty, b;—_1(t) = 0, or the output buffer is full,
b;(t) = N;, or the merging section buffer is empty, b;/(t) = 0.

D. Mathematical Description of Drivers

The state of driver d at time ¢ is denoted by y4(¢), d € D,
in the following sense: y4(¢t) = 0 if driver d is idle at central
docking area at time t; yq(t) = 1,1 € L(d), if driver d is on

the trip to supply lineside buffer [ at time ¢. The MH strategy =
determines the action for each driver at any time instance when
the driver is idle, i.e.,

aa(t) = {”d“bz(t%\ﬂ € L£(d)), ifya(t)=0

0, otherwise (13)

where 74(t) is a mapping from the lineside buffer inventories
to the driver action; a4(t) € £(d) U {0}. Note that in each trip,
a driver can supply only one lineside buffer and the delivery
package size is predetermined. The action a,4(t) for driver d at
time ¢ is defined as: a4(t) = I, 1 € L£(d), if the driver decides to
supply lineside buffer [ at time ¢; a4(t) = 0, if the driver decides
to take no action at time .

E. Performance Measures

Based on the above mathematical descriptions for the stations
and sections, we want to evaluate the following performance
measures through simulations.

1) Throughput. The average number of vehicles produced by
the GA line per time unit in the steady-state of system op-
eration, which can be defined as the average arrival number
of vehicles at section buffer I, i.e., the finished goods buffer
at the end of the line [1]

1
TP = lim T Ca(T).

T—o0

(14)

2) Work-in process inventory of section buffer ¢. The average
number of vehicles contained in section buffer ¢ of the GA
line in the steady-state of its operation. It can be defined as

. 1
i &

t=0

T
bi(t)dt, Viel. (15)

3) Parts inventory of lineside buffer /. The average number of
parts contained in lineside buffer [ of the GA line in the
steady-state of its operation. It can be defined as

Vie L

e
H; :Th—{r;ofl_ol/bl(t)dt? (16)

where Lb;(t) denotes the inventory level of lineside buffer
[ at time .

4) Utilization of driver d. The average ratio of working time
over the total time for driver d in steady states. It can be
defined as

Csq(T)
) 1
Us = Tlglclm T UZ:I [Teq(u) —Toq(w)], YdeD (17)

where T'e;4(u) indicates the time driver d ends the wth trip;
To4(u) denotes the time driver d is sent out for the uth
trip; C'sq(T) is the accumulated number of trips of driver
d before time 7.
As we mentioned in the introduction, there is a need to evaluate
the above system performances in design and analysis of the GA
line with MH systems. However, they could not be evaluated
through closed form equations due to stochastic station reliabil-
ities, complicated system dynamics, and various MH strategies.
Thus, simulation is almost the only way to obtain the system
performances under different designs.
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To do efficient simulation is not an easy task. Traditional sim-
ulation methods, such as event-scheduling method, are not effi-
cient to satisfy the requirement in practice due to large problem
scales. The practical system of concern consists of multiple sec-
tions, hundreds of stations, hundreds of lineside buffers and
dozens of drivers. Each item is related to several different types
of events, which makes the total number of events extraordi-
narily large. Furthermore, the state-space of the whole system
could be so large that it is impossible to be described by tra-
ditional simulation approaches. For example, each station has
three states, up, down or idle. Combined together, the state-
space for a section with 20 stations will reach 320 ~ 10°. Thus,
it is desirable to develop a new method, i.e., the aggregated
event-scheduling method, in this paper.

IV. AGGREGATED EVENT-SCHEDULING METHOD

This section presents a novel aggregated event-scheduling
method to address the challenges of efficient simulation of the
GA lines with MH.

A. Two-Level Framework of Aggregated Event-Scheduling

Discrete-event simulation concerns the modeling of a system
evolving over time by a representation in which system states
change instantaneously at separate time points [10], [12]. These
time points denote the time when events happen, where an event
is defined as an instantaneous occurrence that may change the
system state. The purpose of discrete-event simulation is to find
these time points for all the events with a given random se-
quence and initial states, i.e., to depict a simulation trajectory
(sample path) of the system within given simulation time. For
the GA line with MH system, a simulation trajectory is defined
as follows:

where ¢ denotes a random sequence; 7 is the total simulation
time; S,(0), s;;(0), b;(0) are components of system state2
(called state variables) with initial state variables .S;(0), s;;(0),
b;(0) being given. With a simulation trajectory sufficient long,
we can evaluate system performances shown in (14)—(17).
Considering the challenge of large problem scale, it is not ef-
ficient to apply traditional event-scheduling method directly to
simulate the GA line with MH system since it requires main-
taining a comprehensive event list, the updates of which may
depend on all state variables of the entire system. To address
this difficulty, the paper employs the idea of divide-and-con-
quer and develops a novel aggregated event scheduling method.
Although general parallel simulation cannot be applied directly
due to the global correlations, there are still possibilities to de-
couple the system based on partial decomposability. Here, the
decomposability means that with a simulation technique, a com-
plex system can be divided into several connected subsystems;
under certain conditions, each subsystem can be simulated in-
dependently with only limited data exchange with others. The

21t should be clear that as in GSMP model, strictly speaking, these state vari-
ables are only discrete state variables and the lifetime of events are also state
variables if we fully determine the state transition map.
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Fig. 3. Framework of the aggregated event scheduling method.

GA line with MH illustrated in Fig. 2 consists of connected sec-
tions, and yet they are separable for the purpose of simulation.

The aggregated event-scheduling method has a two-level
framework as Fig. 3 illustrates.

The top-level simulation follows the same flow as the tradi-
tional event scheduling method and it consists of three subrou-
tines: 1) an initialization routine which initializes the simula-
tion clock, system states, statistical counters and event list; 2) a
timing routine which determines the next event to happen and
advances the simulation clock; and 3) an event routine which
updates system states. The difference is: the concept of a tra-
ditional event has been extended to a “round” of local simula-
tion for a section. To be more specific, the top level introduces a
concept of round and divides the simulation of each section into
several rounds of local simulations. Traditional events are aggre-
gated as rounds of local simulation, each of which can be carried
out separately and independently under certain boundary condi-
tions (details will be demonstrated in Section IV-B). Therefore,
the timing routine here determines the occurrences of next round
of local simulation; the event routine invokes a round of local
simulation to update the system state. This cycle is repeated until
the stopping condition is eventually satisfied.

On the bottom-level, one round of local simulation for a
section or MH system is carried out as an independent module
without interactions with other parts of the system. States of
section buffers are updated in bottom-level simulation, and
the boundary conditions introduced in Section IV-B determine
when to stop local simulation and return to the top-level. Local
event lists in bottom-level are further reduced with a timing-fo-
cused simulation strategy (the details will be explained in
Section I'V-C), so that simulation efficiency is further improved.
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To summarize, the aggregated event-scheduling method takes
advantage of the divide-and-conquer idea and divides the sim-
ulation framework hierarchically into two levels based on the
system partial decomposability. It has benefits as follows.

1) By dividing the simulation for each section into rounds and
extending the concept of events as rounds of local simula-
tion, the top-level of the framework keeps the size of the ag-
gregated-event list in a reasonable scale so that the existing
event scheduling concept can be extended to simulate large
scale systems. A boundary condition is introduced to guar-
antee the equivalence of the aggregated simulation to the
original problem.

2) Local event lists are further reduced with a timing-focused
simulation strategy on the bottom-level, which derives
timing relations of key events based on max-plus algebra
and reduces redundant events.

3) The hierarchical architecture makes the simulation pro-
gramming more easily and provides potentials to do simu-
lations on parallel or distributed computers, although it is
currently implemented on a serial computer.

With this new method it is possible to mimic real production
problems fast and accurately within a reasonable computational
time frame. Details of these features will be explained in the
remaining part of this section.

B. Top-Level: Dividing Mechanism and Boundary Conditions

As the previous subsection explained, the purpose of the sim-
ulation for section 7 is to get its trajectory, which consists of
M; conveyor moves within the given simulation time 7". Thus,
the key of the simulation is to get the time of the mth con-
veyor-move in section i, which is denoted as T'c;(m), m =
1,2,..., M;. Here, we are facing a challenge to do efficient sim-
ulation since we cannot get all of the conveyor moves at the same
time due to the correlations between different sections. How-
ever, the partial decomposability of the system provides a way
to do local simulation of a section separately and independently
within a short time-window, and obtain starting times of several
conveyor moves. In other words, we need to introduce boundary
conditions based on the states of section buffers and divide the
top-level simulation of each section into rounds, so that simu-
lation can be done alternatively among sections. Even though
production of a section continues without stopping in the real
situation, we have to stop a round of local simulation for the
section if boundary conditions are not satisfied.

Notation: In the top-level dividing mechanism, we introduce
the concept of round and divide the simulation of section ¢ into
R; rounds; the rth round contains m;, conveyor moves, which
can be simulated separately and independently. First, we intro-
duce the following notation to explain this mechanism.

M; Total number of conveyor moves in section # within

the given total simulation time 7.
R;  Total number of local simulation rounds of section .

Number of conveyor moves during the r round of local
. . . . R;
simulation of section 7; we have M; = | m;,..

My

ti»  Starting time of the r round local simulation of section

e;- Ending time of the rth round local simulation of
section i. e;,. can be determined by ¢;,. and m, during
the rth round local simulation of section .

1) Boundary Conditions: Following similar ideas in our pre-
vious work [37], boundary conditions for the dividing mecha-
nism in top-level simulation contain the following three parts.
Suppose section ¢ has finished r; rounds of local simulation.
The condition and the time to start the 7; + 1th round local sim-
ulation and the number of conveyor moves in the r; + 1th round
local simulation are determined as follows.

2) (P1): The condition to start the 7; + 1th round local simu-
lation for serial section 4, 7 € Z;, is determined by the following
(19)-(22):

Cmi(eir;) +1 < Cai_i(ei—1,p, ) (19)

Cmij, (eir,) = Ni <Cdi(€iv1,r,,4) (20)

Cm;g,(eir,) + 1 < Cay(eiryr) 1)
Cuy(eir, )+ P (Cmyj(eir, ) +1) < Cri(eir,), Vi€ Ti L€ L

(22)

where the notation has the following meanings:

Cm;;(t) Accumulated number of vehicles processed on
station j in section ¢ before time .

E; Index of the station where merging section 7’ join
into the serial section 2. Here, we assume that each
serial section has one merging section at most.

Cuy(t)  Accumulated number of parts used at lineside
buffer [ before time ¢.

P(k) Number of parts used by the kth vehicle at
lineside buffer /.

Cri(t)  Accumulated number of parts replenished at

lineside buffer [ before time ¢.

Hereafter, we let Ny = oo and Clag(t) = oo for all ¢ according
to assumption (5) in Section III-A.

The physical meaning of these conditions is intuitive: (19)
and (20) guarantee we have sufficient information about the up-
stream and downstream section buffers of serial section ¢, i.e.,
its input buffer is not empty and output buffer is not full; (21)
and (22) make sure that the component from the merging sec-
tion and the parts from all lineside buffers are ready before we
carry out the r; 4+ 1th round local simulation for serial section .

The condition to start the r; + 1th round local simulation for
merging section ¢, ¢ € Z,,, is determined by (20)(22), since
materials at the input buffers of merging sections are always
available and there are no further merges in the merging section
in the current system we are concerned.

3) (P2): The starting time of the r; + 1th round local sim-
ulation for serial section ¢, 7 € Z,, is determined as follows: If
sij(eir;) = 0,Vj € J;, then

tiri41 = max{eir,, Ta;—1(Cmii(eir,) + 1)};
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otherwise, see equation (23) at the bottom of the next page,
where the notation has the following meanings.

Ta;(k) Arrival time of vehicle k at section buffer i.

Td;(k) Departure time of vehicle & at section bufter :. We
set Td;(k) = 0ifk < 0.

Tri(p) Replenishment time of part p at lineside buffer /.

The physical meaning of (P2) is intuitively clear. There are
two cases when we determine the starting time of the r; + 1th
round local simulation of the serial section <. If all stations in
section ¢ are empty after r; rounds of local simulation, i.e.,
sij(eir;) = 0,Vj € J;, the starting time is determined by the
finishing time of r; rounds of simulation and the arrival time
of vehicle Cm;i(e;) + 1 at section buffer « — 1. Otherwise,
some station in section ¢ is not empty, then the starting time of
next round of local simulation is determined by the finishing
time of r; rounds of the simulation, departure time of vehicle
Cm, g, (e;r) — N; at section buffer ¢, ready time of the next com-
ponent for station F; from merging section 7', and arrival time
of needed parts at all lineside buffers of serial section .

Similarly, the starting time of the r; + 1th round local simu-
lation for merging section ¢, ¢ € Z,,, is determined by (24) at
the bottom of the page.

4) (P3): The number of conveyor moves in the ; + 1th round
local simulation of serial section ¢, ¢ € Zg, is determined by (25).
The intuition behind (25) is: the r; + 1th round local simulation
of serial section 7 has to stop once information of input or output
buffers, or the merging section, or any lineside buffer of serial
section ¢ is not available

Cai_1(ei—1,r_,) — Cmii(er,),
Cdi(€it1,r4,) + Ni — Cmig, (eir,),

Cai(eir;) — Cmig, (eir,),
minyje, rec,; {Kiji(eir,)}

My, 41 = Min

(25)
where
K
K, ;i(t):=max {K :Cri(t) > Cw(t) +ZP[(qujj(t) +k)}
k=1
(26)

which is the remaining lifetime of lineside buffer [ at time ¢, i.e.,
how many steps of conveyor-moving it can maintain without
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replenishment. Similarly, the number of conveyor moves in the
r; + 1th round local simulation of merging section i, ¢ € Z,,, is
determined by

H Cd’i(ei-l-l T +1) + Ni - Cmi] (eir ) }

My 41 = Min L \Cir; )5
i { minvje7, 1ec; { Kiji(€ir,)}

27

(P1)—(P3) outline the boundary conditions for the dividing
mechanism on top-level simulation, which plays as the guid-
ance of the aggregated event-scheduling method. With the
arrival and the departure time of vehicles at section buffers, and
the replenishment time of parts at lineside buffers, we could
obtain the time to start next round local simulation in (24) and
the number of conveyor moves in each round local simulation
in(25) and (27), which play the similar role as null messages
used in [39], [42], and [43]. This dividing mechanism improves
the simulation efficiency significantly due to the following
reason: with the condition in (P/) and the time given by (P2),
we can run a round of local simulation for a section with smaller
scales of system states and event list, without communication
with other sections, for a given number of conveyor moves
predetermined by (P3).

5) Validations for the Boundary Conditions: This subsection
validates the correctness of the boundary conditions of the di-
viding mechanism on top-level with the following property. The
correctness here means that there is not deadlock according to
the boundary conditions.

6) Property 1: There is no deadlock according to the
boundary conditions of the top-level dividing mechanism. In
other words, at any time there exists section ¢, ¢ € Z, satisfying
conditions in (P1) to start another round of local simulation.

Proof: No deadlock would happen for the GA line without
MH since there is no cycle in the line. Even though deadlock
may happen when simulating the entire system with GA line and
MH, it is avoidable due to the following reasons. The boundary
conditions (19)—(27) in the top level dividing mechanism deter-
mine the time to start the next round local simulation and the
number of conveyor moves in each round. These time and num-
bers of all sections are distributed in the top level simulation,
similar to the null messages used in [39], [42], and [43], so that
the deadlock is avoidable here with the same reason as null mes-
sage methods in [39], [42], and [43]. [ |

lir,+1 = max {Tdi(Cmqu- (€ir,) = Ni), Tay (Cmig, (€ir,) + 1), €irs,

{Tri(Culeir,) + P(Cmij(eir,) + 1))} }

max
Vi€ leL;
(23)
tir41 = max {eir, Tdi(Cmyg,(eir,) — Ni)vvjegl_aféﬁ_ {Tri(Cwlew,) + P(Cmij(eir,) + 1))}} (24)
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The above property provides theoretical validations to the
boundary conditions in the top-level dividing mechanism. Nu-
merical validations will be provided in Section V.

7) Computation Complexity Analysis on Top-Level: This
section analyzes the computation complexity analysis of the
top-level dividing mechanism with boundary conditions. The
computation complexity here indicates the time complexity of
the simulation method, i.e., the number of steps the method
takes to simulate a given system as a function of the size of the
system.

First, we estimate the computation budgets of the traditional
event-scheduling method, if it is directly used to solve the
problem. By computation budget, we mean the CPU time
needed to simulate a given system as a function of the system
size. For station j in section ¢, there are six types of events:
starts or finishes an operation, fails or repairs, loads or unloads
of vehicles. Let J denote the total number of stations in the
production line, we have

J:ZJ,L-.

1€T

(28)

The average length of the event list will be about 3.J. In tradi-
tional event scheduling methods, the major computation task is
to sort over the event list, which is needed every time an event
happens. In the GA line with MH system, the production rate
is so fast that conveyors will move in every minute on average.
With each conveyor move, there will be four events occurring
at each station. Therefore, the frequency of events in the system
is very high, about 4.J events every minute on average. Taking
a practical system as an example with total simulation time as
one week (about 10* minutes), we have J = 144, which implies
that it is needed to do about 10* x 4.J = 5 % 10 sorting opera-
tions over an event list with length about 3.J = 432 on average.
A numerical test for these sorting operations is done on a PC
with 2.80GHz CPU and 2.00GB RAM. The result shows that
the above sorting operations will need about 32 hours, which
obviously cannot meet the practical requirement.

The computation budget of sorting operation over an event
list with length n is proportional to (n log, n). With the top-level
dividing mechanism with boundary conditions, the aggregated
event-scheduling method divides the whole event list into / local
event lists, so that we only need to do sorting operations over ag-
gregated event list with length n/I. Note that the total number
of sorting operations is not changing. Thus, the computation
budget of aggregated-event scheduling method is proportional
to (n/T logs(n/T)), which is about 1/ of the traditional one.
If we use an alternative simulation operation by maintaining a
sorted event list and inserting new generated future events in
appropriate places, the computation budget is proportional to n
for inserting operation over an event list with length n. Based
on the same argument as above, the computation budget of the
inserting operation with the top-level dividing mechanism and
boundary conditions is proportional to (n/T), which is also 1/T
of the traditional one. Therefore, as long as we use the same
operation (either inserting or sorting) in both the new simula-
tion method and the traditional one, we could save 1/I com-
putation budget with the top-level dividing mechanism. This

analysis demonstrates the efficiency of the new method. Even
though it is a limitation that the improvement of the new method
depends on the number of sections, this result is still promising
when dealing with large scale practical systems typically with
plenty of sections.

C. Bottom-Level: Timing-Focused Simulation Strategy

With the dividing mechanism with boundary conditions on
top-level, simulations for sections are divided into rounds of
local simulations, and they are carried out here on the bottom-
level. To further improve the efficiency, local event lists are fur-
ther reduced on the bottom-level with a timing-focused simula-
tion strategy, by focusing on the time points of key events and
deriving relations of other events with max-plus algebra, the de-
tails of which is explained in the online technique report [50].

In the local simulation for sections, conveyor moves are the
key events to focus. The time of a conveyor move is determined
by the following three aspects: 1) the time when all stations in
the section finish their current operations; 2) the time when the
output buffer of the section gets ready to store the next vehicle;
and 3) the merging buffer of the section has content in it. Based
on the time of conveyor moves, other events, such as the arrival
and departure of vehicles at section buffers, the start and finish of
assembly processes in stations, can be determined according the
dynamic of the system. This local simulation for sections here
is similar to the simulation of serial lines shown in our previous
work [37].

In the local simulation for the MH system, the start of sup-
plying trips are the key events to focus. During the assembly
process, lineside buffers generate requests for parts to certain
drivers. The driver serves the requests based on the first come
first serve (FCFS) principle, which can be simulated similarly
to the queueing system as [40], by considering the drivers as
servers and the requests as the customers.

The timing-focused simulation strategy is efficient since it
takes advantage of the specific structures of this problem and
only focuses on the time of key event, instead of time of all
events. Based on these key timings, other timings related to the
production process can be inferred through simple formulas,
i.e., the entire trajectory is accurately regenerated. Therefore,
as shown in [50], this strategy presents an elegant performance
and improves the simulation efficiency significantly.

D. Discussion on the Simulation Method

As we have pointed out in the literature review, the general
principles for parallel and distributed discrete-event simulation
has provided us useful insights in designing the top-level simu-
lation; however, nontrivial work has to be done to harvest bene-
fits of parallel and distributed simulation for our entire system.
Below are the major differences of our work compared with ex-
isting work from three aspects.

1) The FCFS queueing network model studied in [40] does
not provide an efficient way to decompose our system.
The reason is the dynamic of sections in the GA line with
MH is much more complicated and different from the
queueing network studied in literatures. Specifically, the
state transition of each station relies on the status of all
other stations within one section since they are strongly
coupled by the conveyor; whereas individual stations are
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Fig. 4. Layout of five-station serial line.

different since they have different MTBF, MTTR, and
various consumption rates for parts. Even worse, if with
the queueing network formulation, each station would
have one queue for semi-produced vehicles and queues
for parts. Since there are more than 100 stations and
more than 300 lineside buffers in our system, the size
of the queueing network would be huge, which makes
the traditional method inefficient.

2) The appointment protocol with lookahead proposed in
[40] and [42] cannot be directly used for our problem
since otherwise we might end up with limited perfor-
mance improvement due to the following reasons: (a) If
we use the lookahead mentioned in [42], the lookahead
time might be short since the minimum increment of a
Logical Process (LP) for processing any event is very
small in our problem, (in other words, the cycle time of
the assembly is very small, about 1 minute). If we use the
scheme proposed in [40], the lookahead mostly would
equal to the cycle time due to the serial structure of the
GA line. Thus, the speedup with such short lookahead
is limited as it is pointed out in [40] that: the ability to
“reduce synchronization overhead to acceptable levels
clearly depends on the ability of provide lookahead.” (b)
The service time in our system (i.e., the assembly time
for semi-produced vehicles on each station) is with high
variation (each station has random failures and repair
time; all stations in one section are highly coupled with
one conveyor). As it is pointed out in [40], “under high
variation of service time, very small lookahead values
are possible, meaning that lookahead is computed more
often, thereby incurring increased overhead.”

3) Although we use the basic idea of asynchronous proto-
cols in distributed simulation, it has to be extended to fit
our problem. Instead of buffer level (queue length), we
record the arrival and departure time of semi-produced
vehicles at section buffers. With the information of ve-
hicle arrival and departure time, we cannot only regen-
erate the buffer level according to (12), but also decom-
pose the entire simulation into local simulation for sec-
tions as the top-level dividing mechanism shows, rather
than the message channel [39], [42] and the lookahead
method [40], [43]. Instead of the appointment protocol
[40], we provide the condition and time to start and stop
local simulation of each section (i.e., Logical processes)
in (19)—(27), based on the information of vehicle arrival
and departure time recorded at section buffers. Instead of
small event lists in logical processes, we use max-plus
algebra to capture the dynamics of the strongly coupled
stations in each section in the local simulation.

To summarize entire Section IV, the aggregated event sched-
uling simulation method introduces a hierarchical architecture
into simulations and designs a two-level framework to deal with
the challenge of large problem scales. Based on the specific
structure of the GA line with MHs, a dividing mechanism with
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boundary conditions is employed on the top level simulation, so
that events are aggregated as rounds of local simulations and the
entire event list is divided into pieces. Additionally, a timing-fo-
cuses strategy based on max-plus algebra is applied in rounds
of local simulation on bottom-level, so that local event lists are
further reduced. The effectiveness and efficiency of this aggre-
gated event-scheduling method are demonstrated theoretically
through properties and computation complexity analysis. Nu-
merical experiments will be shown in the next section.

V. NUMERICAL EXPERIMENTS AND INSIGHTS

This section provides two experiments to demonstrate the ef-
fectiveness and the efficiency of the aggregated event-sched-
uling method. All the tests are implemented with programming
language C++ and tested on a PC with Pentium D 2.80 GHz
CPU, 2.00 GB RAM, Windows system.

A. Effectiveness and Efficiency of the Simulation Method

For comparison purposes, the aggregated event-scheduling
method and the traditional one are both implemented on a five-
station assembly line shown in Fig. 4 without MH.

We develop both the traditional event scheduling scheme
[10], [12] and the aggregated event-scheduling method in C++
program to simulate the system above. Additionally, an Arena
simulation is carried out for the same systems. We use 32
groups of test cases with different parameters, the detailed
parameters of which are listed in the online report [50].

We compare the simulation results and CPU time of the ag-
gregated event-scheduling method, traditional event scheduling
scheme, and Arena software with these 32 test cases. The simu-
lation results for system throughput of these three different sim-
ulation approaches are shown in Table I. Columns 2, 3, and 4
are the simulated throughput in Jobs/hour of 32 test cases with
these three approaches respectively. Columns 5 and 6 are the
relative differences between the aggregated event scheduling
method versus Arena and traditional scheme. The last two rows
of Table I show the maximum and the minimum of the abso-
lute values of the relative differences comparing the new method
with Arena and traditional event scheduling scheme.

Table I illustrates the effectiveness of the aggregated event
scheduling method, since it provides almost the same (less than
1% relative difference) simulation results as the traditional event
scheduling scheme and software Arena, with only 0.01% and
0.22% relative differences on average, respectively. For each
test case, we do simulation for 20 replications with both the
aggregated and the traditional event scheduling methods. The
average simulation results with these two methods are shown in
columns 3 and 4 of Table I, respectively. We perform a ¢-test
of the null hypothesis that the difference between simulated
throughput with these two methods are a random sample from a
normal distribution with mean 0 and unknown variance, against
the alternative that the mean is not 0. All 32 test cases return
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TABLE I
EFFECTIVENESS OF AGGREGATED EVENT-SCHEDULING: COMPARISON OF
SIMULATION RESULTS OF THREE APPROACHES

Traditional ~ Aggregated Diff. Diff.
Case  Arena event event with with p-
# result  scheduling  scheduling  Arena tradi.  value
C++ C++ (%) (%)
1 46.21 46.02 46.05 0.34 -0.06  0.49
2 49.78 49.78 49.75 0.07 0.06 0.38
3 45.87 45.81 45.82 0.11 -0.02  0.86
4 49.68 49.78 49.72 -0.08 0.12 0.41
5 35.29 35.27 35.21 0.24 0.17 0.07
6 39.17 39.26 39.19 -0.05 0.18 0.06
7 35.05 34.74 34.75 0.86 -0.02  0.89
8 39.18 39.12 39.05 0.33 0.18 0.27
9 35.27 35.21 35.20 0.20 0.02 0.86
10 39.18 39.22 39.20 -0.05 0.04 0.68
11 34.98 34.64 34.74 0.70 -029  0.15
12 39.10 39.00 39.10 0.01 -025  0.27
13 37.65 37.51 37.53 0.32 -0.05  0.67
14 40.81 40.83 40.86 -0.12 -0.07 048
15 37.34 37.21 37.18 0.42 0.06 0.81
16 40.74 40.73 40.72 0.05 0.02 0.88
17 36.31 36.19 36.16 0.42 0.10 0.44
18 39.85 39.86 39.85 -0.01 0.00 0.98
19 3591 35.60 35.69 0.62 -024  0.20
20 39.79 39.71 39.65 0.35 0.15 0.55
21 34.43 34.37 34.40 0.09 -0.08 041
22 38.43 38.38 38.40 0.08 -0.05  0.67
23 34.02 33.87 33.80 0.65 0.22 0.32
24 38.28 38.29 38.27 0.03 0.05 0.78
25 35.85 35.81 35.84 0.04 -0.07 047
26 39.28 39.33 39.31 -0.07 0.06 0.49
27 35.55 35.42 35.38 0.48 0.12 0.57
28 39.21 39.20 39.10 0.29 0.27 0.18
29 35.59 35.52 35.54 0.14 -0.05  0.72
30 39.91 39.86 39.86 0.13 0.00 0.98
31 35.19 35.01 35.04 0.43 -0.10  0.64
32 39.86 39.82 39.82 0.10 -0.01 095
Ave 0.22 0.01
Max 0.86 0.29
Min 0.01 0.00

h = 0,1.e., failures to reject the null hypothesis at the 1% signifi-
cance level. The p-values are shown in column 7 of Table I. This
experiment shows that the aggregated event scheduling method
provides the same results as the traditional method statistically.

Table II demonstrates the efficiency of the aggregated event
scheduling method. Given the almost identical simulation re-
sults, these three approaches need various CPU time. Table II
compares the average CPU time (for each replication) over the
32 groups of test cases. The total simulation time is 100,000
minutes, and no animation is included in Arena to make the
comparison fair. From Table II, we can clearly see that aggre-
gated event scheduling needs much less CPU time than software
Arena and traditional event scheduling need. Arena needs long
CPU time due to the difference of platform and the total sim-
ulation time (the setting with 100,000 minutes total simulation
time is much longer than usual settings in Arena). With the same
C++ implementation platform, the aggregated event scheduling
method on average saves about 52 times computation budget
comparing with the traditional one, which illustrates the tremen-
dous improvement on simulation efficiency of the new method.

B. Validation With Production Data From a Practical System

We implement the aggregated event-scheduling simulation
method on a real-world GA line with MH systems in automotive

TABLE II
EFFICIENCY OF AGGREGATED EVENT-SCHEDULING:COMPARISON OF
CPU TIME OF THREE APPROACHES

Traditional ~ Aggregated  Time saving
Approach  Arena event event Vs
scheduling  scheduling traditional
in C++(a) in C++(b) (a)/(b)
CPU time ~ 42s 8.098s 0.155s 52.24
TABLE III

STATISTICAL TESTS FOR DIFFERENT WARM-UP TIME

5,000 10,000 5,000 10,000
Mea- min. min. p- Mea- min. min. -
sure Warm- Warm- value sure Warm- Warm- value
up time  up time up time  up time
TP 29.79 29.75 0.27 Ug 0.62 0.62 0.43
U, 0.53 0.53 0.47 Uio 0.80 0.80 0.10
Us 0.51 0.50 0.03 Ui 0.69 0.69 0.13
Uy 0.69 0.69 0.14 Uiz 0.69 0.68 0.38
Uy 0.61 0.61 0.53 Uiz 0.58 0.58 0.69
Us 0.65 0.65 0.26 Uia 0.56 0.56 0.53
Us 0.68 0.67 0.05 Uis 0.51 0.51 0.81
Uz 0.63 0.63 0.73 Uis 0.43 0.43 0.51
Us 0.68 0.68 0.93

industry. The scale of the practical system is with several sec-
tions (including trim, chassis, door, final, etc.), more than 150
stations, more than 300 lineside buffers, and dozens of drivers.
For confidential considerations, the parameters of this practical
system cannot be released in public. The warm-up time, the total
simulation time and the replication number are set to 5000 min-
utes, 10,000 minutes, and 20, respectively, according to the fol-
lowing statistic tests shown in Tables III and IV. Table III shows
the ¢-tests for two simulation setups: one is with 5000 minutes
warm-up time and 10,000 minutes total simulation time; the
other is with 10,000 minutes warm-up time and 15,000 minutes
total simulation time. Both setups are with 20 replications. We
perform t-tests for the throughput (7P) and individual utiliza-
tions of 16 drivers (Uy, d = 1,...,16) obtained from these two
simulation setups. Note that simulation results are modified for
the business confidential considerations, but the modification
does not add any inaccuracy in this comparison. (The same as
Table IV does.) The null hypothesis of each test is that the differ-
ences of simulation results between these two setups are random
samples from a normal distribution with mean 0, against the al-
ternative that mean is not 0. All tests return » = 0, i.e., failures
to reject the null hypothesis at the 1% significance level, with
the p-values shown in columns 4 and 8 in Table III. This result
illustrates that the setup with 5000 minutes warm-up time and
10,000 minutes total simulation time is statistically sufficient.
Similarly to Table III, Table IV shows the ¢-tests for another
two simulation setups: one is with 20 replications and the other
is with 50 replications. Both of them are with 5000 minutes
warm-up time and 10,000 minutes total simulation time. The
null hypothesis of each test is that the differences of simula-
tion results between these two setups are random samples from
a normal distribution with mean 0, against the alternative that
mean is not 0. All ¢-tests return A = 0, i.e., failures to reject the
null hypothesis at the 1% significance level, with the p-values
shown in columns 4 and 8 in Table IV. This result demonstrates
that the setup with 20 replications is statistically sufficient.
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TABLE 1V
STATISTICAL TESTS FOR DIFFERENT REPLICATION NUMBERS

Mea- Repli- Repli- p- Mea- Repli- Repli- p-
sure cation  cation  value sure cation  cation  value
#=20 #=50 #=20 #=50
TP 29.79 29.80 0.69 Ug 0.62 0.62 0.69
Ui 0.53 0.53 0.82 Uio 0.80 0.80 0.29
Uz 0.51 0.51 0.61 Ui 0.69 0.69 0.92
Us 0.69 0.69 0.93 Uiz 0.69 0.69 0.70
Uy 0.61 0.61 0.59 Uis 0.58 0.58 0.97
Us 0.65 0.65 0.58 Uia 0.56 0.56 0.39
Us 0.68 0.68 0.59 Uis 0.51 0.51 0.88
U~ 0.63 0.63 0.35 Uie 0.43 0.43 0.61

Us 0.68 0.68 0.54
TABLE V

DIFFERENCES OF SIMULATED AND MEASURED UTILIZATIONS

Driver Average Confidence Interval with
index  Difference(%) 90% Confidence level(%)

#1 242 2.40 2.44

#2 2.90 2.88 292

#3 2.45 243 2.46

#4 2.21 2.21 2.22

#5 2.40 2.39 242

#6 2.55 2.52 2.57

#7 2.36 2.35 2.38

#3 0.02 0.00 0.04

#9 2.44 242 245

#10 2.46 2.45 247

#11 1.91 1.90 1.92

#12 2.44 241 2.46

#13 1.27 1.26 1.28

#14 2.51 2.49 2.53

#15 2.55 2.53 2.58

#16 2.54 2.52 2.55
Mean 2.21 2.20 2.23

TABLE VI

DIFFERENCES OF SIMULATED AND MEASURED THROUGHPUT

Average Confidence Interval with
Difference(%) 90% Confidence level(%)
TP 221 2.11 2.13

We compare the simulation results with the practical produc-
tion data which is measured and collected for one month in a
factory. The results are shown in Tables V and VI.

Tables V and VI demonstrate the effectiveness of the aggre-
gated event scheduling method. Table V shows that the simu-
lated utilizations of 16 drivers are close to the measured ones
(with 2.21% relative difference and [2.20%, 2.23%] confidence
interval for 90% confidence level on average). Table VI shows
that the simulated throughput is close to the measured one (with
2.12% relative difference and [2.11%, 2.13%] confidence in-
terval for 90% confidence level). This discrepancy is due to
some human factors which are simplified in simulation. This ac-
curacy is good considering the fact that there is typically about
5% measure error in data collection.

Additionally, the above experiment also demonstrates the ef-
ficiency of the aggregated event-scheduling method. We should
notice that the CPU time of our new simulation method is only
1.85 seconds per replication for the practical system with 10,000
minutes (about 7 days) total simulation time with good match
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for the measured throughput and utilization data. This simula-
tion speed illustrates the efficiency of the new method.

The last but not the least, the simulation method developed
in this paper is helpful to answer “what-if” questions and pro-
duce managerial insight on the behavior of the GA line with
MH system, since this method can simulate large scale systems
within acceptable computation time. The detailed of this part is
shown in the online technique report [5S0]. Additionally, the sim-
ulation method can also be applied to do simulation-based opti-
mization and analysis for the GA line with MH system, which
are shown in our recent work [38], [41].

VI. CONCLUSION

This paper presents a novel simulation method for a GA line
with MH systems to meet the challenges of large problem size
and correlated system dynamics. Different from the traditional
event scheduling based methods, it combines ideas of max-plus
algebra, event scheduling, and decoupled simulation. Making
use of the partial system decomposability, we introduce a
two-level simulation framework. A dividing mechanism with
boundary conditions is employed on top-level to divide the
global event list into small sizes. A timing-focused strategy
based on max-plus algebra is applied on bottom-level local
simulation to further reduce local event lists. With this new
method it is possible to mimic real production systems fast
and accurately within a reasonable computational time frame.
Numerical testing results of a practical production line show
that the new method is efficient and effective. Additionally,
although this simulation method is developed for the GA line
with MH systems, it should be pointed out that this method is
also applicable to simulate other manufacturing systems (such
as disassembly lines), and systems with fork/join structures
(such as parallel processing systems and distributed replicated
database systems).

This simulation method can be applied to investigate various
scenarios and analyze parameter sensitivity. More importantly,
engineers and plant managers could make real time decisions
via this fast and accurate model. Furthermore, simulation based
optimization is being conducted systemically and will be re-
ported in our future work.
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