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Abstract—In wireless networks, user cooperation has been of user cooperation diversity where the mobile users shared
proposed to mitigate the effect of multipath fading channels. their antennas and other resources to obtain diversity gain

Recognizing the connection between cooperative relay withinite 1691 distributed transmission. Focusing on a two usseca
alphabetsources and the distributed detection problem, we design it h that fi Its | . .
relay signaling via channel aware distributed detection theory. It was shown that user cooperation results in an increase in

Focusing on a wireless relay network composed of a single source-capacity for both users. In addition, the achievable rates a
destination pair with L relay nodes, we derive the necessary less susceptible to channel variations, making the cotipera
conditions for optimal relay signaling that minimizes the error  network a more robust system. Kraneeal considered several
probability at the desj[ination node. The derived.conditio.ns are coding strategies for various relay networks in [7] and sbdw
person-by-person optimal: each local relay rule is optimized by .
assuming fixed relay rules at all other relay nodes and fixed that a stratggy that m.lxe.s deCOde'Torward and compress-
decoding rule at the destination node. An iterative algorithm forward achieves capacity if the terminals form two closely
is proposed for finding a set of relay signaling approaches that spaced clusters.
are simultaneously person-by-person optimal. Numerical exam-  The performance of wireless relay networks has also been
ples indicate that the proposed scheme provides performance g\4ated by diversity gain and outage probability. By con-
improvement over the two existing cooperative relay strategies, L
namely amplify-forward and decode-forward. straining the ners to haIf—dgpIex mod_e,.LanemanaI
[3] developed various cooperative transmission protoeold
showed that most of the protocols achieve full diversityeord
(equal to the number of cooperative nodes). Space-time-code
based cooperative transmission protocols were develaped i
I. INTRODUCTION [8] and were also shown to achieve full diversity. In [9], ],LO

In wireless networks, a severe limiting factor is multipatgYMPOl error probabilities were derived in the high signal-
induced channel fading. One of the most effective metfR-n0ise ratio (SNR) regime for the general multi-hop, mRult
ods in mitigating fading is to exploit diversity. Exampled’ranch wireless relay model using the amplify-forward (AF)
include spatial diversity when multiple antennas are uged $¢heme; the result provides insight on the optimum placemen
the transceivers, multipath diversity in frequency séect of relay nodes. Chen and Laneman [11] focused on the decode-
channels, and temporal diversity in time selective fadirfTQrward_(DF) scheme and developed a general framework
channels through the use of coding/interleaving. Morentige O maximum likelihood (ML) demodulation in cooperative
a new diversity resource has attracted considerable ittent Wir€less communication systems. o
especially in the context of wirelesad hoc networks [1]- N this paper, we focus on a relay network consisting of a
[3]. There, multiple nodes collaborate in transmitting ithe SiNgle source-destination pair afdelay nodes. As illustrated
information, thus providing diversity by exploiting the-in I Fig. 1, each relay node receives t.he signal from the source
dependence of the fading channels of different users. TH@de and generates a processed signal based on its received
is generally referred to as the cooperative diversity, arel tSignal. The processed signals from all the relay nodes are
collection of cooperating nodes, including the source dred tsent_ to _the destination node using orthogonal c_hannels._ The
destination nodes, are referred to as a relay network. destlnqtlon node uses the relay signals along .Wlth the kigna

Historically, study of relay networks has focused on theent directly from the source node to determine the source

capacity issue, e.g., achievable rates. The classica-tiwde signal. Novel in the current work is the attempt to find channe

relay network was first introduced by van der Meulen [4fWaré processing thatinimizes the error probability at the

and its capacity was extensively studied by Cover and Eﬁination node. The proposed design approach exploits the
Gamal [5]. Gastpar and Vetterli [6] considered the capaaity finite-alphabet (FA) property of the source message, thyereb
wireless networks with multiple relay nodes and showed th&f@bling us to pose the cooperative relay design as a dis-
the lower and upper bounds became the same asymptotic4iiguted multiple hypotheses testing problem. Notice thé

as the number of nodes in the network goes to infinit{/:. property is ubiquitous in almost all wireless systems. A

Sendonarigt al [1], [2] were the first to introduce the concepSimilar idea has been explored in [12] to study a diversity
combining scheme using the quantized outputs from multiple
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a numerical procedure to compute the optimal local relagsruldescribes the system model and the problem formulation. The
for minimum error probability at the fusion center. problem setting allows us to derive, in Section I, the reece
While DF also utilizes the FA property, the proposedary conditions for optimal cooperative relay strategtaglay
approach is based optimum detection theory and thus prmdes to minimize the error probability at the destinatioden
vides superior error probability performance. To motivate In the same section, we also consider several special models
proposed idea, we consider a simple relay network with oma@d including the three-node relay network, the parallieyre
source-destination pair and two relay nodes. We also assumedel, and the singular relay network. Numerical examples a
a parallel relay scheme where there is no direct transmmissioresented in Section 1V to show the substantial performance
between the source node and the destination node. The sogai@ of our approach over two existing relay strategies. We
is binary with repetition coding; i.e., one transmitst 1 + conclude in Section V.
1+1+170r “—1—-1-1-—1" where the redundancy is
used to combat channel impairment. We also restrict eaak rel [I. STATEMENT OF THE PROBLEM

node to send a four-bit sequence to the destination node. ”Consider a wireless relay network which includes one
we gdopt.a DF idea, each relay ”0‘?'9 attempts to recover i .o nodel relay nodes and one destination node (Fig. 1).
original binary source and resends it to the destinatiorenogrye qata transmission is divided into two steps. In the first
However, for this simple example, it will be seen that thgtep, the source node broadcasts a sighab all the relay

opFimum relay rule amounts to quantizing the local Iikfeﬁtio nodes as well as the destination node. In the second step, the
ratio; and better performance may result if one uses allipless relay nodes then transmit the relay signals to the destimati

ogtput alphabet at the relay for the quar_1tization. Coritrgst node in orthogonal channels. We assume tHats drawn
this to the DF approach, one can consider our approachfposm an FA setS = {so,---,sy_1} with prior probabilities
using ‘soft’ information from the relays as opposed to har‘fiTro —_— Furthe;r tr71e received signalX,,---, X,

decisions for DF. As such, applying the distributed detecti o e ;elays and the received signél at the destination,

theory allows us to fully exploit the redundancy in the FAypich gescribe the broadcast channel during the first step, a
sources for improved detection performance. characterized by

Even without the redundancy in the FA sources, jointly
designing the relay and destination signaling can stillites
improved performance compared with DF. Consider, for ex- p(Xa,- -, X1, Z]S) :p(Z|S)Hp(Xl|S)7 @)
ample, a simple case that the source signals are €ithét or =1
“_17. The relay nodes are also restricted to transmit a bindr§-, X; andZ are conditionally independent giveh Here the
(“+1” or “—1”) signal to the destination node. Assume thdfansmitted signab can be a vector, and the received signal
the channels between the source and the two relay nodes h¥veand Z would have a similar structure. THé" relay node
identical channel SNRs, while SNRs of the channels betweg@nds a relay signdl; to the destination node based on its
the two relays and the destination differ significantly freach received signalX;,
other. One natural question is: how do we jointly determiree t U =m(X) 1=1,
relay and destination processing/signaling that may mzem ’
the error probability at the destination node? Clearly,ito We assume that, without loss of generality, belongs to
resorts to the DF idea, each relay will try to recover theioey a FA set7 = {ug,u1,---,uny—_1}. While it may appear
signal and retransmit it to the destination node. As suck, onatural to requireN = M, as in the case of DF, we can
can immediately conclude that this idea leads to identicatcommodateV # M in the proposed scheme. Indeed, as to
relay rules at the two relay nodes. On the other hand, as theseen later, allowingy # M is advantageous as it provides
channels between the relays and the destination havedtifferflexibility in the relay signaling design. We note here that
SNRs, should one design the processing/signaling diffgrenthe condition N # M need not necessarily mean that the
for better performance. As demonstrated in Section IV, tlsurce sequence and the relay message have differentdength
optimum relaying for minimum error probability indeed use®edundancy is typically built into the source sequence.,(e.g
different signaling at the two relays. Our goal is to come ughannel coding), while the relay node may exploit all pdssib
with a mechanism to find out the optimal relay signaling. alphabets, as illustrated in the example in Section I. Theyre

The proposed cooperative relay signaling design assumesudputsly, - - -, Uy, are also sent through parallel transmission
clairvoyant case, i.e., the designer knows the global cdanehannels characterized by
state information (CSI). While this is unrealistic, it prdes I
important benchmark performance and reveals a significant p(Yi, -, YUy, -+, UL) = HP(Yl\Ul) ©)
gap in terms of error probability performance between what i -1

achievable with the existing schemes and what is achievaN(cajte that all the signals, including, Z, X, Y; and U, are
theoretically. More importantly, the insight one drawsnfro assumed to be vectors.

this clfu:i\\//oya?tncieilﬁe Su:]d);n ma;r/] dprrovemcrlrtlcerll 'E tciieV|3|trt1igr]1 Upon collecting the channel outputs from the relay nodes,
cooperallve signaiing scheme under-a more Tealistic §etif} _ {Y1,---,Y.}, and from the source nod€, the destina-

with only di_stributed CSI knowledge (i.e., each relay no ®on node makes a final decision
knows only its own CSI).
The rest of the paper is organized as follows: Section |l Uo =(y,Z) 4)

-, L. (2)



whereUy € {so, -, sp—1} indicates which signal was sentoptimization, however, is not feasible due to the disteiut

from the source node. nature of the problem [18]. In this paper, we adopt a person-
An error happens iUy # S. The goal is, therefore, to by-person optimal (PBPO) approach, i.e., we optimize the
jointly design the local relay schemeg(-),l = 1,---,L and local relay rule;(-) for the i*" relay node given fixed

the decoding ruleyy(-) such that the overall error probabilityrelay rules at all other relay nodes and a fixed decoding
at the destination nodeP(U, # S), is minimized. From rule ~y(-) at the destination node. As such, the conditions
the distributed detection point of view, this relay systeam c obtained are necessary, but not sufficient, for optimalityis

be regarded as ad/-ary hypotheses testing system witiPBPO approach has been widely adopted in various distdbute
each hypothesis corresponding to one of the input alphaloderence problems (see, e.g., [19], [20]).

symbols; i.e.,H; : S = s;. Given independence among the Define
transmission channels, the signals received at relay nages
independent conditioned on the input source, or equiviglent u = [U,Uz,ULl,
a given hypothesis. Thus, the joint probability densitydfion x = [Xy, X, Xy,
(pdf) of the signals received at the relays becomes

L , so that the error probability at the destination node can be
p(Xl,"'7XL‘Hi) :Hp(XllHi)a i=0,---,M—1 written as
=1

(5) A N—-1
Similarly, for the signals received at the destination nale e =1—FPp =1-— . Z PU = u;j| Xi)DydX;  (8)
l jIO

joint pdf conditioned on the decision made at the relays is
I where, forl =1,---,L,j=0,---,N —1
p(}/l’ ) YL? Z‘Uh Tty Uln H7) = p(Z|H7) Hp(}/“Ul)’ 1= 07 T M—-1m-1
=1 (6) Dlj = Z 7TiP(UO = Sz“Ul = Uj7Hi)p(Xl|Hi) (9)
=0
We point out here that integrating the transmission channel

into the decoding rule design has been investigated be|fnrea|nOI

the context of decision fusion in fading channels for wissle p(r7) = s, |U, = ws ) = / / P (U = sy, Zp(ZIEep(y (T = g,
sensor networks (WSN) [15]-[17]. The optimal decoding rule zJy (10)

in the Bayesian sense amounts to the maxinauposteriori , i X
Equations (8) - (10) can be obtained by expanding the

probability (MAP) decision; i.e., A\ .
error probability with respect to th&" relay rule~,(-). The
Up=7(y,Z) =arg  max mip(y, Z|H;).  (7) derivation is straightforward and follows the same spsitlzat
s {01, M1} in [13], hence we skip the details.
Given a specified set of local relay strategies and the ctianneThus, to minimizeP., or equivalently maximize®p,, we set
characteristics, this MAP decision rule can be obtained in@&((/, = ;.|X;) = 1 wherej* is the index that maximizes
straightforward manner. As such, in the next section, wé wib, . (X;). Hence we have,
focus on the local relay signaling design. Theorem 1: The optimal relay rule for thé*" relay node
We close this section with a summary of the cooperativQust satisfy
relay design problem.
Problem statement Up = n(Xp) = arg max 1}Dlj(Xl) (11)

u;:j€{0,1,---,N—
In a wireless relay network as described in Fig. 1, given ] ) e
for Dy;(-) defined in (9).

» aFA sources = {so, -, sa—1} With prior probabilities The major issue of Theorem 1 is to evaluddg(-). While

{7T07"'77TM—1}1 e . . . .
« the channels from the source to relay nodes described 'E){/S p055|ble_ to evgluate I ana_lytlcally for _some s_pecgﬁes,_
p(Xi|S) for i=1,---,L in” general it requires numerical evaluation which is fairly
b ) 1

o aightforward.
« the channels from the relay nodes to the destination no%IéAS expressed in (9) and (10), given the fixed local relay

described by(Y;|U;) for i =1,---, L, o
« the channel from the source to destination node describ(rt]%:é‘ce g d?;gthrilgtg?rt;ilageggg:?é%’|ZZOd—E)(llt]g7 Iﬁ)’ :T;,d Zt?e
9 0 - 7 9 1

by p(Z]5), ;
, ) N Dy;(+) only depends on the local observations at #tierelay
» and a decoding rule, () at the destination node, 7o 0 inear combination of the likelihood functidn o
design the local relay rulgﬁ(-) forl =1, -,Lthat MINIMIZE  the |ocal observations. Following the definition of likedibd
the overall error probability at the destination naBle(U, #

ratio quantizer (LRQ) for multiple hypotheses testing [2hE
optimal local relay rule as described in Theorem 1 is a LRQ.
An important distinction between the current work and
I1l. OPTIMAL LOCAL RELAY STRATEGIES that of [22] is that we are considering dd-ary hypotheses
This is a joint optimization problem. In order to obtain desting problem with general input (e.g., vector input sash
globally optimal scheme, we should simultaneously optéamiza packet). As such, one does not have the luxury of equating
the local relay schemes at all the relay nodes. This joittte local relay rule to a scalar quantization problem; indte

S).



one needs to quantize a/(—1)-dimensional sufficient statistic limiting case of the fading channel. We show in the following

[23]. Thus convergence checking by comparing relay rulestisat it is not true for the general case bf > 2; that is, for

generally not viable. a singular relay network with a general FA source, the relay
The fact that we use the PBPO criterion implies that th&gnaling should always be channel aware.

derived conditions are only necessary but not sufficienticon By settingL = 1 in (7) and (11) and omittingZ, we can

tions for optimality. Recognizing that the necessary ctiod$s easily obtain the decoding rule

for the relay functiony,(-) is coupled with the decoding rule,

we propose the foIIowi(n)g iterative algorithm to find the sela U =70(Y) = arg P s YO mip(Y|H;) (12)

and decoding rules that are at least locally optimum.

Iterative algorithm

and local relay rule

1) Initialize the local relay strategies for each relay node u=v(X)=arg  max D;(X) (13)
9 1 =1,... L and set the iteration index= 1; U €{01, N =1}

2) Obtain the optimal decoding rutg” using (7) for fixed Where
local relay rulesy" ™", 1=1,---,L; M1

3) For each, obtain the PBPO local relay rukg” of i*» D;(X) = Z miP(Uo = 5i|U = uy)p(X[ M) (14)
relay node using (11) given the fixed local relay rules =0
for the other relay nodes and fixed decoding rule; Define

4) Evaluat_e the error probabilit;PéT) at th% destin(argion Zj(X) ={X : D;(X) < D/(X)}
node given the relay ruley™ = {y," ... 4}

~ Wwhich specifies a set such that a lower probability of errdr wi
StOBa_suIt when the members of the set are assigned to ifdex
instead of]. Define

and decoding ruleyé”, and compare it withp{" Y
If the difference is less than a prescribed value,
Otherwise, set = r + 1 and go to Step 2.
For each iteration, we optimize one rule given that the other p,;, = P(Uy = s;|U = u;) — P(Up = s;|U = ;)  (15)
rules are fixed. Therefore, the error probability is guaadtto

be non-increasing after each step. Thus the algorithm alwé}ﬁd p(X|H;)
h lity is | : Li(X) =
converges as the error probability is lower bounded by zero (X) (X [Ho)
A. Special cases Since M1
The relay network described in Fig. 1 is rather general; it Z Pi; =0
encompasses many special cases. For example, sétting i=

reduces it to the classical three-node relay network; aed tfye have
corresponding optimum decoding rule and optimal localyrela

M-1
ru_Ie can be obtained by I_ettlng =1 |n_(7) and (11). While D;,—D, = mip(X|H;)Pijy
this three-node network is not materially different frome th P
general case, it does significantly reduces the computdtion M—1 M-1
complexity. Since there is a single relay node, there is no = mip(X | H;) Piji — Z mop(X |Ho) Piji
iteration among the relay rules. Instead, one only needs to i=1 i=1
iterate between the decoding rule and the relay rule. M-1 .
Another interesting case is the parallel relay network wher = mip(X|Ho)Pyji (Li(X) - O)
there is no direct transmission from the source node to the i=1 Ti

destination node. Following the same spirit of the dererati From (15), the change of channel characteristics may alter
in Section Ill, we can easily get the optimal decoding ruld anthe value ofP;;;, which will result in a different region for
optimal relay rule which are similar to (7) and (11) excegttth deciding index; instead ofl. In other words, the optimum

Z is omitted from the expression. relay rule for the singular relay network needs to be channel
We now consider the simplest possible relay system: thefgare when\/ > 2.

is only a single . = 1) relay node and there is no direct link
between the source and the destination node. Notice that thi IV. PEREORMANCEEVALUATION
simple model can be considered as a special case of either . . . .
In this section, through a number of numerical examples,
the three-node relay model or the parallel network. We term
) . we demonstrate the performance advantage of our approach
this as asingular relay network. In the context of channel ver some existing relav strategies. namelv DE and AE. for
optimized quantizer design for WSN, we have shown in [14, g relay strategies, y '
. . . he relay network defined in Fig 1. For DF, each relay node
[22] that for M = 2 (i.e., a binary source), the optimum relay . - . '
. . S makes its own decision using an MAP rule:
rule for a singular relay network is channel-blind; i.eg thcal
relay rule will remain unchanged when the relay-destimatio U; = arg ~ max mp(X)|Hy) 1=1,---,L (16)
channel characteristics change. For this special caséothk $i:0€{0,, M—1}
relay rule is the same as that in the case with ideal relagnd re-encodes it and sends it to the destination node. Shis i
destination channel as this ideal channel can be treated adifierent from the relay signaling specified in Theorem &,,i.



Egs. (11) and (9), where all the relay rules are coupled willy DF for thel” relay node can be easily obtained from (16),

each other. We remark here that the DF approach considered

in this paper is the vanilla version discussed in [8], [11 W +<1 0

assume that the relay node always forwards its best estimate >

to a destination node. where ¢; is the channel coefficient_fg)r the channel between
For AF, the output of the relay node is simply a scalethe source node and ti#& relay node and?e{-} means real

version of the received signal, i.e., part. Application of Theorem 1 and our iterative algorithm

show that our approach also compargS7 to a threshold

U=aX, I=1 L but our threshold is obtained by jointly designing the relay

where the scaling factar, is determined so that all schemegules and the decoding rule, which leads to performance
have the same average power constraint. For fading chann@Rins. In table |, with identicabN R, for both relay nodes

SST 2 Re{a} X}

s,

we have and differentSN R, for each relay node, we compare the
2= Py thresholds ofSST and overall error probability between DF
L Pilay|?* + o, and the proposed approach. As one can see, the proposed

proach has better performance than DF and the thresholds

. . s a
where P’ is the power constraint which is assumed to be thoE?SST are different for the different relays for our approach.

same for all the relay nodes as well as the source nage, We then consider a little different case wheS&V R,.; is
M

is the channel coefficient anef, is the variance of channel iﬁentical for both relay nodes. Fig. 2 and Fig. 3 plot the

noise. At the destination node, all the schemes implement terror robability at the destination node as a function of
MAP rule to obtain the final decision. P y

Throughout our simulations, we assume that the chann*eglstRs" andSN Ryq, respectively. From Fig. 2, whereN 12,

between the source and the relay nodes are identically ellﬁdﬂxed at5dB, the proposed approach provides the best

. - - . : performance among all three relay schemes. In Fig. 3 where
independently distributed (i.i.d.) Rayleigh fading chalsn o
with average SNR denoted I8V R,,.. Similarly, the channels SN, is fixed at5dB, the AF outperforms the proposed

ST h highS N lues. This i isi [ h
between the relay and destination node are also assumed t(r)nt% od at highy N 12,4 values. 1his 1S not surprising since t €
optimum performance is achieved with centralized proogssi

i.i.d. Rayleigh fading channels with average SNR denoted b)é . .
. i.e., when all local observations are accessible by thedirco
SNR,; (except for the first example where both relay nOd%ith high SNR,, the analog signal can be received at

experience differenf N z,4). Notice that this is a somewhatthe destination almost noiselessly, hence it amounts to the

simplifying assumption: In a homogeneous environment Wherentralized processing. The proposed scheme attemptsdto fin

the path loss exponent is a constant, the above assumption .. S '
. . e optimum relay scheme among all possikiléit quantizers
amounts to requiring that the relay nodes are equidistant.to” . . . " o
tq- minimizes the error probability at the destination node.

the source node as well as to the destination node. We V\ﬁ1|e AE apparently does not belond to the class of e
vary one of these two SNR with the other fixed; this captur%sLt quantiz%?s y 9

the change in the placement of the relay nodes in terms af thei e next consider a special case that we also discussed in

distances to the source and to the destination nodes. The S%‘e%\:{[ion |, the repetition coded binary source. This is g

e e e a9l & by hypolheses (stng i sf (nli-b) T

to be slow fadin Sé.hannels ’so that the channel coefficie a}geviate the computational burden, one can approximae th
. 9 . o r%ading channel using a binary symmetric channel (BSC) where

remain unchanged during the transmission of one symboltﬂr"3 crossover probability can be properly calculated us

a packet. channel SNR. The BSC provides a reasonasllegit coarse,

The signal sent from the source node is assumed to b - .
. . proximation of the fading channel; more ever, one can
K-bit codeword drawn from al/-ary codebook with equal pply directly the distributed detection algorithm deysd

i K .
probability. Hencell < 2%. Each bitis assumed to use BPS n [22] to find the optimal relay rules. We thus compare the

:n?dulr?tlgn.ivl\/(e ;{SO tﬁssutr;:e :hft thetloctaL deusxn)ﬁq eaggc approximation with our approach using the actual fading
ela;]y bot €S N _s,2Kus € relay output has a maximuMyannel model and the two existing relay strategies (i.€., A
alphabet size olV = == and DF). Consider the system with = 2 relay nodes and

K = 4 bit source input. We generate the error probability
A. Parallel Relay Network plots as a function of N R, andSN R4, respectively. From

We first consider an example that we discussed in Sectibl¢- 4 Where we vanSNR,, but fix SNR,q = 0dB, one
I, the parallel relay network withis = 1, M = N = 2 and Can see that the proposed approach provides uniformlyrbette
L =2, ie. asingle BPSK symbol is sent from the source amgrformance compared with the other alternatives. Notice
is to be relayed to the destination node using two relay noddt all the error probabilities level off aSN R, increase.

We assume that the BPSK signal has equal prior probabili§/liS iS not unexpected: with larg&N R, the channels
ie. between the source and the relay nodes can be considered

P(S=—1)=P(S=+1) = 0.5. as ideal. Thus the error probability performance is limibgd
the finite and fixedSNR,,. We also notice that the BSC
We also assume th&N R, is identical for both relay nodes approximation provides a reasonable performance compared
but SN R,.; may be different. In this case, the relay rule usedith the proposed approach.



Fig. 5 is the error probability plot as a function SfVR,; over existing relay schemes that do not exploit the reducydan
with fixed SN R, = 0dB. Again, one observes error probain FA sources.
bility floor as SN R,.; increases due to the fact th&tV R, One drawback of the proposed scheme is that the optimal
is fixed. Furthermore, the AF eventually outperforms alleoth signaling design requires global channel information. - Dis
schemes a$' N R,; gets large — this is again because at venyibuted signaling design that only uses local channelrinfo
high channel SNR between the relays and the destination, Afation is more practical and will be investigated in the fatu
essentially amounts to a centralized processing. On ther otBimilar work has been carried in the context of distributed
hand, the DF is the first to level off in the error probabilitydetection for sensor networks [25] and can be extended to
performance. This is because the DF uses a hard decisiba cooperative relay signaling design. Another drawback i
relaying — this is clearly not optimal at high SNR for thehat the relay rule design of all relay nodes ampled in
channel between the relays and the destination. the proposed design approach. This significantly incretimes

We also consider a more practical scenario where the packemplexity of the design algorithm which typically scales
is coded with a(7,4) Hamming code [24] with. = 2 relay exponentially in the number of nodes. One remedy is to resort
nodes and the generator matrix we use is to the large system regime to optimize the error exponent

100010 1 instead of the error probability, thereby circumventing th

iterative algorithm that is needed to achieve the persen-by

01 0 0 1 1 1 > o o
G= 0010110 person optimality in error probability performance.
0001011

- . . REFERENCES
As shown in Fig. 6 and Fig. 7, the proposed approach again
[1] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperatiiversity:
has the best performance. Part | System description/EEE Trans. Comm., vol. 51, pp. 1927-1938,
Nov. 2003.
[2] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperatliversity:
B. Three-node Rel ay Network Part | Implementation aspects and performance analyd&E Trans.
We compare the performance of the proposed scheme wig] Comm, vol. 51, pp. 1939-1948, Nov. 2003.

L | h for the cl ical th d d J.N. Laneman, D.N.C. Tse, and G.W. Wornell, “Cooperatisersity
two existing relay schemes for the classical three-nodeeto in wireless networks: Efficient protocols and outage betvdvil EEE

In generating the error probability plots, we vary one clednn  Trans. Inf. Theory, vol. 50, pp. 3062—-3080, Dec. 2004.

NR and fix th her two. A hown in Fias. -1 hel4] E.C. van der Meulen, “A survey of multi-way channels in.Iifheory:
S and the other two. As sho gs. 8 0, 1 ¢ 1961-1977,"IEEE Trans. Inf. Theory, vol. 23, pp. 1-37, Jan. 1977.

proposed approach still has the best perf(_)rmance_. \_Nhen W4F T.M. Cover and A. El Gamal, “Capacity theorems for the rethgnnel,”
vary SNRg, or SNR,4, the plots we obtain are similar to IEEE Trans. Inf. Theory, vol. 25, pp. 572-584, 1979.

preVIOUS examples the proposed scheme is unlformly bett@] M. Gastpar and M. Vetterli, “On the CapaCIty of wirelesstworks: the
than others for varvinaSNR.. and the advantage of the relay case,” inProc. IEEE INFOCOM 2002, New York, NY, June 2002,
varyingSN R, vantag pp. 1577-1586.

proposed scheme over DF diminishes at low SNR for varyingy] G. Kramer, M. Gastpar, and P. Gupta, “Cooperative stiategnd

SNR,4. Since we have a direct transmission from source to ~capacity theorems for relay networks/EEE Trans. on Inf. Theory,
vol. 51, pp. 3037-3063, Sept 2005.

destination node, When we vaiV Rq and fix the Othe_r t_WO’ [8] J.N. Laneman and G.W. Wornell, “Distributed space-tinogl@d pro-
the performance gain of the proposed scheme diminishes to tocols for exploiting cooperative diversity in wirelesstwerks,” |EEE

zero at high SNR, as shown in Fig. 10. Trans. Inf. Theory, vol. 49, pp. 2415-2425, 2003.
[9] A. Ribeiro, X. Cai, and G. B. Giannakis, “Symbol error peddilities

for general cooperative link,"to appear in the IEEE Trans. Wreless

V. CONCLUSION Communications, 2005.
. . . ) _[10] W. Mo and Z. Wang, “Average symbol error probability andtage
In this work, a novel cooperative relay signaling that agpli probability analysis for general cooperative diversitysteyn at high

channel aware decentralized detection theory was progoseq, _ Signal to noise ratio,” irProc. CISS, Princeton, NJ, Mar. 2004.
1] D. Chen and J.N. Laneman, “Modulation and demodulatiancfmp-

fu”y epr0|t the FA property of .t_he source mes_,sage. Aime erative diversity in wireless systemdEEE Trans. Wireless Comm.,, to
at minimizing the error probability at the destination npode  appear.

we derived the necessary conditions for an optimal digieithy [12] R-S. Blum, *“Distributed detection for diversity recept of fading
. . y . P . . signals in noise,”|EEE Trans. Inf. Theory, vol. 45, pp. 158-164, Jan.
signaling scheme for a FA source. An iterative algorithm ;g9

was presented to find distributed relay schemes that are[1at B. Chen and P.K. Willett, “On the optimality of likelihabratio test

least locally optimum. We further examined some special for local sensor decisions in the presence of non-idealreflari |IEEE
Trans. Inf. Theory, vol. 51, pp. 693-699, Feb. 2005.

cases, 'nC|Ud|ng the classical three'nOd_e relay netWO[k. 8{5]4] B. Liu and B. Chen, “Channel-optimized quantizers foceieralized
the parallel relay network. For the special case of a single detection in sensor networks appear in the IEEE Trans. Inf. Theory,

relay node with no direct link between the source and the = Vol 52, July 2006. _
[15] B. Chen, R. Jiang, T. Kasetkasem, and P.K. Varshney, itRusf

destination node, i.e., the smgular relay network, we mn decisions transmitted over fading channels in wirelesscsametworks,”
out the significant difference between a binary source and a in Proc. of the 36th Asilomar Conference on Signals, Systems, and
general M-ary source §/ > 2), that is, while the optimal __ Computers Pacific Grove, CA, Nov. 2002, pp. 1184-1188.
. . . . [16] R. Niu, B. Chen, and P.K. Varshney, “Decision fusionesulin
relay rule is channel blind for the singular relay networkhwi wireless sensor networks using fading statistics, Pinc. 37th Annual
a binary source, it is channel aware wheh> 2. Performance Conference on Information Sciences and Systems, Baltimore, MD, Mar.

comparison with two existing relay strategies, namely AB an__ 2003. _
DE ducted icallv. In al t all f bti [17] B. Chen, R. Jiang, T. Kasetkasem, and P.K. Varshney, fi6@lbaware
» was conductead numerically. In almost all cases or pralt decision fusion in wireless sensor networksIEEE Trans. Signal

interest, the proposed approach exhibits notable advastag Processing, vol. 52, pp. 3454-3458, Dec. 2004.



[18] R. Radner, “Team decision problems,’Annals of Mathematical
Satistics, vol. 33, pp. 857-881, 1962.

[19] LY. Hoballah and P.K. Varshney, “Distributed Bayesiaignal detec-
tion,” |EEE Trans. Inf. Theory, vol. 35, pp. 995-1000, Sept. 1989.

[20] z.-B. Tang, K.R. Pattipati, and D.L. Kleinman, “A didtiited M-ary
hypothesis testing problem with correlated observatiohEEE Trans.
Automatic Control, vol. 37, pp. 1042-1046, July 1992.

[21] J.N. Tsitsiklis, “Extremal properties of likelihoo@dio quantizers,”
IEEE Trans. Commun., vol. 41, pp. 550-558, 1993.

[22] B. Liu and B. Chen, “Joint source-channel coding fortiilsited sensor
networks,” in Proc. 2004 Annual Asilomar Conference on Sgnals,
Systems, and Computers, Pacific Grove, CA, Nov. 2004.

[23] J.N. Tsitsiklis, “Decentralized detection,” Advances in Satistical Sg-
nal Processing, H.V. Poor and J.B. Thomas, Eds. JAI Press, Greenwich,
CT, 1993.

[24] J. Proakis,Digital Communications, McGraw Hill, 1995.

[25] B. Liu and B. Chen, “Distributed detection in sensorweatks with
channel fading statistics,” ifProc. 2006 International Conference on
Acoustic Speech and Sgnal Processing (ICASSP’06), Toulouse, France,
May 2006.

Fig. 3.

10

Ee
o,

y of Error

Probability

H
S,

Error

— Proposed Approach
-+ - Amplify and Forward
- - Decode and Forward

0 5
SNR of relay-destination channel SNer (dB)

probability versus SNR of relay-destinatidracnel forL =

——————— : 2, M =2, K =1 (SNR,, = 5dB).

A
Source Destination

Fig. 1. A wireless relay network withl relay nodes and a direct link
connecting the source and the destination nodes.

e

/"‘ — Proposed Approach
SN -+ - Amplify and Forward
\\‘\, - - Decode and Forward

N -+ BSC Approximation

10 T T = ! Y
0 ®  SNRof gource—rela}? channel SﬁRsr (dB) » »
- — ;fopféed gprfoachd Fig. 4. Error probability versus SNR of source-relay charfioe L. =
L e == Amplity an orwar 4
:0 By - - Decode and Forward 2, M = 2, K=4 (SNer = OdB).
a
]
i
ks
El
z
kS
o
a
10°F 10 T T T T T
107 o Sa t — Proposed Approach J
- . ; N : -+ - Amplify and Forward
s 0 5 10 N - - Decode and Forward
SNR of source-relay channel SNR_ (dB) o X -+ BSC Approximation
ead : E
w
Fig. 2. Error probability versus SNR of source-relay charfioe L = °
2,M =2 K =1 (SNR,q = 5dB). £,
_@ b 4
<)
a
-4 N ‘\
107 T g i e
R o R
10'5 L L L L L
o “® SNR of refy-destination channellgNer @B)™® »
Fig. 5. Error probability versus SNR of relay-destinatidracnel forL =

2, M =2, K = 4 (SNR,, = 0dB).



TABLE |
THE COMPARISON OF THRESHOLDS O ST AND ERROR PROBABILITY BETWEENDF AND PROPOSED APPROACHS N Rs, = 5dB)
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