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#### Abstract

A belief network is a graphical representation of the underlying probabilistic relationships in a complex system. Belief networks have been employed as a representation of uncertain relationships in computer-based diagnostic systems. These diagnostic systems provide assistance by assigning likelihoods to alternative explanatory hypotheses in response to a set of findings or observations. Approximation algorithms have been used to compute likelihoods of hypotheses in large networks. We analyze the performance of leading Monte Carlo approximation algorithms for computing posterior probabilities in belief networks. The analysis differs from earlier attempts to characterize the behavior of simulation algorithms in our explicit use of Bayesian statistics: We update a probability distribution over target probabilities of interest with information from randomized trials. For real $\epsilon, \delta<1$ and for a probabilistic inference $\operatorname{Pr}[x \mid \epsilon]$, the output of an inference approximation algorithm is an $(\epsilon, \delta)$-estimate of $\operatorname{Pr}[x \mid \epsilon]$ if with probability at least $1-\delta$ the output is within relative error $\epsilon$ of $\operatorname{Pr}[x \mid e]$. We


construct a stopping rule for the number of simulations required by logic sampling, randomized approximation schem $\epsilon$, and likelihood weighting to provide $(\epsilon, \delta)$-estimates of $\operatorname{Pr}[x \mid e]$. With probability $1-\delta$, the stopping rule is optimal in the sense that the algorithm performs the minimum number of required simulations. We prove that our stopping rules are insensitive to the prior probability distribution on $\operatorname{Pr}[x \mid e]$.

## 1 Introduction

Belief networks are an expressive graphical language for representing uncertain knowledge about the causal and associational relationships among variables in complex systems. Over the last five years, there has been a maturation of techniques for assessing and solving belief networks (e.g., see Networks, 20, 1990). Several effective diagnostic reasoning systems use belief networks to assign probabilities to alternative hypotheses about a patient's healthfor example, MUNIN [Andreassen et al., 1987], ALARM [Beinlich et al., 1989], Pathfinder [Heckerman et al., 1992], Sleep Consultant [Nino-Murcia and Shwe, 1991], VPnet [Rutledge et al., 1989], and QMR-DT [Shwe et al., 1991a]-or about the source of failure in complex machinery, including jet engines, electric power generators, and copy machines [Horvitz et al., 1988, Henrion et al., 1992, Breese et al., 1992]. Several exact inference algorithms have been developed for computing posterior probabilities with belief networks. Exact algorithms include the method of cutset conditioning, developed by Pearl [Pearl, 1988], and the cliquetree method, developed by Lauritzen and Spiegelhalter [Lauritzen and Spiegelhalter, 1988]. These exact inference methods exploit the topology of a belief network to compute the posterior probabilities of the belief network given the observed evidence.

Unfortunately, several complex knowledge bases that have been developed resist solution with exact inference algorithms. For example, the QMR-DT knowledge base [Shwe et al., 1991a], a reformulation of the Internist-1/QMR knowledge base [Miller et al., 1986] for internal medicine into a belief network, poses a difficult challenge to medical informatics investigators [Henrion, 1990]. Monte Carlo simulation procedures offer the most promising method for solving inference in this and similarly complex belief networks. Difficulties characterizing the convergence behavior of simulation algorithms hinders their use. For example, in the QMR-DT project, it is difficult to derive the confidence in simulation results as computation proceeds [Shwe and Cooper, 1991, Shwe et al., 1991b].

Simulation procedures have have been employed for solving diverse problems in computer science. To date, work on the characterization of simulation algorithms has been based largely on statistical methods, such as the Zero-One Estimation Theorem. From a Bayesian perspective, simulation-based inference techniques can be viewed as discarding useful information about a posterior probability of interest. However, such methods are satisfying to many in their ability to bypass complex distribution-updating procedures, and
issues surrounding the use of prior probability. Nonetheless, we show how Bayesian updating can be used to characterize the convergence of simulation algorithms on results of interest by employing a conjugate distribution to simplify the updating procedure. Furthermore, we address the discomfort that some computer scientists and statisticians may have with methods that require prior probability distributions by proving that our stopping rules are insensitive in most cases to prior probabilities.

## 2 Belief Networks and Inference Algorithms

A belief network is a directed acyclic graph (DAG) containing nodes, representing propositions (e.g., hypotheses and observations), and arcs representing probabilistic dependencies among nodes. Nodes representing propositions are associated with a set of mutually exclusive and exhaustive values that represent alternative possible states of a proposition (e.g., true, false).

Let $\left\{X_{1}, \ldots, X_{n}\right\}$ denote the set of nodes in a belief network. For any node $X_{i}$, and set of parents $\pi_{X_{i}}$, the belief network specifies a conditional probability function $\operatorname{Pr}\left[X_{i} \mid \pi_{X_{i}}\right]$. The full joint-probability distribution specified by a belief network can be calculated by taking the product of the conditional probabilities,

$$
\begin{equation*}
\operatorname{Pr}\left[X_{1}, \ldots, X_{n}\right]=\prod_{i=1}^{n} \operatorname{Pr}\left[X_{i} \mid \pi_{X_{i}}\right] \tag{1}
\end{equation*}
$$

Probabilistic inference in belief networks refers to the computation of an inference probabilitythat is, $\operatorname{Pr}[\mathcal{X}=x \mid \mathcal{E}=\epsilon]$ for any given set of nodes $\mathcal{X}$ instantiated to value $x$ and conditioned on observation nodes $\mathcal{E}$ instantiated to value $e$. Probabilistic inference in large multiply connected belief networks is difficult. Complexity analyses shows that both exact and approximate algorithms pose intractable problems in the worst case [Cooper, 1990, Dagum and Luby, 1991]. Nevertheless, for many problems, inference approximation procedures provide useful estimates of posterior probabilities in acceptable computation times.

The major classes of approximation algorithms for probabilistic inference in belief networks are stochastic simulation methods [Pearl, 1987b, Pearl, 1987a, Henrion, 1988, Fung and Chang, 1989, Shachter and Peot, 1989, Shachter and Peot, 1990, Chavez and Cooper, 1990] and searchbased methods [Cooper, 1984, Henrion, 1990]. Stochastic simulation algorithms for probabilistic inference began with the pioneering work of Pearl's straight simulation algorithm
[Pearl, 1987b, Pearl, 1987a]. Simulation algorithms devised subsequently include logic sampling [Henrion, 1988], likelihood weighting [Shachter and Peot, 1989, Fung and Chang, 1989, Shachter and Peot, 1990], and randomized approximation schemes [Chavez and Cooper, 1990, Chavez, 1990, Dagum and Chavez, 1991]. We analyze stochastic-simulation algorithms in detail in Section 7. We distinguish straight simulation from other simulation algorithms because straight simulation is based on a single long-run rather than a multiple short-runs algorithm-that is, the estimate of straight simulation is based on a single, long simulation run rather than on the arithmetic mean of the outputs of multiple short runs. As we shall discuss in Section 8, this distinction has important consequences for the analyses of convergence of these algorithms.

## 3 Monte Carlo Methods

Stochastic simulation algorithms are based on the Monte Carlo method, a procedure for computing random variables based on a weighted random sampling. In this section, we discuss the foundations of the Monte Carlo method and simulation algorithms for probabilistic inference in belief networks, based on the Monte Carlo method. In Section 4 we discuss the rate of convergence of these algorithms.

The Monte Carlo method originated with the work of von Neumann and Ulam for computing parameters needed to construct nuclear reactors [von Neumann, 1951]. In this article we focus on the use of Monte Carlo for approximating Lebesgue integrals, or more specifically, for approximating expectations of random variables.

Let us first review the basics of Monte Carlo approximation of expectations of random variables. Let $\left(\Omega, 2^{\Omega}, \mathbf{P}\right)$ denote a probability space, where $2^{\Omega}$ denotes the power set of the set $\Omega$ and $\mathbf{P}$ denotes probability distribution. Let

$$
\zeta: \Omega \rightarrow \Re
$$

map a random variable into the reals $\Re$.
For a finite space $\Omega$, the expectation $\mathbf{E} \zeta$ is the Lebesgue sum of the $2^{\Omega}$-measurable function $\zeta=\zeta(\omega)$ with respect to the Lebesgue measure $\mathbf{P}$,

$$
\begin{equation*}
\mathbf{E} \zeta=\sum_{\omega \in \Omega} \zeta(\omega) \mathbf{P}[\omega] . \tag{2}
\end{equation*}
$$

For simplification, we shall use $\phi$ to denote $\mathbf{E} \zeta$. The Monte Carlo method approximates $\phi$ in Equation 2, by simulating the random variable $\zeta$. The simulation of $\zeta$ requires being able to sample the space $\Omega$ with distribution given by the probability $\mathbf{P}$. An algorithm that accomplishes the latter is said to be a sample generator for the probability space ( $\Omega, 2^{\Omega}, \mathbf{P}$ ). The output $\omega_{0}, \omega_{1}, \ldots$ of a sample generator for $\left(\Omega, 2^{\Omega}, \mathbf{P}\right)$ defines the simulation of the random variable, $\zeta\left(\omega_{0}\right), \zeta\left(\omega_{1}\right), \ldots$. The arithmetic mean $\mu$ of a simulation of $\zeta$ of size $N$ is an estimate of $\phi$,

$$
\begin{equation*}
\mu=\frac{1}{N}\left(\zeta\left(\omega_{1}\right)+\cdots+\zeta\left(\omega_{N}\right)\right) \tag{3}
\end{equation*}
$$

The Law of Large Numbers guarantees convergence of the estimate to $\phi$ in the limit of infinite samples,

$$
\mu \rightarrow \phi \text { as } N \rightarrow \infty .
$$

Although the estimate $\mu$ has correct limiting convergence, from a computational perspective, only a finite number of samples are available. Thus, practical considerations dictate the need for lower bounds on the number of samples $N$ required to bound the error in the estimate $\mu$. The sequence $\zeta\left(w_{0}\right), \zeta\left(w_{1}\right), \ldots$ forms a sequence of independent and identically distributed random variables. Thus, by the Central Limit Theorem, for sufficiently large $N$ the distribution of the estimate $\mu$ is approximated by a normal distribution. Under this assumption, the cumulative mass of the tails of the normal distribution gives the probability that $\mu$ does not approximate $\phi$ to within a specified error tolerance. Thus, in the limit as $N$ tends to infinity

$$
\begin{equation*}
\mathbf{P}\left[\frac{|\mu-\phi|}{\sqrt{\mathbf{V} \zeta}} \geq \epsilon\right] \rightarrow \frac{2}{\sqrt{2 \pi}} \int_{-\infty}^{\epsilon} e^{-x^{2} / 2} d x \tag{4}
\end{equation*}
$$

where $\mathbf{V} \zeta$ denotes the variance of the sequence $\zeta\left(w_{0}\right), \zeta\left(w_{1}\right), \ldots$.
Although the Central Limit Theorem guarantees that Equation 4 holds for infinite $N$, we do not know how well the approximation holds for finite $N$. This makes Equation 4 difficult to use in practice. Chebyshev's inequality bounds the probability of Equation 4 without any assumptions on the form of the probability distribution of the estimate $\mu$. Chernoff bounds and the Zero-One Estimator Theorem (see, e.g., [Karp et al., 1989]) give bounds for Bernoulli trials, but they are expressed in terms of the unknown quantity $\phi$.

## 4 Zero-One Convergence Analysis

The analysis of the convergence of simulation algorithms in the theoretical computer science community has been rooted in Zero-One Estimation Theory. The methodology has been used by several investigators to analyze the performance of simulation algorithms [Shachter and Peot, 1989, Chavez and Cooper, 1990, Dagum and Chavez, 1991].

Zero-One Estimation Theory provides a lower bound, $N$, on the number of Bernoulli trials required to achieve a specified level of accuracy in the estimate of the inference. This approach is deficient in that $N$ is expressed in terms of the probabilistic inference to be computed, and thus, it requires a priori knowledge of the value of the inference. This problem is circumvented by using lower-bound estimates on the value of the inference, yielding upper bound estimates on $N$. Typically, however, the best a priori lower bounds one can achieve are exponentially small in the size of the problem, independent of the actual value of the inference. Thus, convergence analysis based on Zero-One Estimation Theory may suggest intractable bounds on the number of trials required even though a small, polynomial, number of trials may suffice.

We review briefly the Zero-One Estimation approach for analyzing the convergence of simulation algorithms. Consider the problem of trying to estimate $\mathbf{P}[\mathcal{A}]$ in the probability space $\left(\Omega, 2^{\Omega}, \mathbf{P}\right)$ where $\mathcal{A}$ denotes a subset of $\Omega$. From the presentation of the Monte Carlo method in Section 3, this problem can be solved by simulating the random variable $\zeta=\zeta(\omega)$ that is the characteristic function of the set $\mathcal{A}$. It is straightforward to show that $\phi=\mathbf{P}[\mathcal{A}]$. Let a success be defined as having chosen an element $\omega$ that belongs to $\mathcal{A}$-that is, $\zeta(\omega)=1$. From the Law of Large Numbers, in the limit of an infinite number of trials, the fraction of successes, $\mu$, converges to $\phi$. If we stop a Monte Carlo simulation after a finite number of trials $N$, the current fraction $\mu$ serves as an estimate of $\phi$.

For simulation algorithms, one is interested in deriving an upper bound on $N$ which guarantees that $\mu$ gives a good estimate of $\phi$. More specifically, for any $\epsilon, \delta \leq 1$ we would like to know the least number of trials $N$ needed to guarantee that with a probability of at least $1-\delta, \mu$ approximates $\phi$ with relative error $\epsilon$.

Definition 4.1 For $\epsilon, \delta \leq 1, \mu$ is an ( $\epsilon, \delta)$-estimate of $\phi$ if and only if

$$
\mathbf{P}\left[\phi(1+\epsilon)^{-1} \leq \mu \leq \phi(1+\epsilon)\right] \geq 1-\delta .
$$

The Zero-One Estimator Theorem gives the following result.

Theorem 4.2 If $\epsilon, \delta \leq 1$ and

$$
N=\frac{4}{\phi \epsilon^{2}} \ln \frac{2}{\delta}
$$

then $\mu$ is an $(\epsilon, \delta)$-estimate of $\phi$.

Proof See [Karp et al., 1989].

Note that the upper bound on $N$ given by the Zero-One Estimator Theorem is contingent on knowing $\phi$-the same quantity that we are employing the simulation algorithm to estimate. To circumvent this circular definition, a conservative lower-bound on $\phi$, computed with a polynomial-time algorithm, is used to derive a rough estimate of $N$. A key challenge for computer scientists is to develop methods for computing a lower bound on $\phi$ that is within a constant multiplicative factor of $\phi$. Unfortunately, in many cases the best lower bound that can be computed is exponentially small in the size of the problem. Thus, traditional analyses on convergence, and associated recommendations about run times for achieving desired levels of confidence, can be quite conservative, lead to wasteful computations.

## 5 Bayesian Analysis of Convergence

We explore the relationship between Zero-One Estimation Theory and a Bayesian probabilistic analysis that exploits the structure of the second-order distributions over $\phi$. We use second-order distribution to refer to a probability distribution over a probabilistic parameter of interest. Few analyses of belief-network inference algorithms have characterized the error of an estimate with a probability distribution on a target probability. Some algorithms output partial characterizations of such second-order distributions. For example, searchand decomposition-based procedures typically provide upper and lower bounds on a probability, without a statement of the likelihood of alternate values of the final answer within these bounds [Cooper, 1984, Henrion, 1990, Horvitz et al., 1989]. Also, Zero-One Estimation Theory can be viewed as relying on an incomplete characterization of the second-order distributions associated with a Bernoulli process. Rather than considering second-order probability distributions explicitly, investigators have resorted to conservative worst-case analyses of convergence. The variance of the outcomes of the simulation provides error
bounds on the estimates. We prove that from a Bayesian perspective, previous analyses of the performance of simulation algorithms are conservative.

### 5.1 Overview

We employ the properties of a conjugate second-order probability distribution to develop a stopping rule for the number of Bernoulli trials required by a Monte Carlo algorithm to output an $(\epsilon, \delta)$-estimate. A conjugate distribution is a parameterized description of a probability distribution whose basic structure is invariant to Bayesian updating in response to new information. Conjugate distributions are valuable for simplifying the analysis of how a second-order distribution changes with the results of Monte Carlo simulation. We shall examine the beta density function, a conjugate probability distribution over possible means $\phi$ of a Bernoulli process. The stopping rule we develop considers the current estimate of $\phi$ to determine whether the estimate is within predefined error bounds, or to indicate that further computation is needed. With probability close to one-that is, $1-2^{-n}$ for problem size $n$-the algorithm terminates after the minimum number of trials. In Section 8, we apply the results of this section to analyze the convergence of simulation-based inference approximation algorithms.

Let $\mu$ be the estimate of $\operatorname{Pr}[x \mid e]$ provided by a stochastic-simulation algorithm after $N$ simulations. We use Bayesian statistics to reason about the convergence of $\mu$ to $\operatorname{Pr}[x \mid e]$ as $N$ increases. We update the state of information about a target inference, $\operatorname{Pr}[x \mid e]$, by employing a beta distribution with parameters $\mu N$ and $N$. We sum the tails of the beta distribution to obtain an expression for the error of the estimate that is a function of $\mu$ and $N$. From this expression, we derive a stopping rule for the number of simulations which guarantees with probability $1-2^{-n}$ that the output estimates the inference with prescribed relative error $\epsilon$. With probability $1-2^{-n}$, the stopping rule is optimal in the sense that the algorithm terminates after the minimum number of simulations.

### 5.2 Bayesian Updating with a Conjugate Distribution

For $N$ trials and $\mu N$ successes, the probability distribution over $\phi$ is described by a beta function as follows:

$$
\beta(\phi \mid \mu, N)=B(\mu, N) \phi^{\mu N-1}(1-\phi)^{(1-\mu) N-1}
$$

where

$$
B(\mu, N)=\frac{(N-1)!}{(\mu N-1)!((1-\mu) N-1)!} .
$$

The beta distribution has a mean of $\mu$ and variance of

$$
v_{\beta}(\phi, N)=\frac{1}{N+1} \mu(1-\mu) .
$$

If $\phi$ has a beta prior, then the probability distribution for $\phi$ is also a beta distribution after we observe $N$ outcomes with $\mu N$ successes [Howard, 1970]. In other words, the probability that a particular value of $\phi$ gives rise to a particular fraction of successes $\mu$ in the $N$ Bernoulli trials is given by $\beta(\phi \mid \mu, N)$. Later, we will describe why our analyses of convergence are insensitive to the use of alternate information-poor prior probability distributions

Theorem 5.1 Let $\operatorname{Pr}[\phi]$ denote the prior distribution on $\phi$. The distribution of $\phi$ after we observe $\mu N$ successes in $N$ Bernoulli trials is

$$
\operatorname{Pr}[\phi \mid \mu, N]=k \phi^{\mu N}(1-\phi)^{(1-\mu) N} \operatorname{Pr}[\phi],
$$

where $k$ normalizes the distribution.

Proof Let $\operatorname{Pr}[\phi \mid \mu, N]$ denote the distribution of $\phi$ having observed $\mu N$ successes in $N$ Bernoulli trials. We would like to know how this probability is updated when the outcome of the $N+1$ st trial is made available. Let us first assume that the $N+1$ st trial is a success, denoted by $S$. Bayes' theorem expresses the updated distribution of $\phi$ as

$$
\begin{equation*}
\operatorname{Pr}[\phi \mid \mu N+1, N+1]=\frac{\operatorname{Pr}[S \mid \phi, \mu N, N] \operatorname{Pr}[\phi \mid \mu N, N]}{\operatorname{Pr}[S \mid \mu N, N+1]} . \tag{5}
\end{equation*}
$$

The probability we observe a success given knowledge of $\phi$ is just $\phi$; thus

$$
\operatorname{Pr}[S \mid \phi, \mu N, N]=\phi .
$$

The denominator in Equation 5 does not depend on $\phi$. Thus,

$$
\begin{equation*}
\operatorname{Pr}[\phi \mid \mu N+1, N+1]=k \phi \operatorname{Pr}[\phi \mid \mu N, N], \tag{6}
\end{equation*}
$$

with normalization constant $k$. When the $N+1$ st trial is a failure, a similar argument gives the expression

$$
\begin{equation*}
\operatorname{Pr}[\phi \mid \mu N, N+1]=k(1-\phi) \operatorname{Pr}[\phi \mid \mu N, N] . \tag{7}
\end{equation*}
$$

The expression for the probability distribution of $\phi$ conditioned on observing $\mu N$ successes in $N$ trials can be simplified by recursive application of Equations 6 and 7. Thus,

$$
\begin{equation*}
\operatorname{Pr}[\phi \mid \mu N, N]=k \phi^{\mu N}(1-\phi)^{(1-\mu) N} \operatorname{Pr}[\phi], \tag{8}
\end{equation*}
$$

where as before, $k$ normalizes the distribution.

### 5.3 Issues of Prior Probability

The explicit consideration of prior probability distributions in Bayesian reasoning has been a source of ongoing discussion among advocates of statistical and Bayesian methodologies. The results of Bayesian analysis of Monte Carlo simulation algorithms are insensitive to changes in assumptions about the specific information-poor prior probability distribution selected.

Consider the knowledge that an agent has about $\phi$ prior to observing the first sample. Before experimentation, an agent might believe that all values of $\phi$ in the interval $[0,1]$ are equiprobable. We represent this prior distribution with a uniform distribution, or, equivalently, with $\beta\left(\phi \left\lvert\, \frac{1}{2}\right., 2\right)$. Alternatively, Bayesian statisticians use Jeffreys prior-the beta distribution $\beta\left(\phi \left\lvert\, \frac{1}{2}\right., 1\right)$-for the unbiased-beta prior (see, e.g., [Hartigan, 1983]). This distribution effectively partitions its mass equally at the two extremes $\phi=0$ and $\phi=1$, reflecting the uncertainty in $\phi$.

The analysis of the preferred form of the informationless beta prior is rendered immaterial by noting the general insensitivity of results to different information-poor prior probability distributions. For example, the information necessary to update an agent's prior distribution on $\phi$, from Jeffreys prior to the uniform distribution, is provided by the outcome of a single sample. Thus, for large samples, the rate of convergence of the estimate to the mean is insensitive to the choice of the beta prior distribution on $\phi$. Others have explored in detail
the insensitivity of probabilistic analyses to the assumption of alternative prior distributions [DeRobertis and Hartigan, 1981, Hartigan, 1983].

From Theorem 5.1, if the prior distribution $\operatorname{Pr}[\phi]$ is beta, then the posterior distribution on the mean $\phi$ is also beta, reflecting the conjugate property of the beta distribution. We assume $\phi$ has the beta prior $\beta\left(\phi \left\lvert\, \frac{1}{2}\right., 0\right)$. Like the Jeffreys prior, $\beta\left(\phi \left\lvert\, \frac{1}{2}\right., 0\right)$ distributes its mass at the extremes $\phi=0$ and $\phi=1$, and thus, it is an informationless prior (see, e.g., [Hartigan, 1983]). We prove Corollary 5.2.

Corollary 5.2 Prior to any observations, if the mean $\phi$ of a Bernoulli process is distributed according to the prior $\beta\left(\phi \left\lvert\, \frac{1}{2}\right., 0\right)$, the distribution of $\phi$ after we observe $\mu N$ successes in $N$ trials is $\beta(\phi \mid \mu, N)$.

In Part II of the Appendix, we develop stopping rules for arbitrary prior probability distributions. We also demonstrate the insensitivity of convergence results to alternate prior probability distributions.

### 5.4 Bayesian Stopping Rules

We now develop stopping rules for simulation algorithms based on a Bayesian error analysis [Dagum and Horvitz, 1991]. To determine the least number of trials $N$ required to output $(\epsilon, \delta)$-estimate, we use the beta distribution and the equivalence of Definition 4.1 to

$$
\begin{equation*}
\operatorname{Pr}\left[\mu(1+\epsilon)^{-1} \leq \phi \leq \mu(1+\epsilon)\right]>1-\delta . \tag{9}
\end{equation*}
$$

With the unbiased-beta prior, Corollary 5.2 shows $\phi$ has a $\beta(\phi \mid \mu, N)$ distribution after we observe $N$ outcomes with $\mu N$ successes.

The cumulative mass of $\beta(\phi \mid \mu, N)$ that lies inside the bounds $\left[\mu(1+\epsilon)^{-1}, \mu(1+\epsilon)\right]$ yields the probability term in Equation 9. Conversely,

$$
\begin{equation*}
\int_{0}^{\frac{\mu}{(1+\epsilon)}} \beta(x \mid \mu, N) d x+\int_{\mu(1+\epsilon)}^{1} \beta(x \mid \mu, N) d x=\delta . \tag{10}
\end{equation*}
$$

yields the failure probability $\delta$.
We can refer to beta cumulative distribution tables for necessary values. Alternatively, we can solve Equation 10 directly. Gauss' hypergeometric functions [Gradshteyn and Ryzhik, 1980] gives a closed-form solution of Equation 10,

$$
\begin{equation*}
\int_{0}^{z} \beta(x \mid \mu, N) d x=\frac{z^{\mu N}}{\mu N} F(\mu N, 1-(1-\mu) N ; \mu N+1, z) B(\mu, N) \tag{11}
\end{equation*}
$$

The hypergeometric function $F(\mu N, 1-(1-\mu) N ; \mu N+1, z)$ is a polynomial in $z$ of degree $(1-\mu) N-1$ and $i$ th coefficient

$$
\begin{equation*}
(-1)^{i} \frac{\mu N}{\mu N+i}\binom{(1-\mu) N-1}{i} \tag{12}
\end{equation*}
$$

For arbitrary values of $\mu, N$, and $\epsilon$, Equation 11 solves the first integral in Equation 10. From the symmetry properties of the beta distribution, we express the second integral in Equation 10 as

$$
\begin{equation*}
\int_{\mu(1+\epsilon)}^{1} \beta(x \mid \mu, N) d x=\int_{0}^{1-\mu(1+\epsilon)} \beta(x \mid 1-\mu, N) d x \tag{13}
\end{equation*}
$$

and once again, Equation 11 gives a solution.
From the preceding analysis, for arbitrary values of $\mu, N$, and $\epsilon \leq 1$, the sum of two hypergeometric functions yields the failure probability $\delta$. Thus, we prove the following stopping rule for simulation algorithms.

Theorem 5.3 Let $\phi$ have a beta-prior distribution. For input parameters $\epsilon, \delta \leq 1$, and current estimate $\mu$, the approximation algorithm stops if $\delta$ equals the sum

$$
\left[\frac{a^{\mu N}}{\mu N} F(\mu N, 1-(1-\mu) N ; \mu N+1, a)+\frac{b^{\bar{\mu} N}}{\bar{\mu} N} F(\bar{\mu} N, 1-\mu N ; \bar{\mu} N+1, b)\right] B(\mu, N),
$$

where $a=\mu(1+\epsilon)^{-1}, b=1-\mu(1+\epsilon)$, and $1-\mu$ denotes $\bar{\mu}$.

We compute Gauss's hypergeometric functions to yield the error $\delta$ of the estimate $\mu$ in Theorem 5.3. This computation is expensive. We could base our stopping rule on a more inexpensive table lookup. However, we can also approximate the analysis. In Section 6, we derive an approximation to $\delta$ that we compute in constant time. Thus, we obtain a stopping rule that is evaluated in constant time.

## 6 Traditional Versus Bayesian Analyses of Run Time

We now derive upper bounds on the number of trials $N$ for a stochastic simulation algorithm to output an $(\epsilon, \delta)$-estimate. Theorem 4.2, the Zero-One Estimator Theorem, gives the number of trials for a stochastic simulation algorithms to output an an $(\epsilon, \delta)$-estimate in terms of $\phi$-that is, the limit value of $\mu$ for infinite trials. We do not know $\phi$ and Theorem 4.2
provides only a theoretical measure of the efficiency of simulation algorithms. In practice, a lower bound for $\phi$ is used in Theorem 4.2 to get an upper bound on the number of trials $N$. Thus, the practical efficiency of simulation approximation algorithms rest critically on the nature of the available lower bound for $\phi$.

Instead of relying on Gauss's hypergeometric functions to compute $\delta$, we approximate the tails of the beta distribution by a Taylor series and estimate the cumulative mass of Equation 10 by a Reimann sum. In this way, we obtain an easily computable expression for $N$ in terms of $\mu, \epsilon$, and $\delta$.

Theorem 6.1 Let $\phi$ have a beta-prior distribution. For given $\epsilon, \delta \leq 1$, and estimate $\mu$, if N satisfies

$$
N>\frac{7}{\epsilon^{2} \mu} \ln \left(\frac{4}{\delta}\right)
$$

then $\mu$ is an $(\epsilon, \delta)$-estimate.
Proof See Appendix, Part I.

Theorem 6.1 replaces the appearance of the unknown mean $\phi$ in the Zero-One Estimator Theorem with the known current estimate $\mu$. Thus, Theorem 6.1 provides a practical bound on the required number of trials dervied from a principled analysis of information made available about $\phi$ via simulation.

Corollary 6.2 An approximation algorithm outputs an $(\epsilon, \delta)$-estimate after $N$ simulations, where $N$ satisfies

$$
\mathbf{P}\left[N \leq \frac{14}{\epsilon^{2} \phi} \ln \left(\frac{4}{\delta}\right)\right] \geq 1-\delta
$$

Proof The algorithm stops when $N$ satisfies Theorem 6.1. Thus, $\mu$ is an $(\epsilon, \delta)$-estimate. Therefore, when the algorithm stops, with probability at least $1-\delta$, we know $\phi \leq 2 \mu$. We substitute $\phi / 2$ in Theorem 6.1 to yield an upper bound on $N$ in terms of $\phi$ that holds with probability $1-\delta$.

The upper bound for $N$ in Corollary 6.2 is within a multiplicative constant of the lower bound, and therefore, it is optimal. Thus, with probability at least $1-\delta$, the stopping rule expressed by Theorem 6.1 is optimal. With probability $\delta$, the output is not an $(\epsilon, \delta)$ estimate, in which case Corollary 6.2 does not hold and the stopping rule is not optimal.

By Theorem 6.1, if the failure probability $\delta$ is $O\left(2^{-n}\right)$ then the number of trials increases by a factor of $O(n)$. If we accept an $O(n)$ increase in $N$ then the failure probability is made very small. Since the test condition expressed by the stopping rule is easily implemented, by Corollary 6.2 with high probability we achieve optimal convergence of simulation algorithms for probabilistic inference.

Theorem 5.3 and Theorem 6.1 express stopping rules contingent on a beta-prior distribution of the estimate $\mu$. In Section 5.3, we discussed the insensitivity of the distribution for $\mu$ to beta priors once we observe several outcomes. In Part II of the Appendix, we derive stopping rules for situations where the prior probability is not a beta distribution.

Remark Thus far, we have discussed Monte Carlo algorithms that ouput randomizedrelative error approximations. That is, the estimate $\mu$ satisfies Definition 4.1. We can weaken the definition of randomized-relative error approximations to yield randomized-absolute error approximations. For $\epsilon, \delta \leq 1, \mu$ is a randomized-absolute error approximation if and only if

$$
\mathbf{P}[\phi-\epsilon \leq \mu \leq \phi+\epsilon] \geq 1-\delta
$$

If instead of randomized-relative error approximations we desire randomized-absolute error approximations, then

$$
N>\frac{2}{\epsilon^{2}} \ln \frac{1}{\delta}
$$

trials suffice for convergence. The result follows directly from the analysis of the Zero-One Estimator Theorem. Although we can derive a similar result from the analysis presented in Part I of the Appendix, it is unnecessary to invoke a Bayesian analysis to derive a stopping rule for absolute error approximations. For absolute-error approximations, $N$ is independent of $\phi$ and implementation of the bound is straightforward.

## 7 Simulation Algorithms for Inference

We describe logic sampling, straight simulation, randomized approximation schemes, and likelihood-weighting simulation algorithms for inference in belief networks. In Section 8, we employ results from Section 5 to analyze the specific behavior of these algorithms.

Let the nodes of the belief network be denoted by $\mathcal{W}=\left\{W_{1}, \ldots, W_{n}\right\}$, the unobserved nodes by $\mathcal{Z}=\left\{Z_{1}, \ldots, Z_{m}\right\}$, and as before we denote the observed nodes by $\mathcal{E}=\left\{E_{1}, \ldots, E_{q}\right\}$,
and $\mathcal{X}=\left\{X_{1}, \ldots, X_{p}\right\}$ denotes some subset of $\mathcal{Z}$. Lower-case letters, $w=\left(w_{1}, \ldots, w_{n}\right)$, $z=\left(z_{1}, \ldots, z_{m}\right), e=\left(\epsilon_{1}, \ldots, e_{q}\right)$ and $x=\left(x_{1}, \ldots, x_{p}\right)$, denote instantiations of these nodes. We also refer to special types of nodes, based on the topology of a belief network. Root nodes are those nodes that have no parents.

We define logic sampling, straight simulation, randomized approximation schemes, and likelihood weighting in terms of the Monte Carlo method presented in Section 3. Each algorithm is defined in terms of (1) the probability space from which samples are generated; and, (2) the algorithm that generates samples from that space with the desired probability. In the context of this information, we define, for each algorithm, a random variable $\zeta=\zeta(\omega)$ with expectation equal to the desired inference probability.

### 7.1 Logic Sampling

We describe two implementations of logic sampling to highlight two basic Monte Carlo methods to approximating the inference, $\operatorname{Pr}[x \mid e]$. Both implementations have similar running times. In Sections 7.3 and 7.4 we show that randomized approximation schemes and likelihood weighting represent two versions of the basic methods discussed here. We begin with the sample-generator algorithm that generates complete instantiations of the belief network. This algorithm is common to both implementations of logic sampling.

The sample-generator algorithm begins simulating the root nodes in the belief network. For example, if $w_{i}$ is a root node with prior probability $\operatorname{Pr}\left[w_{i}=1\right]=p$, then the algorithm tosses a coin having probability $p$ of landing heads. The algorithm instantiates $w_{i}$ to 1 if the outcome is heads and instantiates $w_{i}$ to 0 otherwise. Once all the root nodes are instantiated, the algorithm proceeds to the nodes in the network that have root nodes as their only parents. If $w_{j}$ is such a node, having root node parents $\pi_{w_{j}}$, then the outcome of a coin toss with probability $\operatorname{Pr}\left[w_{j}=1 \mid \pi_{w_{i}}\right]$ of landing heads determines the setting of $w_{j}$. The procedure continues in this manner until all nodes have been instantiated. By this construction, instantiation $w=\left(w_{1}, \ldots, w_{n}\right)$ occurs with probability $\prod_{i=1}^{n} \operatorname{Pr}\left[w_{i} \mid \pi_{w_{i}}\right]$. It follows from Equation 1 that the probability of the outcome $w$ is drawn with the probability $\operatorname{Pr}[w]$.

### 7.1.1 Basic Method

In the basic method, the probability space has state space $\Omega=\left\{w: w=\left(w_{1}, \ldots, w_{n}\right), w_{i}=\right.$ $0,1\}$ and probability distribution given by the full joint distribution of the belief network, $\mathbf{P}=\operatorname{Pr}$. The basic method makes one call to the sample-generator algorithm to output $w \in \Omega$ with probability distribution $\operatorname{Pr}[w]$. To compute inferences conditional on evidence $e$-that is, $\operatorname{Pr}[x \mid e]$-the basic method obtains estimates of the unconditional inferences $\operatorname{Pr}[x, e]$ and $\operatorname{Pr}[\epsilon]$ separately. The ratio of the unconditional inferences gives an estimate of $\operatorname{Pr}[x \mid e]$. We obtain estimates of $\operatorname{Pr}[e]$ and $\operatorname{Pr}[x, e]$ simultaneously from the outcomes of each simulation. For example, to estimate $\operatorname{Pr}[x, e]$, logic sampling defines a random variable $\zeta=\zeta(w)$ that takes on the value 1 if in the instantiation $w$, nodes $\mathcal{X}$ and $\mathcal{E}$ are instantiated to $x$ and $e$, and takes on the value 0 otherwise. It is readily verified that with this definition, $\zeta$ has the required expected value

$$
\phi=\operatorname{Pr}[x, e] .
$$

### 7.1.2 Rejection Method

The rejection method estimates the probability $\operatorname{Pr}[x \mid e]$ directly by accepting outcomes only if nodes $\mathcal{E}$ are instantiated to $e$. The rejection method converges faster on the estimate. This property follows directly from Theorem 4.2 or from the Bayesian analysis in Section 8 . The disadvantage of the rejection method is the increase in running time to generate valid outcomes, since multiple calls are made to the sample-generator algorithm.

The rejection method defines a random variable $\zeta=\zeta(w)$ to take on the value 1 if, in the instantiation $w$, nodes $\mathcal{X}$ and $\mathcal{E}$ are instantiated to $x$ and $\epsilon$, and to take on the value 0 if nodes $\mathcal{X}$ are not instantiated to $x$ but nodes $\mathcal{E}$ are instantiated to $e$. Outcomes for which nodes $\mathcal{E}$ are not instantiated to $\epsilon$ are rejected. With this definition, $\zeta$ has expected value

$$
\phi=\operatorname{Pr}[x \mid e] .
$$

The expected number of simulations required to generate a valid outcome-that is, one for which $\mathcal{E}$ is instantiated to $e-\mathrm{is} \frac{1}{\operatorname{Pr}[\epsilon]}$.

The two implementations of logic sampling differ in the time $T$ to generate a sample. In the basic method, $T$ is $O(n)$-that is, the time to run the sample-generator algorithm. In the rejection method, $T$ is a random variable with expected value $\mathbf{E} T=O\left(\frac{n}{\operatorname{Pr}[e]}\right)$.

### 7.2 Straight Simulation

In straight simulation, the probability space has state space $\Omega$ that consists of all possible instantiations of the $m$ unobserved nodes $\mathcal{Z}$. Instantiations are generated by a sequence of random variables $\xi_{0}, \xi_{1}, \ldots$, with values in $\Omega$, that form a stationary Markov process. Let $\Omega=\left\{w_{0}, \ldots, w_{2^{m-1}}\right\}$ denote an arbitrarily fixed ordering of the states. The transition probability $p_{i j}$ of going from state $\omega_{i}$ to state $\omega_{j}$ of the Markov process is defined as follows. Assume $\omega_{i}$ and $\omega_{j}$ differ in the instantiation of a single node $Z_{i}$, which is instantiated to $z_{i}$ in $\omega_{i}$ and $\bar{z}_{i}=1-z_{i}$ in $\omega_{j}$. Let $w_{Z_{i}}$ denote the instantiation of all nodes in $\mathcal{Z}$ except node $Z_{i}$ to $\omega_{i}$. Then, define

$$
\begin{equation*}
p_{i j}=\operatorname{Pr}\left[\bar{z}_{i} \mid w_{Z_{i}}, e\right] . \tag{14}
\end{equation*}
$$

If $\omega_{i}$ and $\omega_{j}$ differ in more than a single node, then $p_{i j}=0$.
Straight simulation fixes an arbitrary order $Z_{1}, \ldots, Z_{m}$ of the nodes in $\mathcal{Z}$. The algorithm cycles through the nodes in order, and, at each node, the algorithm simulates the conditional distribution given by Equation 14 for that node. The algorithm instantiates the node to the outcome of the simulation. The conditional distribution in Equation 14 can be simulated in $O(n)$ time because it is shown that the conditional distribution can be decomposed into a product of the conditional probabilities that define the belief network [Pearl, 1987b].

The Markov process is stationary with distribution $\{\operatorname{Pr}[w \mid e]: w \in \Omega\}$ [Pearl, 1987b]. Let $\left(p_{i}\right)_{0}^{2^{m}-1}$ denote the stationary distribution and let $p_{i j}^{(t)}$ denote the $t$ th order transition probabilities. Because the transition matrix $\left(p_{i j}\right)$ is irreducible and aperiodic, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} p_{i j}^{(t)} \rightarrow p_{j} \tag{15}
\end{equation*}
$$

To compute the inference probability $\operatorname{Pr}[x \mid e]$, straight simulation defines a random variable $\zeta=\zeta(\omega)$ that takes on the value 1 if in instantiation $\omega$ nodes $\mathcal{X} \subset \mathcal{Z}$ are instantiated to $x$, and it takes on the value 0 otherwise. If $\omega^{0}, \omega^{1}, \ldots$ denotes the outcomes of straight simulation, then

$$
\begin{equation*}
\mu=\sum_{i=0}^{t} \zeta\left(\omega^{i}\right) \tag{16}
\end{equation*}
$$

converges to $\phi=\operatorname{Pr}[x \mid e]$ in the limit $t \rightarrow \infty$. The convergence depends on the convergence expressed in Equation 15. The latter forms a $\phi$-mixing process [Billingsley, 1968] that we now analyze.

We assume that the conditional probabilities that define the belief network are nonzero. Thus, $p_{i}>0$ for all $i$, and

$$
\begin{equation*}
\phi_{t}=\max _{i j}\left|\frac{p_{i j}^{(t)}}{p_{j}}-1\right| \tag{17}
\end{equation*}
$$

is finite. The sequence $\phi_{0}, \phi_{1}, \ldots$ measures the convergence rate of the Markov process to the stationary distribution (also known as the mixing rate of the Markov process). The transition matrix $\left(p_{i j}\right)$ is nonnegative, and Perron-Frobenius theory dictates that the second eigenvalue $\lambda_{1}$ of the transition matrix bounds $\phi_{n}$ from above [Seneta, 1973],

$$
\phi_{n} \leq \lambda_{1}^{n}
$$

Evaluation of $\lambda_{1}$ is inaccessible to direct computation because of the size of the transition matrix. It is desirable, however, to have an upper bound on $\lambda_{1}$ to inform us when we have done sufficient simulations so that $\phi_{n}$ is less than a prescribed threshold. The conductance of the Markov process gives an upper bound on $\lambda_{1}$ [Sinclair and Jerrum, 1989]. With the conductance, we establish the number of simulations $T$ for which $\phi_{T}$ is $O\left(2^{-n}\right)$. From Equation 17 we verify that after $T$ simulations, the Markov process is in state $\omega$ with probability $p$,

$$
\operatorname{Pr}[\omega \mid \epsilon]\left(1-\phi_{T}\right) \leq p \leq \operatorname{Pr}[\omega \mid \epsilon]\left(1+\phi_{T}\right) .
$$

Thus, the outcomes $\omega^{T}, \omega^{2 T}, \ldots$ are approximately independently and identically distributed with probability distribution that approximates $\operatorname{Pr}[\omega \mid \epsilon]$. This result forms the basis of randomized approximation schemes discussed in the section that follows.

### 7.3 Randomized Approximation Schemes

Pearl's straight simulation algorithm is an example of a single long-run approximation algorithm. Logic sampling, randomized approximation schemes, and likelihood weighting are examples of multiple short-run approximation algorithms. Like straight simulation, the latter algorithms also simulate conditional distributions. Unlike straight simulation, however, these algorithms run multiple short simulations and output the arithmetic mean of the estimates of each simulation. If straight simulation is implemented with multiple short runs then we have a randomized approximation scheme. In a randomized approximation scheme the cycle order through the nodes is randomized to simplify the analysis of convergence.

The choice between using a single long-run or a multiple short-run simulation algorithm is unsettled. Efficiency is the advantage of the single long-run algorithm [Raftery and Lewis, 1992]. In practice, however, the accuracy of the output of a single long-run simulation is difficult to assess because we do not know when a single run has converged. For this reason, others have argued that it is important to use multiple short runs [Gelman and Rubin, 1991].

A randomized approximation scheme is a many short-runs version of straight simulation. When we sample every $T$ th simulation only, for sufficiently large $T$, the outcomes of straight simulation are approximately independently and identically distributed with probability distribution that approximates $\operatorname{Pr}[\omega \mid e]$. To estimate the inference $\operatorname{Pr}[x \mid e]$, we define the random variable $\zeta=\zeta(\omega)$ that takes on the value 1 if in the instantiation $\omega$, nodes $\mathcal{X}$ are instantiated to $x$, and it takes on the value 0 otherwise. From this definition and Equation 17 we verify that $\zeta\left(\omega^{T}\right), \zeta\left(\omega^{2 T}\right), \ldots$ is a Bernoulli process with probability $p$ that satisfies

$$
\begin{equation*}
\operatorname{Pr}[x \mid e]\left(1-\phi_{T}\right) \leq p \leq \operatorname{Pr}[x \mid e]\left(1+\phi_{T}\right) . \tag{18}
\end{equation*}
$$

The estimate $\mu$ is defined by

$$
\mu=\sum_{i=1}^{N} \zeta\left(\omega^{i T}\right)
$$

In the limit of infinite $N, \mu$ converges to $p$ rather than $\phi=\operatorname{Pr}[x \mid e]$. However, for sufficiently large $T$, this difference is insignificant in contrast to the error in the estimate $\mu$ that arises because the number of samples we use for the estimate is finite [Broder, 1986, Jerrum et al., 1986].

In a randomized approximation scheme the runs are of length $T$ and $N$ is the number of runs. When

$$
\begin{equation*}
\phi_{T}<\frac{1}{3} \epsilon \operatorname{Pr}[x \mid e], \tag{19}
\end{equation*}
$$

the relative error $\phi_{\boldsymbol{T}}$ in Equation 18 is comparable to the relative error $\epsilon$ of the estimate $\mu$ [Broder, 1986, Jerrum et al., 1986]. Dagum and Chavez [Dagum and Chavez, 1991] obtain an upper bound on $T$ so that $\phi_{T}$ satisfies Equation 19 by application of nonasymptotic results on the rate of convergence of ergodic Markov chains [Sinclair and Jerrum, 1989].

Once we have a value for $T$, the Zero-One Estimator Theorem provides a bound on the number of simulations $N$ so that with probability at least $1-\delta$, the output estimates $\operatorname{Pr}[x \mid e]$ with relative error $\epsilon$.

### 7.4 Likelihood Weighting

Likelihood weighting employs the same probability state space $\Omega$ that does a randomized approximation algorithm. The probability distribution over the state space is the sampling distribution $\rho$; thus, $\mathbf{P}=\rho$. Each variation of likelihood weighting employed defines a specific sampling distribution. Variations of the likelihood weighting algorithm include the basic method, several forms of importance sampling and Markov-blanket scoring [Shachter and Peot, 1989].

### 7.4.1 Basic Method

In the basic method, the sampling distribution is the path probability,

$$
\rho(z, \epsilon)=\left.\prod_{z_{i} \in z} \operatorname{Pr}\left[z_{i} \mid \pi_{z_{i}}\right]\right|_{\mathcal{E}=e}
$$

Sampling the space $\Omega$ according to the path probability is accomplished by a simulation procedure similar to logic sampling, except that only the nodes in $\mathcal{Z}$ are simulated. It is evident that the probability of outcomes of the sampling distribution differs from the full joint probability of the belief network. In likelihood weighting, if an estimate weighs each outcome equally-as is done, for example, in logic sampling and randomized approximation schemes-then the output is biased. Instead, in likelihood weighting the sampling distribution determines a weighting distribution $\omega(z, \epsilon)$ defined by

$$
\begin{equation*}
\omega(z, e)=\frac{\operatorname{Pr}[z, e]}{\rho(z, e)} . \tag{20}
\end{equation*}
$$

Thus, likelihood weighting scores the weights $\omega(z, e)$ for each outcome $z$ to yield unbiased estimates.

As in logic sampling, likelihood weighting estimates $\operatorname{Pr}[x, e]$ and $\operatorname{Pr}[e]$ to obtain an estimate of the inference probability $\operatorname{Pr}[x \mid e]$. To estimate $\operatorname{Pr}[x, e]$, likelihood weighting defines a random variable $\chi=\chi(z)$ to take on the value 1 if in the instantiation $z$ nodes $\mathcal{X}$ are instantiated to $x$, and to take on the value 0 otherwise. Likelihood weighting then scores the random variable $\zeta$,

$$
\zeta(z)=\chi(z) \cdot \omega(z, e) .
$$

We verify that $\mathbf{E} \zeta=\operatorname{Pr}[x, e]$. To estimate $\operatorname{Pr}[\epsilon]$, likelihood weighting scores the random
variable $\xi$,

$$
\xi(z)=\omega(z, e)
$$

We verify that $\mathbf{E} \xi=\operatorname{Pr}[e]$.
In the basic method, the interval $[0,1]$ contains all the values of $\omega(z, e)$. Thus, the convergence of a $0-1$ Bernoulli process upper bounds the convergence of values of the random variables $\zeta$ and $\xi$.

### 7.4.2 Importance-Sampling Method

Importance sampling is an established method of reducing the standard error in the estimate of Monte Carlo algorithms [Rubinstein, 1981]. For example, the basic algorithm estimates the probability $\operatorname{Pr}[e]$ by sampling the path probability $\rho(z, e)$

$$
\operatorname{Pr}[e]=\sum_{z} \omega(z, e) \rho(z, e) .
$$

The distribution $\rho(z, e)$ is not necessarily the best choice of sampling distribution to use in a Monte Carlo approximation for $\operatorname{Pr}[\epsilon]$. Importance sampling introduces a different distribution $\tilde{\rho}(z, \epsilon)$ in the approximation of $\operatorname{Pr}[e]$,

$$
\begin{equation*}
\operatorname{Pr}[e]=\sum_{z}\left[\frac{\omega(z, e) \rho(z, \epsilon)}{\tilde{\rho}(z, e)}\right] \tilde{\rho}(z, e) . \tag{21}
\end{equation*}
$$

The sampling distribution $\tilde{\rho}(z, e)$ defines the new weighting distribution $\tilde{\omega}(z, e)$ given by the first term in the sum of Equation 21. The choice of distribution that minimizes the variance of a Monte Carlo estimate is

$$
\begin{equation*}
\tilde{\rho}(z, e)=\frac{\omega(z, e) \rho(z, \epsilon)}{\operatorname{Pr}[e]} \tag{22}
\end{equation*}
$$

Because $\omega(z, e) \rho(z, e)=\operatorname{Pr}[z, e]$, Equation 22 yields the distribution $\operatorname{Pr}[z \mid e]$.
Unfortunately, we cannot simulate easily the optimal choice of distribution. The rejection method of logic sampling and randomized approximation schemes sample the distribution $\operatorname{Pr}[z \mid e]$ but at the expense of a long running time for each sample. For variance reduction, however, it suffices to choose a distribution with shape similar to the distribution in Equation 22 [Rubinstein, 1981].

By sampling with a distribution $\tilde{\rho}$ that approximates $\operatorname{Pr}[z \mid e]$, importance sampling requires fewer samples to estimate $\operatorname{Pr}[e]$ than the basic method of logic sampling. Only when
the algorithm samples $\tilde{\rho}$ efficiently, is the savings in samples beneficial. The rejection method of logic sampling and randomized approximation schemes sample the distribution $\operatorname{Pr}[z \mid \epsilon]$ at a substantial increase in the running time. The savings in running time of these algorithms comes from the reduction in the number of samples to estimate $\operatorname{Pr}[x \mid e]$ compared to $\operatorname{Pr}[x, e]$ and $\operatorname{Pr}[\epsilon]$.

## 8 Simulation Performance Analyses

To analyze the performance of different simulation algorithms, we must consider (1) the efficiency with which valid, or usable, samples are generated, and (2) the complexity of the informational update associated with each valid sample. We focus on the sample generation and information update for logic sampling, randomized approximation, and likelihood weighting methods.

As we noted in Section 4, investigators have previously analyzed the performance of stochastic simulation algorithms with the Zero-One Estimation Theorem [Chavez and Cooper, 1990], or with use of weaker bounds such as Chebyshev's inequality [Shachter and Peot, 1989]. These theorems are used as key arguments in proofs that bound the number of samples $N$ required by an $(\epsilon, \delta)$-estimate. Since these bounds require a priori knowledge of the inference probability being estimated, they are only of theoretical interest-that is, they cannot be employed to appropriately limit computation in real-world implementations.

The bounds used in practice overestimate $N$. For example, to estimate $\operatorname{Pr}[x \mid e]$ for a single node instantiation $x$, Chavez and Cooper [Chavez and Cooper, 1990] use the smallest Markov blanket probability for $x$ as the lower bound of $\operatorname{Pr}[x \mid e]$. The lower bound is used in place of the unknown $\phi$ in Theorem 4.2 to yield an upper bound on $N$. It is not difficult to demonstrate that the upper bound on $N$ obtained using the smallest Markov blanket probability can, at times, be exponentially large, whereas the optimal value of $N$ based on the correct value of $\operatorname{Pr}[x \mid e]$ is polynomial or even constant. In likelihood weighting, the bound on $N$ for estimating $\operatorname{Pr}[x \mid e]$ requires a lower bound on the joint probability $\operatorname{Pr}[x, e]$. Shachter and Peot [Shachter and Peot, 1989] use the smallest joint probability in the network for the lower bound on $\operatorname{Pr}[x, e]$. Since the smallest joint probability in an $n$ node binary-valued belief network is at most $2^{-n}$, this method requires an exponential
number of samples in all cases. Thus, in contrast to the theoretical performance of stochastic simulation algorithms predicted by previous analyses, there has been difficulty in knowing when to stop the simulation in order to guarantee that the output is an $(\epsilon, \delta)$-estimate.

Using the Bayesian stopping rule of Section 5.3, we present bounds on the number of samples required that are practical bounds in the sense that they are achieved by implementations. With probability $1-\delta$ the bound is optimal for a robust class of prior distributions in the sense that, with probability $1-\delta$, an algorithm stops after the minimum number of simulations. The failure probability $\delta$ is made $O\left(2^{-n}\right)$ by an $O(n)$ multiplicative increase in computational cost. Thus, provided an $O(n)$ increase in the running time is tolerated the probability the algorithm fails to stop within the optimal stopping time is not of significant concern.

The overall running time of stochastic simulation algorithms is factored into the product of the time required to generate samples and the number of samples required to achieve a desired convergence. Based on the Bayesian analysis, Theorem 9.1 gives the number of samples required by a stochastic simulation algorithm to output an $(\epsilon, \delta)$-estimate $\mu$ of $\phi$. In the performance analysis of logic sampling, randomized approximation schemes and likelihood weighting, we first present optimal bounds on the number of samples required to achieve convergence. The bounds we derive assume the prior distribution on the inference under approximation, $\phi=\operatorname{Pr}[x \mid e]$, conforms to those stated following Theorem 9.1.

For simplicity, in the performance analysis we assume a model of computation where computing a single-node instantiation in logic sampling, computing an unobserved single-node instantiation in likelihood weighting, or computing a transition probability in randomized approximation schemes requires a single unit of computational cost. In an implementation, the true cost of these computations is the product of the cost of running a random number generator and the $\log$ of the size of the smallest probability in the model.

### 8.1 Analysis of Logic Sampling

We analyze separately the running time complexity of both the basic method and the rejection method of logic sampling.

### 8.1.1 Basic Method

From Section 7.1, the basic method estimates the inference $\operatorname{Pr}[x \mid e]$ from the estimates of the inferences $\operatorname{Pr}[x, e]$ and $\operatorname{Pr}[\epsilon]$. Thus, in the basic method, $\phi$ is either $\operatorname{Pr}[x, e]$ or $\operatorname{Pr}[e]$. From Corollary 6.2 , the number of samples required by the basic method to estimate $\operatorname{Pr}[x, e]$ is, with probability at least $1-\delta$, bounded by

$$
O\left(\frac{1}{\epsilon^{2} \operatorname{Pr}[x, e]} \ln \frac{4}{\delta}\right)
$$

In other words, the algorithm terminates after this number of samples with probability at least $1-\delta$. At termination, the output $\mu$ produced by the basic method is an $(\epsilon, \delta)$-estimate.

The time to generate samples in the basic method is equal to the number of nodes that are instantiated in a sample. Thus, we prove Corollary 8.1.

Corollary 8.1 With probability at least $1-\delta$, the basic method of logic sampling outputs an $(\epsilon, \delta)$-estimate of $\operatorname{Pr}[x \mid e]$ in running time

$$
O\left(\frac{n}{\epsilon^{2} \operatorname{Pr}[x, e]} \ln \frac{4}{\delta}\right)
$$

### 8.1.2 Rejection Method

The rejection method estimates $\operatorname{Pr}[x \mid e]$ directly. From Corollary 6.2, the number of samples required by the rejection method to estimate $\operatorname{Pr}[x \mid e]$ is,

$$
O\left(\frac{1}{\epsilon^{2} \operatorname{Pr}[x \mid e]} \ln \frac{4}{\delta}\right)
$$

Once again, the algorithm terminates after this number of samples with probability at least $1-\delta$, and at termination, outputs an $(\epsilon, \delta)$-estimate.

The rejection method, compared to the basic method, employs $O\left(\frac{1}{\operatorname{Pr}[\epsilon]}\right)$ less samples to estimate $\operatorname{Pr}[x \mid e]$. The decrease in the required number of samples is at the expense of an $O\left(\frac{1}{\operatorname{Pr}[\epsilon]}\right)$ increase in expected running time to generate each sample. We prove Corollary 8.2. Corollary 8.2 With probability at least $1-\delta$, the rejection method outputs an $(\epsilon, \delta)$-estimate of $\operatorname{Pr}[x \mid e]$ in running time

$$
O\left(\frac{n}{\epsilon^{2} \operatorname{Pr}[x, e]} \ln \frac{4}{\delta}\right)
$$

Both approaches to logic sampling have similar running times. Conceptually, the difference is whether we spend more time sampling, or more time generating suitable samples. In logic sampling, we arrive at the same running time by either method. In contrast, randomized approximation schemes and likelihood weighting represent variations of the two methods of logic sampling when the choice between a few good samples or many poor samples does affect the running time. Like the rejection method, randomized approximation schemes estimate $\operatorname{Pr}[x \mid e]$ directly by generating outcomes conditioned on the evidence. And like the rejection method, the time to generate outcomes is expensive. Likelihood weighting subsumes the basic method, and like the basic method, it estimates $\operatorname{Pr}[x \mid e]$ from estimates of $\operatorname{Pr}[x, \epsilon]$ and $\operatorname{Pr}[e]$. The samples are generated efficiently, but the number of samples to achieve convergence is large.

### 8.2 Analysis of Randomized Approximation Schemes

The Bayesian stopping rule limits the number of runs in multiple short-run algorithms. We cannot apply our methods to straight simulation because it is an example of a single longrun algorithm. We discussed in Section 7.2 that a randomized approximation scheme is a multiple short-runs version of straight simulation. In this section, we apply the Bayesian stopping rule to randomized approximation schemes.

From the discussion in Section 7.3, for randomized approximation schemes $\phi$ is $\operatorname{Pr}[x \mid e]$. From Corollary 6.2, a randomized approximation scheme stops after

$$
O\left(\frac{1}{\epsilon^{2} \operatorname{Pr}[x \mid e]} \ln \frac{4}{\delta}\right)
$$

samples with probability at least $1-\delta$. At termination, the output $\mu$ produced by the randomized approximation scheme is an $(\epsilon, \delta)$-estimate.

Like the rejection method of logic sampling, the number of samples used by a randomized approximation scheme is independent of the evidence $e$-that is, they achieve an $O\left(\frac{1}{\operatorname{Pr}[\epsilon]}\right)$ reduction in the number of required samples compared to the basic method and likelihood weighting. The reduction in the number of samples, however, is at the expense of a significant increase in the time required to generate a sample.

In randomized approximation schemes, the time to generate samples is given by the number of transitions $T$ necessary to satisfy Equation 19. Unfortunately, for complex belief
network structures, Dagum and Chavez [Chavez, 1990, Dagum and Chavez, 1991] show that $T$ is exponentially large in the number of nodes of the network.

Corollary 8.3 With probability at least $1-\delta$, a randomized approximation scheme outputs an $(\epsilon, \delta)$-estimate of $\operatorname{Pr}[x \mid e]$ in running time

$$
O\left(\frac{T}{\epsilon^{2} \operatorname{Pr}[x \mid e]} \ln \frac{4}{\delta}\right)
$$

where $T$ is the time for $\phi_{T}$ to satisfy Equation 19.

### 8.3 Analysis of Likelihood Weighting

The outcomes of the random variables in likelihood weighting are contained in the interval [0,a] for some $a \geq 1$. Because the outcomes do not form a Bernoulli process, we cannot obtain optimal convergence times for likelihood weighting with the stopping rule of Section 5.4. We use an approximation that gives an upper bound on the number of simulations required to output an $(\epsilon, \delta)$-estimate.

From Equation 3, the stopping rule for a $0-a$ random variable is an upper bound on the number of samples required for the convergence of a random variable with values in the interval $[0, a]$. How well the upper bound approximates the true number of samples depends on the distribution of the outcomes in the interval $[0, a]$.

Let $\lambda$ denote the random variable of likelihood weighting

$$
\lambda(z)=\chi(z) \cdot \omega(z, \epsilon)
$$

with with expectation

$$
\phi=\operatorname{Pr}[x, e] .
$$

Let $a$ denote the maximum value of the weighting distribution $\omega(z, \epsilon)$. The random variable $\zeta=\frac{1}{a} \lambda$ is $0-1$ valued. We prove the following corollary.

Corollary 8.4 To output an $(\epsilon, \delta)$-estimate of $\operatorname{Pr}[x, e]$, likelihood weighting requires a number of samples $N$ that with probability at least $1-\delta$ is

$$
O\left(\frac{a}{\epsilon^{2} \operatorname{Pr}[x, e]} \ln \frac{4}{\delta}\right)
$$

Proof The number of samples required when the random variable is $0-a$ valued is an upper bound on the number of samples required when it takes arbitrary values in the interval [ 0,1$]$. Consider an estimate $\mu$ of $\operatorname{Pr}[x \mid e]$ that is the arithmetic mean of $N$ outcomes $\lambda$. It is verified that a sufficient condition for $\mu$ to be an $(\epsilon, \delta)$-estimate is that $N$ satisfy Theorem 6.1 with estimate $\frac{1}{a} \mu$. Use of Corollary 6.2 completes the proof.

We cannot a priori determine the value of $a$. Nonetheless, our stopping rule guarantees that the likelihood weighting algorithm stops with very high probability after a number of samples given by Corollary 8.4. To generate a sample, likelihood weighting requires $O(n)$ time to instantiate the unobserved nodes $\mathcal{Z}$. Corollary 8.5 gives the overall running time of likelihood weighting .

Corollary 8.5 With probability at least $1-\delta$, likelihood weighting outputs an $(\epsilon, \delta)$-estimate of $\operatorname{Pr}[x \mid e]$ in running time

$$
O\left(\frac{a n}{\epsilon^{2} \operatorname{Pr}[x, e]} \ln \frac{4}{\delta}\right)
$$

The value of $a$ depends on the specific variant of likelihood weighting used. When the basic algorithm is used, the weighting distribution is the path likelihood. Because the path likelihood is a probability, $a$ must be less than 1 . On the other hand, because $\mathbf{E} \omega=\operatorname{Pr}[e]$, there exists some value of $z$ for which $\omega(z, \epsilon) \geq \operatorname{Pr}[e]$, and $a$ must be at least $\operatorname{Pr}[e]$. Given the range of $a$, the number of samples required by the basic algorithm lies intermediate between the number of samples required by logic sampling in Corollary 8.1, $a=1$, and the number of samples required by a randomized approximation schemes in Corollary 8.3, $a=\operatorname{Pr}[e]$.

The objective of importance sampling is to anticipate the evidential support of $e$ on $z$, and thus, to adjust the sampling distribution $\tilde{\rho}(z, e)$ until it approximates the posterior distribution $\operatorname{Pr}[z \mid e]$. The new weighting distribution $\tilde{\omega}(z, \epsilon)$ is distributed near $\operatorname{Pr}[\epsilon]$; however, when we adjust the sampling distribution we may increase the range of values of $\tilde{\omega}(z, e)$ so the maximum value exceeds 1 . Consequently, $a$ is greater than 1 and the algorithm convergences slower than logic sampling. We explain this phenomenon if we recall the definition of the weights in Equation 20. The distribution $\tilde{\rho}(z, e)$ biases the sampling distribution $\rho(z, e)$ and some instances of $z$ are sampled with probability greater than $\rho(z, e)$ while others are
sampled with probability less than $\rho(z, e)$. When the sample probability of an instance is reduced, its weight is magnified, and potentially, some weights exceed 1.

## 9 Summary and Conclusions

Simulation algorithms for probabilistic inference in belief networks operate by using as estimates the fraction of successes of Bernoulli processes. In the limit of infinite trials, the Law of Large Numbers proves these estimates converge to the correct probability. Traditional analyses of the convergence of simulation algorithms for a finite number of trials rely on Zero-One Estimation Theory. This theory gives bounds on number of trials needed to guarantee predefined levels of convergence. Because the bounds are contingent on having a priori knowledge of the answer to the initial inferential query, tight bounds on the amount of simulation required cannot be computed.

We developed a Bayesian stopping rule for simulation algorithms that guarantee convergence in a minimum number of trials. We discussed how the Bayesian stopping rules are insensitive to different assumptions about informationless prior probability distributions. We proved that, from a Bayesian perspective, nonBayesian statistical techniques typically discard useful information about inferences of interest. Finally, we applied the stopping rule to analyzing the performance of several popular approximation algorithms for probabilistic inference.

## Appendix

## Part I: Approximation of Bayesian Error Analysis

We prove Theorem 6.1. Let $\delta_{l}$ and $\delta_{u}$ denote the first and second integrals in Equation 10. Without loss of generality, we assume that $\mu \leq \frac{1}{2}$, and therefore, $\delta_{u} \geq \delta_{l}$. Thus $\delta_{u}$ is an upper bound for $\frac{\delta}{2}$.

We approximate the integral expression for $\delta_{u}$ given in Equation 10 by a Reimann summation

$$
\begin{equation*}
\delta_{u}<\sum_{i=1}^{\left\lfloor\frac{1-\mu}{\epsilon \mu}\right\rfloor} \epsilon \mu \beta((1+i \epsilon) \mu \mid \mu, N) \tag{23}
\end{equation*}
$$

We express the beta functions in the summation as

$$
\begin{aligned}
\beta((1+i \epsilon) \mu \mid \mu, N)= & \frac{\mu N(1-\mu) N}{N}\binom{N}{\mu N}[(1+i \epsilon) \mu]^{\mu N-1}[1-(1+i \epsilon) \mu]^{(1-\mu) N-1} \\
= & \frac{\mu N(1-\mu) N}{N}\binom{N}{\mu N}\left[\left(1+\frac{1}{2} \epsilon\right) \mu\right]^{\mu N-1}\left[1-\left(1+\frac{\epsilon}{2}\right) \mu\right]^{-(1-\mu) N-1} \\
& \quad \times \frac{\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]^{\mu N}\left[1-\frac{\left(i-\frac{1}{2}\right) \epsilon \mu}{1-\left(1+\frac{\epsilon}{2}\right) \mu}\right]^{(1-\mu) N}}{\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]\left[1-\frac{\left(i-\frac{1}{2}\right) \epsilon \mu}{1-\left(1+\frac{\epsilon}{2}\right) \mu}\right]} \\
= & \beta\left(\left.\left(1+\frac{1}{2} \epsilon\right) \mu \right\rvert\, \mu, N\right) \frac{\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]^{\mu N}\left[1-\frac{\left(i-\frac{1}{2}\right) \epsilon \mu}{1-\left(1+\frac{\epsilon}{2}\right) \mu}\right]^{(1-\mu) N}}{\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]\left[1-\frac{\left(i-\frac{1}{2}\right) \epsilon \mu}{1-\left(1+\frac{\epsilon}{2}\right) \mu}\right]}
\end{aligned}
$$

Because $\epsilon \mu \beta\left(\left.\left(1+\frac{1}{2} \epsilon\right) \mu \right\rvert\, \mu, N\right) \leq 1$ we express Equation 23 as

$$
\delta_{u}<\frac{1}{\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]\left[1-\frac{\left(i-\frac{1}{2}\right) \epsilon \mu}{1-\left(1+\frac{\epsilon}{2}\right) \mu}\right]} \sum_{i=1}^{\left\lfloor\frac{1-\mu}{\epsilon \mu}\right\rfloor}\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]^{\mu N}\left[1-\frac{\left(i-\frac{1}{2}\right) \epsilon \mu}{1-\left(1+\frac{\epsilon}{2}\right) \mu}\right]^{(1-\mu) N}
$$

Let $a=\frac{1-\mu}{\mu}$. By assumption, $\mu \leq \frac{1}{2}$; hence $a \geq 1$. We express each summand in the upper bound expression for $\delta_{u}$ as

$$
\begin{aligned}
{\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]^{\mu N}\left[1-\frac{\left(i-\frac{1}{2}\right) \epsilon \mu}{1-\left(1+\frac{\epsilon}{2}\right) \mu}\right]^{(1-\mu) N} } & =\left[\left(1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right)\left(1-\frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{a}}{1-\frac{\epsilon}{2 a}}\right)^{a}\right]^{\mu N} \\
& =e^{N \mu \ln \left[\left(1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right)\left(1-\frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{4}}{1-\frac{亠}{2 a}}\right)^{a}\right]}
\end{aligned}
$$

Thus,

$$
\delta_{u}<\frac{1}{\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]\left[1-\frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{a}}{1-\frac{\epsilon}{2 a}}\right]} \sum_{i=1}^{\left\lfloor\frac{1-\mu}{\epsilon \mu}\right]} e^{N \mu \ln \left[\left(1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right)\left(1-\frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{a}}{1-\frac{\varepsilon}{2 a}}\right)^{a}\right]}
$$

$$
<\sum_{i=1}^{\left\lfloor\frac{1-\mu}{\epsilon \mu}\right\rfloor} e^{(N \mu-1) \ln \left[\left(1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\hbar}{2}}\right)\left(1-\frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{a}}{1-\frac{\varepsilon}{2 a}}\right)^{a}\right]} .
$$

The last inequality follows because

$$
\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]\left[1-\frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{2}}{1-\frac{\epsilon}{2 a}}\right]>\left[1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right]\left[1-\frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{a}}{1-\frac{\epsilon}{2 a}}\right]^{a}
$$

For all $x \geq 0$,

$$
\ln (1+x) \leq x
$$

and for all $0 \leq x \leq 1$,

$$
\ln (1-x) \leq-x
$$

We now simplify the log-terms in the preceding expression for $\delta_{u}$.

$$
\begin{aligned}
\ln \left[\left(1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right)\left(1-\frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{a}}{1-\frac{\epsilon}{2 a}}\right)^{a}\right] & =\ln \left(1+\frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}\right)+a \ln \left(1-\frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{a}}{1-\frac{\epsilon}{2 a}}\right) \\
& \leq \frac{\left(i-\frac{1}{2}\right) \epsilon}{1+\frac{\epsilon}{2}}-a \frac{\left(i-\frac{1}{2}\right) \frac{\epsilon}{a}}{1-\frac{\epsilon}{2 a}} \\
& =-\frac{1}{4}(2 i-1) \epsilon^{2}\left[\frac{1+\frac{1}{a}}{\left(1+\frac{\epsilon}{2}\right)\left(1-\frac{\epsilon}{2 a}\right)}\right] \\
& \leq-\frac{1}{6}(2 i-1) \epsilon^{2}
\end{aligned}
$$

Thus, we yield

$$
\begin{equation*}
\delta_{u}<\sum_{i=1}^{\left\lfloor\frac{a}{\epsilon}\right\rfloor} e^{-\frac{1}{6}(N \mu-1) \epsilon^{2}(2 i-1)} \tag{24}
\end{equation*}
$$

We require $N$ to be sufficiently large to make the right hand side of Equation 24 less than 1. Thus, each summand must be less than 1 . Therefore,

$$
\begin{aligned}
\delta_{u} & <\sum_{i=1}^{\left\lfloor\frac{a}{\epsilon}\right\rfloor} e^{-\frac{1}{6}(N \mu-1) \epsilon^{2}(2 i-1)} \\
& =e^{-\frac{1}{6}(N \mu-1) \epsilon^{2}}\left[1+\sum_{i=2}^{\left\lfloor\frac{a}{\epsilon}\right\rfloor-1} e^{-\frac{1}{6}(N \mu-1) \epsilon^{2} 2(i-1)}\right] \\
& <e^{-\frac{1}{6}(N \mu-1) \epsilon^{2}}\left[1+\sum_{i=1}^{\left\lfloor\frac{a}{\epsilon}\right\rfloor} e^{-\frac{1}{6}(N \mu-1) \epsilon^{2}(2 i-1)}\right] \\
& <2 e^{-\frac{1}{6}(N \mu-1) \epsilon^{2}}
\end{aligned}
$$

Using $\frac{\delta}{2}<\delta_{u}$ and solving for $N$ we get

$$
\begin{aligned}
N & <\frac{6}{\epsilon^{2} \mu} \ln \left(\frac{4}{\delta}\right)+\frac{1}{\mu} \\
& <\frac{7}{\epsilon^{2} \mu} \ln \left(\frac{4}{\delta}\right) .
\end{aligned}
$$

## Part II: Stopping Rule for Arbitrary Priors

We examine the case of Monte Carlo simulation beginning with an arbitrary prior probability distribution, not necessarily represented as a beta distribution. We develop formulae for computing the distribution of the mean $\phi$ after we observe $N$ outcomes, given an arbitrary prior probability distribution $\operatorname{Pr}[\phi]$.

Theorem 9.1 Let $\phi$ have a prior distribution $\operatorname{Pr}[\phi]$ and let $\pi=\max _{0 \leq \phi \leq 1} \operatorname{Pr}[\phi]$. Let $k$ normalize the distribution $\operatorname{Pr}[\phi] \beta\left(\phi \mid \mu^{\prime}, N+2\right)$, where $\mu^{\prime}=\frac{\mu N}{N+2}$ for estimate $\mu$. For $\epsilon, \delta \leq 1$, define $\hat{\delta}=\frac{\epsilon \mu^{\prime} \delta}{\pi k^{2}}$. If $N$ satisfies

$$
N>\frac{4}{\epsilon^{2} \mu} \ln \left(\frac{4}{\hat{\delta}}\right)
$$

then $\mu$ is an $(\epsilon, \delta)$-estimate.

Proof From Equation 10 and Theorem 5.1 we express the failure probability $\delta$ as

$$
\begin{equation*}
k \int_{0}^{\frac{\mu}{(1+\epsilon)}} \operatorname{Pr}[x] \beta\left(x \mid \mu^{\prime}, N+2\right) d x+k \int_{\mu(1+\epsilon)}^{1} \operatorname{Pr}[x] \beta\left(x \mid \mu^{\prime}, N+2\right) d x=\delta, \tag{25}
\end{equation*}
$$

where $\mu^{\prime}=\frac{\mu N}{N+2}$ and

$$
k^{-1}=\int_{0}^{1} \operatorname{Pr}[x] \beta\left(x \mid \mu^{\prime}, N+2\right) d x
$$

Let $\delta_{l}$ and $\delta_{u}$ refer to the first and the second integrals in Equation 25. Without loss of generality, we assume that $\mu \leq \frac{1}{2}$, and therefore, $\delta_{u} \geq \delta_{l}$. We use the Cauchy-Schwarz inequality for integrals (e.g., see [Purcell, 1972]) to bound $\delta_{u}^{2}$ by

$$
\begin{equation*}
\delta_{u}^{2} \leq k^{2} \int_{\mu(1+\epsilon)}^{1} \operatorname{Pr}[x]^{2} d x \int_{\mu(1+\epsilon)}^{1} \beta^{2}\left(x \mid \mu^{\prime}, N+2\right) d x \tag{26}
\end{equation*}
$$

By inspection of the proof of Theorem 6.1 given in the Appendix, we verify directly that,

$$
\int_{\mu(1+\epsilon)}^{1} \beta^{2}\left(x \mid \mu^{\prime}, N+2\right) d x<\frac{2}{\epsilon \mu^{\prime}} e^{-\frac{1}{\epsilon}\left(2(N+2) \mu^{\prime}-2\right) \epsilon^{2}}
$$

Furthermore,

$$
\begin{aligned}
\int_{\mu(1+\epsilon)}^{1} \operatorname{Pr}[x]^{2} d x & \leq \max _{\mu(1+\epsilon) \leq x \leq 1} \operatorname{Pr}[x] \int_{\mu(1+\epsilon)}^{1} \operatorname{Pr}[x] d x \\
& \leq \max _{0 \leq x \leq 1} \operatorname{Pr}[x] \\
& =\pi
\end{aligned}
$$

and hence,

$$
\delta_{u}^{2}<\frac{2}{\epsilon \mu^{\prime}} \pi k^{2} e^{-\frac{1}{3}((N+2) \mu-1) \epsilon^{2}} .
$$

Let

$$
\hat{\delta}=\frac{\epsilon \mu^{\prime} \delta}{\pi k^{2}}
$$

Since $\delta<2 \delta_{u}$ we get,

$$
N+2>\frac{4}{\epsilon^{2} \mu^{\prime}} \ln \frac{4}{\hat{\delta}}
$$

or equivalently

$$
N>\frac{4}{\epsilon^{2} \mu} \ln \frac{4}{\hat{\delta}} .
$$

When $\hat{\delta} \geq \delta^{c}$ for some constant $c$, the bound on the number of samples given in Theorem 9.1 is within a constant factor of the bound given in Theorem 6.1. We investigate the conditions which guarantee $\hat{\delta} \geq \delta^{c}$.

To guarantee efficiency-that is, the number of samples $N$ is within a polynomial factor of $\frac{1}{\mu}$-we always choose the error probability $\delta$ to be exponentially small and the error $\epsilon$ to be polynomially small in the problem size-for example, $2^{-n}$ and $\frac{1}{n}$, respectively. For this choice of $\epsilon$ and $\delta$, we show that under most circumstances, $\frac{\mu^{\prime}}{\pi k^{2}} \geq 2^{-c n}$, and therefore, $\hat{\delta} \geq \delta^{c+2}$.

We assume without loss of generality that there are no deterministic links in the belief network. (When two nodes are connected by a deterministic link, we group the nodes into a single node, and thus, we eliminate the deterministic link.) We assume that all conditional probabilities are greater than $2^{-d}$ for some constant $d>1$. (The conditional probabilities of a belief network without deterministic links are rarely less than $10^{-6}$.) From Equation 1 it follows that the full joint probability is greater than $2^{-d n}$, and therefore, $\mu>2^{-d n}$. Thus, provided $\pi$ and $k$ are less than $2^{a n}$ and $2^{b n}$ for constants $a$ and $b$, the bound on the number of samples given in Theorem 9.1 is within a constant factor of the bound given in Theorem 6.1. In the extreme case were the prior is concentrated entirely in the interval [ $\left.1-2^{-a n}, 1\right]$, however, $k$ cannot be bounded by $2^{b n}$ for any $b$, even assuming that the prior distribution for $\mu$ is bounded by $2^{a n}$. Nontheless, under most circumstances large variations in the prior do not necessarily lead to large variations in the number of samples required for $\mu$ to converge to $\phi$.
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