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Abstract—Cognitive radios hold tremendous promise for in-
creasing spectral efficiency in wireless systems. This paper sur-
veys the fundamental capacity limits and associated transmission
techniques for different wireless network design paradigms based
on this promising technology. These paradigms are unified by
the definition of a cognitive radio as an intelligent wireless
communication device that exploits side information about its
environment to improve spectrum utilization. This side informa-
tion typically comprises knowledge about the activity, channels,
codebooks and/or messages of other nodes with which the
cognitive node shares the spectrum. Based on the nature of
the available side information as well as a priori rules about
spectrum usage, cognitive radio systems seek to underlay, overlay
or interweave the cognitive radios’ signals with the transmissions
of noncognitive nodes. We provide a comprehensive summary of
the known capacity characterizations in terms of upper and lower
bounds for each of these three approaches. The increase in system
degrees of freedom obtained through cognitive radios is also
illuminated. This information theoretic survey provides guidelines
for the spectral efficiency gains possible through cognitive radios,
as well as practical design ideas to mitigate the coexistence
challenges in today’s crowded spectrum.

I. INTRODUCTION

Radio is a broadcast medium, and thus all users coexisting
in the same frequency band interfere with each other. As
the number of wireless systems and services has grown
exponentially over the last two decades, the availability of
prime wireless spectrum has become severely limited. This
is evident by a glance at the NTIA’s frequency allocation
chart [1], which reveals that almost all frequency bands have
been assigned, and there is little new bandwidth available
for emerging wireless products and services. Out of this
spectrum shortage was born the idea for cognitive radios.
These devices utilize advanced radio and signal processing
technology along with novel spectrum allocation policies to
support new wireless users operating in the existing crowded
spectrum, without degrading the performance of entrenched
users. If successful, this technology could revolutionize the
way spectrum is allocated worldwide as well as provide
sufficient bandwidth to support the demand for higher quality
and higher data rate wireless products and services well into
the future.
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A cognitive radio must collect and process information
about coexisting users within its spectrum, which requires
advanced sensing and signal processing capabilities. Techno-
logical advances to support these capabilities are either here
today or on the horizon, and thus do not form a major barrier to
success. The larger barrier is the requirement for significant
changes in the way wireless spectrum is currently allocated
to enable cognitive techniques. Unfortunately, the regulatory
bodies governing spectrum allocation have not shown much
appetite for change since their inception in the early 1900s. In
particular, until recently spectrum regulatory bodies such as the
Federal Communications Commission (FCC) in the US or the
European Telecommunications Standards Institute (ETSI) in
Europe always allocated spectral frequency blocks for specific
uses, and assigned licenses for these blocks to specific groups
or companies. This divide and set aside approach involves (a)
dividing the spectrum into distinct bands, each defined over
a range of frequencies; (b) assigning specific communication
uses to specific bands, and (c) determining a licensee for each
band, who is generally granted exclusive use of the band.
Examples of licensed frequency bands today are the radio and
television bands, cellular and satellite bands, and the air traffic
control bands. The main advantage of the licensing approach
is that the licensee completely controls its assigned spectrum,
and can thus unilaterally manage interference between its users
and hence their quality-of-service (QoS). Until the mid 1990s
licenses were generally granted free of charge based on an
application process. Today most licenses that are not for public
safety or military use are granted to the highest bidder in a
spectral auction.

In addition to the licensed spectrum, in recent years spec-
trum has been set aside in specific frequency bands that can
be used without a license by radios following a specific set of
etiquette rules, such as a maximum power per Hertz or a shared
channel access mechanism. The purpose of these unlicensed
bands is to encourage innovation without the high cost to
entry associated with purchasing licensed spectrum through
auctions. The unlicensed bands have proven a great vehicle for
innovation, and the 2.4 GHz unlicensed band currently hosts
systems such as Bluetooth, 802.11b/g/n Wifi, and cordless
phones. Unfortunately, the unlicensed bands can be killed by
their own success, since the more devices that occupy these
bands, the more interference they cause to each other.

Spectrum allocation is not just limited to licensed and unli-
censed paradigms. The licensed or unlicensed bands may ac-
commodate many additional wireless devices if these devices
can exploit advanced technology to only minimally disrupt the
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communications of coexisting noncognitive devices. Cognitive
Radio originated in the form of various solutions to this
problem that allow cognitive communication with minimal
impact on noncognitive users. Since its introduction in [2],
the idea of cognitive radio has evoked much enthusiasm,
including within the FCC, which tapped a spectrum policy
task force to provide new policy recommendations that support
cognitive radio innovations [3]. The enthusiasm behind the
initial ideas evolved in various directions, leading to a variety
of different visions. However, behind these diverse cognitive
radio interpretations lies a common defining feature: awareness
of its environment [4]. In the terminology of information
theory, it is the availability and utilization of network side
information that defines a cognitive radio, which we formalize
as follows:

A cognitive radio is a wireless communication system
that intelligently utilizes any available side information
about the (a) activity, (b) channel conditions, (c) codebooks
or (d) messages of other nodes with which it shares the
spectrum.

Based on the type of available network side information
along with the regulatory constraints, cognitive radio systems
seek to underlay, overlay, or interweave their signals with
those of existing users without significantly impacting their
communication [5]. In the next section we describe in more
detail these three different paradigms for cognitive radio sys-
tems. The rest of the paper outlines capacity results and coding
strategies for these systems as well as for the interference
channel, which forms the building block underlying these
systems. In cases where the exact capacity is unknown, we
characterize the capacity through upper and lower bounds.

Obtaining the capacity region of a wireless network is
an open problem for most networks of interest. Moreover,
expressions for these capacity regions or region bounds are
often cumbersome and yield little insight. More insight may be
obtained by characterizing wireless network capacity in terms
of the network degrees of freedom. The degrees of freedom
(also called the capacity pre-log or the multiplexing gain) of
a wireless network provides an approximation to the network
sum capacity, i.e. the maximum sum of rates that all users
can achieve simultaneously. Specifically, the sum capacity
C∑ (SNR) = d log (SNR) + o (log (SNR)), where d is the
network degrees of freedom and o (log (SNR)) represents the
approximation error term, which becomes negligible compared
to log(SNR) as SNR increases. For simplicity, we will use
the abbreviated notation x

.
= y to indicate that x and y are

equal to within o (log (SNR)). With this notation, CΣ(SNR)
.
=

d log(SNR), hence a network’s degrees of freedom yields
its approximate sum rate capacity. This degrees of freedom
perspective is especially useful for insight into the fundamental
rate limits of wireless networks when exact expressions or
bounds for its capacity region are unknown. Thus, we will
characterize the network degrees of freedom for many of the
cognitive systems we consider.

II. COGNITIVE RADIO NETWORK PARADIGMS

There are three main cognitive radio network paradigms:
underlay, overlay, and interweave. The underlay paradigm

allows cognitive users to operate if the interference caused
to noncognitive users is below a given threshold. In
overlay systems the cognitive radios use sophisticated
signal processing and coding to maintain or improve the
communication of noncognitive radios while also obtaining
some additional bandwidth for their own communication.
In interweave systems the cognitive radios opportunistically
exploit spectral holes to communicate without disrupting
other transmissions. We now describe each of these three
paradigms in more detail, including the associated regulatory
policy as well as underlying assumptions about what network
side information is available, and the practicality of obtaining
this information.

Underlay Paradigm: The underlay paradigm encompasses
techniques that allow communication by the cognitive radio
assuming it has knowledge of the interference caused by its
transmitter to the receivers of all noncognitive users. In this
setting the cognitive radio is often called a secondary user
which cannot significantly interfere with the communication
of existing (typically licensed) users, who are referred to as
primary users. Specifically, the underlay paradigm mandates
that concurrent noncognitive and cognitive transmissions may
occur only if the interference generated by the cognitive
devices at the noncognitive receivers is below some acceptable
threshold. The interference constraint for the noncognitive
users may be met by using multiple antennas to guide the
cognitive signals away from the noncognitive receivers, or
by using a wide bandwidth over which the cognitive signal
can be spread below the noise floor, then despread at the
cognitive receiver. The latter technique is the basis of both
spread spectrum and ultrawideband (UWB) communications.
The interference caused by a cognitive transmitter to a
noncognitive receiver can be approximated via reciprocity
if the cognitive transmitter can overhear a transmission
from the cognitive receiver’s location. Alternatively, the
cognitive transmitter can be very conservative in its output
power to ensure that its signal remains below the prescribed
interference threshold. In this case, since the interference
constraints in underlay systems are typically quite restrictive,
this limits the cognitive users to short range communications.
While the underlay paradigm is most common in the licensed
spectrum (e.g. UWB underlays many licensed spectral bands),
it can also be used in unlicensed bands to provide different
classes of service to different users.

Overlay Paradigm: The enabling premise for overlay
systems is that the cognitive transmitter has knowledge
of the noncognitive users’ codebooks and possibly its
messages as well. The codebook information could be
obtained, for example, if the noncognitive users follow a
uniform standard for communication based on a publicized
codebook. Alternatively, they could broadcast their codebooks
periodically. A noncognitive user message might be obtained
by decoding the message at the cognitive receiver. However,
the overlay model assumes the noncognitive message is
known at the cognitive transmitter when the noncognitive
user begins its transmission. While this is impractical for
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an initial transmission, the assumption holds for a message
retransmission where the cognitive user hears the first
transmission and decodes it, while the intended receiver
cannot decode the initial transmission due to fading or
interference. Alternatively, the noncognitive user may send
its message to the cognitive user (assumed to be close by)
prior to its transmission. Knowledge of a noncognitive user’s
message and/or codebook can be exploited in a variety of
ways to either cancel or mitigate the interference seen at the
cognitive and noncognitive receivers. On the one hand, this
information can be used to completely cancel the interference
due to the noncognitive signals at the cognitive receiver by
sophisticated techniques like dirty paper coding. On the other
hand, the cognitive users can utilize this knowledge and
assign part of their power for their own communication and
the remainder of the power to assist (relay) the noncognitive
transmissions. By careful choice of the power split, the
increase in the noncognitive user’s signal-to-noise power
ratio (SNR) due to the assistance from cognitive relaying
can be exactly offset by the decrease in the noncognitive
user’s SNR due to the interference caused by the remainder
of the cognitive user’s transmit power used for its own
communication. This guarantees that the noncognitive user’s
rate remains unchanged while the cognitive user allocates part
of its power for its own transmissions. Note that the overlay
paradigm can be applied to either licensed or unlicensed band
communications. In licensed bands, cognitive users would
be allowed to share the band with the licensed users since
they would not interfere with, and might even improve, their
communications. In unlicensed bands cognitive users would
enable a higher spectral efficiency by exploiting message and
codebook knowledge to reduce interference.

Interweave Paradigm: The ‘interweave’ paradigm is based on
the idea of opportunistic communication, and was the original
motivation for cognitive radio [2]. The idea came about after
studies conducted by the FCC [3] and industry [6] showed
that a major part of the spectrum is not utilized most of
the time. In other words, there exist temporary space-time-
frequency voids, referred to as spectrum holes, that are not
in constant use in both the licensed and unlicensed bands.
These gaps change with time and geographic location, and
can be exploited by cognitive users for their communication.
Thus, the utilization of spectrum is improved by opportunistic
frequency reuse over the spectrum holes. The interweave
technique requires knowledge of the activity information of the
noncognitive (licensed or unlicensed) users in the spectrum.
One could also consider that all the users in a given band
are cognitive, but existing users become primary users, and
new users become secondary users that cannot interfere with
communications already taking place between existing users.
To summarize, an interweave cognitive radio is an intelligent
wireless communication system that periodically monitors the
radio spectrum, intelligently detects occupancy in the different
parts of the spectrum and then opportunistically communicates
over spectrum holes with minimal interference to the active
users. For a fascinating motivation and discussion of the signal
processing challenges faced in interweave cognitive radio, we

refer the reader to [4].

Table I summarizes the differences between the underlay,
overlay and interweave cognitive radio approaches. While
underlay and overlay techniques permit concurrent cogni-
tive and noncognitive communication, avoiding simultaneous
transmissions with noncognitive or existing users is the main
goal in the interweave technique. We also point out that
the cognitive radio approaches require different amounts of
side information: underlay systems require knowledge of the
interference caused by the cognitive transmitter to the noncog-
nitive receiver(s), interweave systems require considerable side
information about the noncognitive or existing user activity
(which can be obtained from robust primary user sensing) and
overlay systems require a large amount of side information
(non-causal knowledge of the noncognitive user’s codebook
and possibly its message). Apart from device level power
limits, the cognitive user’s transmit power in the underlay and
interweave approaches is decided by the interference constraint
and range of sensing, respectively. While underlay, overlay and
interweave are three distinct approaches to cognitive radio,
hybrid schemes can also be constructed that combine the
advantages of different approaches. For example, the overlay
and interweave approaches are combined in [7].

Before launching into capacity results for these three cogni-
tive radio networks, we will first review capacity results for the
interference channel. Since cognitive radio networks are based
on the notion of minimal interference, the interference channel
provides a fundamental building block to both the capacity as
well as encoding and decoding strategies for these networks.

III. INTERFERENCE CHANNELS: AN OVERVIEW

The interference channel model [8], [9] captures scenarios
in which multiple terminal pairs wish to communicate simul-
taneously in the presence of mutual interference. The users
are not assumed to be cognitive - they do not monitor the
activity or decode messages of other users. However, it is
commonly assumed that all terminals know the channel gains
and the codebooks of all the encoders. The communication
problem is to determine the highest rates that can simultane-
ously be achieved with arbitrarily small error probability at
the desired receivers, i.e., to determine the capacity region.
This performance can serve as a benchmark to evaluate the
gains of cognition. Even for the smallest interference network
consisting of two transmitter-receiver pairs, this problem has
remained unsolved for more than thirty years, emphasizing
that one of the fundamental problems in networks - coping
with and exploiting interference - is not yet entirely under-
stood. Still, there has been a lot of progress in understanding
communications in interference channels. We review some
of these results next, focusing on the two-transmitter, two-
receiver scenario, shown in Fig. 1.

We assume that each encoder t for t = 1, 2 wishes to send
one of Mt messages, denoted Wt, to its receiver at rate Rt. To
do so, an encoder makes a codeword of length n and transmits
at rate Rt = log Mt/n. In an interference channel, transmis-
sion at each user is affected by a random perturbation of the
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Underlay Overlay Interweave
Channel Side Information: Cognitive
(secondary) transmitter knows the channel
strengths to noncognitive (primary) receiver(s).

Message Side Information: Cognitive nodes
know channel gains, codebooks and possibly
the messages of the noncognitive users.

Activity Side Information: Cognitive user knows the
spectral holes in space, time, or frequency when the
noncognitive user is not using these holes.

Cognitive user can transmit simultaneously
with noncognitive user as long as interference
caused is below an acceptable limit.

Cognitive user can transmit simultaneously
with noncognitive user; the interference to
noncognitive user can be offset by using part
of the cognitive user’s power to relay the
noncognitive user’s message.

Cognitive user transmits simultaneously with a
noncognitive user only in the event of a false spectral
hole detection.

Cognitive user’s transmit power is limited by
the interference constraint.

Cognitive user can transmit at any power, the
interference to noncognitive users can be offset
by relaying the noncognitive user’s message.

Cognitive user’s transmit power is limited by the
range of its spectral hole sensing.

TABLE I: Comparison of underlay, overlay and interweave cognitive radio techniques.

R2

Message W1 Codeword X(W1)

Codeword X(W2)

T1

Message W2
T2

Estimate of W1

Estimate of W2

R1

Fig. 1: The Interference Channel.

channel and the transmission of the other user. Information-
theoretic analysis towards obtaining the capacity region of the
interference channel (or any channel) is typically performed
in two steps:

1) Propose a specific encoding and decoding scheme, and
evaluate its achievable rate region.

2) Determine an outer bound to the rate region that cannot
be exceeded by any encoding scheme.

If the two bounds meet, then the capacity region is known
and the proposed encoding scheme is capacity-achieving. De-
pending on the level of interference at the receivers, different
regimes can be distinguished. The capacity region is known
when the interference is strong. In this regime, the received
interfering signal component carrying the unwanted message
is strong enough so that this message can be decoded. The
interfering component can then be canceled from the received
signal, allowing for interference-free decoding of the desired
information. This strategy leads to the capacity in strong
interference [10].

However, in general the interference is not strong enough
to allow for decoding of the unwanted message without
reducing its rate. In this case, rate-splitting [9] can be used
at the encoders to allow the receivers to decode a part of
the unwanted message. Rate-splitting achieves the best rates
known today [11]. In this encoding scheme, each encoder
divides its message into two sub-messages and encodes them
separately. A receiver decodes one sub-message of the other
user and cancels a part of the interference. This will increase
the rate for his communication, but will lower the rate for
the other communicating pair due to the additional decoding

Message W2

T1

T2

R1

R2

Message W1

Fig. 2: Rate-splitting. Each encoder splits its message into two
sub-messages. User 1 and 2 sub-messages are represented with
shades of brown and blue, respectively. A decoder decodes one
sub-message of the other user.

requirement. Hence, there is a tradeoff between sending a mes-
sage only to the desired receiver and allowing partial decoding
at the other one. The rate-splitting concept is illustrated in
Fig. 2.

These results have been specialized to the interference chan-
nel with additive white Gaussian noise. Two outer bounds for
the Gaussian interference channel have also been developed in
[12]. An insightful overview of the known results for Gaussian
interference channels can be found in [13]. In general, there
is a gap between the rates achieved with rate-splitting and
the outer bounds. For the Gaussian interference channel in
the high SNR regime, this gap has recently been tightened in
[14]. A new outer bound that gives the sum-capacity in the
regime in which treating interference as noise is optimal, i.e.
for noisy-interference, was developed in [15].

Degrees of Freedom: We now consider the degrees of
freedom in a K user interference channel. If there was only one
user, he would achieve a capacity on the order of log(SNR).
Thus, this user can increase his rate by increasing his power.
However, in the presence of multiple users, if all users try
to increase their rates by increasing their transmit power,
the users interfere and both the signal and the interference
powers increase. Consequently, the signal-to-interference-plus-
noise power ratio (SINR) and therefore the users’ rates saturate
at a constant value. The system is then said to be interference-
limited. To eliminate the interference, the users can be orthog-
onalized along space, frequency, or time dimensions of the
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channel. In this case user k achieves a rate proportional to
dk log(SNR), where dk is the fraction of the channel degrees
of freedom (typically in terms of bandwidth or timeslots or
spatial streams) allocated to the kth user. The total degrees
of freedom of the interference network d =

∑K
k=1 dk. Thus,

the degrees of freedom allocated to a user can be interpreted
as the fraction of the channel degrees of freedom that the
user is allocated relative to the interference-free scenario when
the user has all the channel degrees of freedom to himself.
The traditional approach to orthogonal spectrum allocation is
the “cake-cutting” approach where each user gets a fraction
of the channel bandwidth and the sum of these fractions is
equal to one. For the two user interference channel the cake-
cutting interpretation is confirmed by theory. Specifically, it
is known that the two user interference channel has only one
degree of freedom [16]. The sum capacity of the two user
interference channel log(SNR) and therefore, its capacity per
user, is only a half of what the user would achieve in the
absence of interference. Thus, each user gets half the cake
(half the channel).

The cake-cutting interpretation is also consistent with the
degrees of freedom results of [17], which suggest that each
user gets 1/K degrees of freedom when only local channel
knowledge is available at each user. In other words, the
capacity per user for the K user interference channel is on the
order of Ck

.
= 1

KC, where C is the single user capacity in the
absence of interference. In terms of the cake-cutting analogy,
each user gets a fraction 1/K of the cake, which seems like
the obvious division of channel resources.

Somewhat surprisingly, recent results have shown that for
interference channels with time varying (or frequency se-
lective) channel coefficients, if global channel knowledge is
available, then each user can simultaneously achieve rates of
the order of 1

2 log(SNR) [18]. The result is counterintuitive
since, in terms of the cake-cutting analogy, it implies that
everyone gets half the cake even when the number of users
is more than two. This result does not contradict [17] since it
assumes global, rather than local, channel knowledge. Since
global channel knowledge is the underlying assumption of un-
derlay cognitive radio networks, we will discuss this surprising
degrees of freedom result in the context of the next section.

IV. UNDERLAY COGNITIVE RADIO

The underlay approach to cognitive radio allows simulta-
neous cognitive and noncognitive communication under the
constraint that the interference caused to the noncognitive user
by cognitive user does not degrade its communication. In this
section, we overview some of the information theoretic results
concerning underlay cognitive communication.

Underlay cognitive radio can be modeled as cognitive com-
munication with certain constraints placed on the signal power
received (interference caused) at a noncognitive receiver. The
capacity for this underlay system assuming different channel
models (SISO AWGN and fading channels, Gaussian multiple
access channels) and an average receive power constraint at the
noncognitive receiver can be characterized by translating this
receive power constraint into a transmit power constraint at the

cognitive transmitter [19], [20]. For example, in an AWGN
scenario, an average interference (receive power) constraint
at the primary receiver is equivalent to a corresponding av-
erage transmit power constraint at the secondary transmitter.
Gaussian codebooks are optimal in this case and the well
known logarithmic relationship between the cognitive user’s
capacity and its SNR holds (with the noncognitive user’s signal
being treated as Gaussian noise). In a Gaussian MAC with
independent messages at each user, a receive power constraint
at the noncognitive receiver reduces to a constraint on the
sum of transmit powers of the cognitive users. The resulting
capacity region will be the union of the capacity regions of
different multiple access channels for which the sum of the
transmit powers of the different users is a constant. Consider
the extension of this model with fading channels between
the cognitive transmitter and cognitive receiver, and between
the cognitive transmitter and noncognitive receiver (interfering
link). With full knowledge of both the channel gains at the cog-
nitive transmitter, Gaussian codebooks achieve capacity [20].
The power adaptation that maximizes the capacity is similar
to waterfilling with a non-constant water level that depends on
the channel between the cognitive transmitter and noncognitive
receiver. When a peak interference power constraint at the
noncognitive receiver exists, the cognitive transmitter cannot
transmit above a certain power level, depending on the inter-
fering link channel. Thus the peak receive power constraint
reduces to a peak cognitive transmit power constraint, and the
capacity characterization is then straightforward.

In underlay cognitive communication with multiple cog-
nitive and noncognitive users, the cognitive user’s sum rate
optimization (with interference from other users regarded as
noise) can be formulated as a general multiuser communi-
cation problem with transmit power constraints (or quality
of service (QoS) constraints) at the cognitive transmitters
and interference constraints at the noncognitive receivers.
We first consider the cognitive sum rate maximization with
peak transmit power and peak interference constraints in a
scenario where all the secondary transmitters and receivers
have full channel knowledge. In the power control strategy
that maximizes the secondary sum rate, it is seen that at
most one user transmits with a power between zero and
its peak transmit power - all the other users either transmit
with zero or their peak powers [21]. For a similar model
with minimum SINR constraints at the cognitive users and
interference constraints at a single noncognitive user, condi-
tions under which a feasible power allocation policy at the
cognitive users exists can be derived [22], [23]. In the case
when not all of the cognitive users can be supported with
their SINR requirements, the different cognitive users can
be assigned different spectrum access priorities. While this
modified problem is not analytically tractable, some properties
of the power control optimization problem can be derived by
defining the problem in terms of a spectrum sharing game [23].
Game theoretic concepts have also been applied to investigate
power control and spectrum sharing in underlay systems [24]–
[29]. The idea is to model the cognitive radios as the different
players; the controllable communication parameters (transmit
power [25]–[27], the signaling waveform [25], or the channel
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Fig. 3: Interference alignment example where everyone is able to access the channel half the time with no interference (Everyone
gets half the cake).

to be used for transmission [27]) as the actions that can be
performed by each of the players; and the SINRs (or user
rates) of the cognitive radios as the players’ utility functions
in the game. The outcome of the game is analyzed under the
assumption that each player, while influenced by the other
players’ decisions, acts in its own self interest in such a way as
to maximize its utility. The goal is to determine if there exists
a convergence point from which any deviation by any player
decreases the player’s utility (a Nash equilibrium). Based on
the utility functions of the cognitive radios, different kinds of
game models exist [24], [26].

Underlay cognitive systems may also exploit multiple trans-
mit/receive antennas at the cognitive and noncognitive trans-
mitters and receivers. Consider a network with multiple trans-
mit antennas at the cognitive transmitter and single antennas
at the noncognitive transmitter and all receivers. Assume that
each of the nodes has global channel knowledge. The noncog-
nitive receiver is, as usual, to be protected by an interference
constraint. Notice that the channels from the cognitive trans-
mitter to the noncognitive and cognitive receivers are MISO
channels. With an interference constraint at the noncognitive
receiver, the cognitive transmitter can direct any amount of
power in a direction perpendicular to the cognitive transmitter-
noncognitive receiver channel without interfering with the
noncognitive communication. Then as long as the cognitive
receiver lies within this perpendicular direction, the cognitive
user’s capacity is limited by its maximum transmit power, i.e.
the noncognitive system imposes no constraint. Conversely,
suppose we only constrain the cognitive transmit power and
not the interference caused at the noncognitive receiver. Then
it is well known that the cognitive user’s capacity is maximized
when its transmitter beamforms along the direction of its
channel [30]. In general the cognitive transmitter will need
to direct its available power along one (or more) directions
such that the total projection along the channel between the
cognitive transmitter and the noncognitive receiver satisfies the
interference constraint. Interestingly, it turns out that unit rank
beamforming remains the optimal strategy at the cognitive
transmitter [31]. This is true even with multiple noncognitive
receivers with different interference constraints.

So far we have only constrained received power in terms of

an interference constraint on cognitive transmitters. However,
different interference waveforms can cause vastly different
performance degradation on a particular desired signal, even if
received at the same power. How and what kind of constraints
should be imposed on the interference generated by cognitive
transmissions has a variety of regulatory ramifications. In 2002
the FCC proposed interference temperature as the appropriate
metric [3], which is a measure of the RF power at an antenna
generated by other transmitters and noise sources [32]. This
metric was somewhat controversial in terms of how it could
be measured at the cognitive transmitter, and whether it would
provide sufficient protection for licensed users with a cognitive
underlay. We refer the reader to [33] for an interesting discus-
sion on general considerations for specifying an interference
constraint in underlay networks.

Degrees of Freedom: Degrees of freedom results for un-
derlay networks reveal interesting insights into the optimal
ways to deal with interference in wireless networks. It is
shown in [18] that in the K user interference channel with
time varying (frequency selective) channel coefficients and
global channel knowledge, as the SNR increases every user is
able to simultaneously achieve nearly one half of the capacity
that he could achieve in the absence of all interference. Thus,
everyone gets half the cake.

The key to this counter-intuitive result is the concept of
interference alignment [18], [34], [35]. Wireless networks are
inherently asynchronous. Unlike centralized (multiple access)
networks where signals may be aligned according to the
common frame of reference provided by the single receiver,
a wireless network has a different frame of reference asso-
ciated with each receiver. For example, there is a different
propagation delay between each transmitter-receiver pair that
makes it impossible to align all signals simultaneously at all
receivers. The asynchronicity of the network is evident in
time, frequency, space, and code dimensions. This “relativity
of alignment” is the enabling premise for the novel idea of
interference alignment. Since each receiver sees a different
picture, it is possible to design signals intelligently in a way
that each receiver, from its own perspective, appears privileged
relative to other receivers. Interference alignment refers to
schemes that design signals so that they cast overlapping



7

shadows at the receivers where they constitute interference and
remain distinguishable at the receivers where they are desired.

The canonical example of interference alignment (from
[18]) is illustrated in Figure 3. This example is interesting
because it shows how the asynchronous nature of the network
allows each user to access half the channel (in the time
dimension) without any interference. So all users get half
the cake. In this example, the propagation delays between a
transmitter and receiver are given by the numbers alongside the
corresponding links in Figure 3. Notice that the propagation
delays are equal to one time slot (symbol duration) for all
desired signal paths and two time slots for all paths that
carry interference signals. Suppose all transmitters transmit
simultaneously only during odd time slots and remain quiet
during the even time slots. From Figure 3, we can see that
symbols sent from the interfering transmitters are received
simultaneously in the odd time slots while the desired signals
are received with no interference in the even time slots. Every
user is therefore able to access the channel one-half of the time
without interference from other users. While the example in
Figure 3 uses a channel with artificially selected propagation
delays to illustrate the idea of interference alignment, the
result extends to networks with random time varying chan-
nel coefficients even without propagation delays. There is,
actually, a capacity penalty with random coefficients since the
most suitable channel coefficients for interference alignment
cannot be hand-picked. However, the penalty is o(log(SNR)),
so it becomes a negligible fraction of the users’ rates as SNR
increases [18]. Interestingly, the outer bound on sum capacity
is given by CΣ = KCk

.
= K

2 log(SNR), so that interference
alignment is the optimal scheme in terms of maximizing its
degrees of freedom.

V. OVERLAY COGNITIVE RADIO

Overlay cognitive radio networks allow concurrent cognitive
and noncognitive transmissions, but in contrast to underlay
networks, the cognitive transmitter may now facilitate the
transmission of the noncognitive user. The smallest overlay
cognitive radio network is a two-user (cognitive and noncog-
nitive) interference channel where the cognitive transmitter
has non-causal knowledge of the noncognitive user’s message,
as shown in Fig. 4. This overlay cognitive radio system is
also referred to in the information theory literature as an
interference channel with asymmetric message knowledge,
degraded message sets or one cooperating encoder. In this
section, we describe capacity results for this overlay cognitive
radio channel model. The case in which the cognitive trans-
mitter learns only a part of the noncognitive user’s message is
analyzed in [36].

As in Sec. III, we assume that all the codebooks and
channel gains are known to the two encoders. This means,
for example, that the cognitive user (User 2), knowing the
noncognitive user’s message W1, also knows the codeword of
the noncognitive user (User 1).

Knowledge of the noncognitive user’s message allows the
cognitive transmitter to apply several encoding schemes that
will improve both its own rates as well as the rates of the

CT

Message W1 Codeword X(W1)

Codeword X(W1, W2)

T1

Message W2
T2

Estimate of W1

Estimate of W2

R1

R2

Fig. 4: Interference channel with one cognitive encoder (CT ).

noncognitive user [37]–[40]. For example, encoding can be
done to achieve a non-zero rate for the noncognitive user
such that the noncognitive user’s transmission causes no
interference to the cognitive receiver [39]. This is but one
encoding strategy, and in the next section we describe various
encoding schemes that the cognitive transmitter may employ
to exploit its knowledge of the noncognitive user’s message.
As described in Section II, the assumption that the cognitive
transmitter knows the message of the noncognitive transmitter
at the start of their transmissions is somewhat problematic for
practical systems. However, this assumption is very reasonable
if the two transmitters are close together, the noncognitive
message is being retransmitted after an initial failure, and
the cognitive user was able to successfully decode the first
transmission. This assumption is also applicable when the
noncognitive transmitter sends its message to the cognitive
transmitter in advance, which might be done in a separate
frequency band. If the two transmitters are close together,
little power and bandwidth is needed for this separate message
transmission. Both of these scenarios might lead to partial
message decoding of the noncognitive message instead of full
decoding, which also fits within the overlay network paradigm.

A. Overlay Encoding Techniques

Overlay encoding techniques have mostly been investi-
gated for the interference channel with one cognitive encoder
(Fig. 4), which comprises the most basic overlay network.
Note that when neither user is cognitive, i.e. neither user
knows the message of the other, this model reduces to the
basic interference channel of Sec. III. Another special case
of an overlay network occurs when the noncognitive encoder
does not transmit. Since the cognitive transmitter knows the
messages intended for both receivers, the model reduces to a
broadcast channel, whose capacity was first analyzed in [41].
We see from these special cases that the overlay cognitive
radio network has elements of both interference channels and
broadcast channels. Thus, encoding techniques developed for
either of these channel models, or their combinations, may
be capacity achieving under certain channel conditions. We
now review the various encoding techniques that have been
proposed for overlay cognitive networks, which are mostly
derived from encoding strategies for the interference channel.

Rate-splitting is the best known encoding technique for
interference channels, so it is natural to consider it for overlay
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encoding as well. This technique was first applied to overlay
networks in [37], [42], [43]. However, additional techniques
beyond rate-splitting can be used to best exploit the cognitive
transmitter’s message knowledge. In particular, to improve the
rate for the noncognitive communicating pair, the cognitive
encoder can cooperate by encoding the noncognitive user’s
message in order to help convey it to the noncognitive decoder.
In this way, the cognitive encoder dedicates a fraction of its
resources (power) to send the noncognitive user’s message
W1 and increase its rate R2. On the other hand, any signal
conveying W1 is interference to the cognitive encoder’s re-
ceiver. This interference is known at the cognitive transmitter
since it consists of codewords used for W1. In this setting,
the precoding technique referred to as the Gel’fand-Pinsker
(GP) binning [44] and, specifically, dirty-paper coding (DPC)
[45] in Gaussian channels, can be applied. These techniques
allow the cognitive encoder to precode its message at a rate
associated with interference-free communication. In fact, as
will be explained later in this section, GP binning is crucial for
the overlay cognitive radio channel: together with cooperation,
it leads to capacity in certain scenarios, [38], [39], [46].

It is not surprising that DPC brings gains in the Gaussian
cognitive radio channel. As previously pointed out, if the
noncognitive encoder is silent, the model reduces to a broad-
cast channel from the cognitive encoder to the two receivers,
for which dirty-paper coding is the optimal strategy [47],
[48]. In general, however, there are two differences at the
cognitive encoder from the classical GP setting. First, the
interference carries useful information for the noncognitive
receiver. Second, the interference is a codebook of some rate
and can thus have lower entropy than in the GP setting. As
shown in [43], the latter can be exploited to achieve a higher
rate.

Therefore, although the encoding techniques for overlay
cognitive radio certainly borrows from existing strategies for
the classical interference channel, a number of additional
techniques are needed to fully exploit the knowledge of
the noncognitive user’s message. The three overlay network
encoding strategies that have been investigated in the literature
for the network of Fig. 4 are as follows:
• Rate-splitting: This technique improves rates by enabling

(partial) interference cancellation at the decoders.
• GP binning and binning against a codebook: the cognitive

encoder improves its rate by precoding against interfer-
ence.

• Cooperation: The cognitive encoder increases the rate of
the noncognitive user by (partially) relaying its message
to its decoder.

B. Capacity Results

Determining the capacity region for the overlay cognitive
network, even for the simple model of Fig. 4, remains an open
problem in most cases. However, there are some regimes for
which a subset of the three encoding techniques described in
the previous section achieve capacity for this model. These
regimes, and their capacity-achieving encoding strategies, are
enumerated below.
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Fig. 5: Achievable rate region (R1, R2) in the Gaussian chan-
nel. R1 is the noncognitive user rates and R2 the cognitive
user rates. Star-labeled and circle-labeled curves respectively
present performance achieved with the schemes proposed in
[42] and [43]. Also shown is an outer bound of [43] and the
BC performance.

1) Strong Interference: As in the interference channel
model, if the interference to both decoders in the cogni-
tive radio network of Fig. 4) is strong, both decoders can
decode both messages and cancel interference as if it was
not present in the network. Thus, there is no need for rate-
splitting or binning, and cooperation achieves capacity
[40].

2) Weak Interference: If the interference to the noncogni-
tive decoder is weak, this decoder does not need to cancel
interference. Interference at the cognitive decoder can be
eliminated by binning. Therefore, there is no need for
rate-splitting. DPC and cooperation achieve capacity for
the Gaussian cognitive channel model [38], [39], [46].
The general case remains an open problem.

3) Common Information: If the cognitive decoder decodes
both messages there is no need for binning, as there is
no interference at that decoder. Thus, rate-splitting and
superposition coding achieve capacity [49], [50].

For most regimes capacity of the simple interference channel
with one cognitive encoder is still unknown, and achievable
rates are based on encoding strategies that combine the above
techniques [37], [42], [43]. The relative performance of these
various encoding schemes depends on the channel conditions
and topology. For the Gaussian channel, a comparison of the
achievable rate regions for the encoding schemes proposed
in [42] (star curve) and in [43, Thm. 1] (circle curve) is
shown in Fig. 5. These achievable rates are also compared to
the capacity outer bound of [43], shown with dashed-dotted
curve. As discussed above, when the noncognitive user does
not transmit, the channel reduces to a broadcast channel (BC),
whose capacity region is shown with a dashed curve. For this
comparison we assume both users transmit with the same
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Fig. 7: Achievable rate region (R1, R2) in the Gaussian channel
for different values of the noncognitive user’s (User 1’s) power.

power (P1 = P2 = 6). Figures 6 and 7 show the impact
of changing the power at the cognitive and noncognitive
transmitter, respectively. We observe from these figures that
reducing power at the cognitive transmitter has a more drastic
impact, which is expected since this transmitter knows both
messages and can therefore improve rates to both receivers. We
also see in Fig. 7 that as the power of the primary transmitter
is reduced, the rate region approaches that of the BC (dashed
line). This is expected since, as discussed above, the model
reduces to a BC when the noncognitive user does not transmit.
The rate gains of having one cognitive encoder versus the two
noncognitive encoders in the traditional interference channel
were evaluated in [37]. The encoding schemes we have
described are known to be capacity-achieving under certain

assumptions about the channel or specific encoding/decoding
constraints. Finding additional regimes where these and other
encoding schemes achieve capacity is the topic of much
ongoing investigation. The impact of feedback and common
information has also been investigated in [51], [52].

In general, characterizing the capacity region of a network
with cognitive users that have knowledge of other users’
messages, of which the overlay cognitive radio network is but
one example, offers both insight and motivation for practical
designs based on this new paradigm. The capacity and achiev-
able rate results indicate the best known encoding strategies
for such networks, and quantify the rate gains possible due
to cognition. Different assumptions and constraints about
message knowledge will affect these conclusions, and many of
these issues have yet to be investigated. An important question
for a large network with many cognitive and noncognitive
users is the best protocol for coexistence among the cognitive
users. Intuitively some form of cooperation between these
users will be required, but the best form of cooperation is
unclear. Another interesting question is whether cognition is
more beneficial at the transmitter or receiver. In particular,
consider the interference channel where, instead of noncog-
nitive message knowledge of W1 at the cognitive encoder, it
is known at the cognitive decoder. This problem has yet to
be investigated, but the problem changes significantly since
only rate-splitting encoding can be applied, and the cognitive
decoder has no interference since it can be subtracted out.

Recent work has also investigated overlay cognitive net-
works with perfect message knowledge at the cognitive en-
coder but only partial channel knowledge. Lack of channel
knowledge changes the problem considerably. In particular,
consider the case where the phase of the channel between the
noncognitive transmitter and the cognitive receiver is unknown
at the cognitive transmitter. The main challenge in this scenario
is that Costa’s [45] DPC technique cannot be applied directly.
Even when the phase uncertainty at the cognitive transmitter is
limited to distinguishing between one of two possible phases,
the cognitive user’s capacity is reduced considerably by this
uncertainty. At moderate SINRs, the capacity with this phase
uncertainty is almost equal to that obtained by treating the
interference as noise [53]. Learning the phase information
at the cognitive transmitter, therefore, can yield substantial
throughput benefits.

Degrees of Freedom: We conclude this section with results
on the degrees of freedom for overlay cognitive communi-
cation. The number of degrees of freedom for the two-user
overlay cognitive radio channel lies between one (interference
channel with no cooperation) and two (2× 2 MIMO channel
obtained by full cooperation between transmitters and full
cooperation between receivers). Fig. 8 shows scenarios where
one user has a cognitive transmitter (CT ), a cognitive receiver
(CR), or both a cognitive transmitter and a cognitive receiver.
In these scenarios the number of degrees of freedom for
the overlay cognitive radio channel is equal to one [35],
[54]. Thus, the sum rate capacity for all three scenarios is
CΣ

.
= log(SNR). The scenario where both transmitters are

cognitive, both receivers are cognitive or one users’ transmitter
is cognitive and the other users’ receiver is cognitive is
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Ŵ2

Ŵ1
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shown in Fig. 9. In these scenarios the network is able to
achieve 2 degrees of freedom [35]. Note that these capacity
results assume a genie provides a users’ message to another
(cognitive) user. The degrees of freedom benefits of this
cognition disappear if the cost of the genie is factored in. In
other words, it is shown in [16] that if message sharing takes
place only through physical channels (no genies involved)
then cognitive cooperation does not provide any increase in
the network degrees of freedom. This sobering result provides
pause for the potential gains of cognition in practical operating
environments where message side information is not easily
obtained.

The encoding strategies for cognitive overlays involve one-
sided cooperation of the cognitive transmitter to help the
noncognitive receiver relay its message. This notion of node
cooperation can be generalized to a wide range of cooperative
strategies in wireless networks. In the next section we dis-
cuss in more detail various cooperation methods for wireless
networks, their capacity results, and the connection between
cognition and cooperation.

C. Cognition and Cooperation

Cooperative techniques allow nodes to relay each other’s
information to improve network capacity. For example, classic
multi-hop relaying in which data from a source to a desti-
nation is relayed by an intermediate node is a simple and
common method of cooperation in many wireless networks.
This form of cooperation requires that the relay node has some
information about the source message in order to forward it.
This information might be its noisy observation of the signal
transmitted by the source, the decoded message from this noisy

relay

source destination

Fig. 10: Relay channel.

observation, or a part of the decoded message. In cooperative
communication, the relay can obtain this information by
assistance of the source node, for example, through block-
Markov encoding [55] or simply by listening to the channel.
In a cognitive network, a cognitive node can acquire such
information in a similar manner, and therefore use the same
cooperative encoding approaches.

The simplest communication scenario with cooperation is
the relay channel [56], shown in Fig. 10. In this setting, a
single communicating pair is helped by a relay node. The
relay has no data of its own to send and uses its resources
solely to help the communicating pair. In cooperation with
the source, the relay can decode-and-forward (DF) - the
source transmits at the rate such that the relay can decode
the message, re-encode it, and transmit it together with the
source. Alternatively, the relay can employ compress-and-
forward (CF) or amplify-and-forward to respectively quantize
or amplify the received signal and send it to the destination.
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These strategies can also be applied to the multiple-relay
network where a group of intermediate relays helps forward
messages between a given source-destination pair [57]. The
above strategies were shown to be optimal in special cases.
In general, however, the capacity of the relay channel, this
simplest of cooperation networks, has been an open problem
since its introduction in the 1970s.

In networks, the presence of multiple communicating pairs
adds the additional impairment of interference. We have seen
that cognition can be used to avoid or exploit this interference.
In interweave communications, cognitive transmitters avoid
interference by detecting existing users and transmitting in
unused bands. In underlay networks cognitive users also avoid
interference by maintaining it below a prescribed threshold.
However, as shown by the cognitive radio channel paradigm,
avoiding interference is in general suboptimal, since interfer-
ence can be exploited to help other communicating nodes with
their transmissions.

Our model for a cognitive network assumed that the noncog-
nitive users were oblivious to the cognitive users, and in par-
ticular did not cooperate with them to improve their communi-
cations. We can relax this assumption and allow various forms
of cooperation between the cognitive and noncognitive users.
We now delineate these various cooperation possibilities.

1) Oblivious noncognitive users: This form of cooperation
is the overlay network described above; noncognitive
users are oblivious to the cognitive users’ presence. The
cognitive transmitter decodes messages from its received
signal without the assistance of the noncognitive transmit-
ter. The noncognitive receiver’s decoding is not affected
by the presence of the cognitive user. This form of
cooperation might motivate licensed users to share their
dedicates spectrum with cognitive unlicensed users in
exchange for improving the licensed users’ performance
via their cognitive capabilities.

2) Aware noncognitive users: In this setting noncognitive
users are aware of the cognitive users’ presence. They can
use this awareness to improve their own communication.
For example, they might adapt their decoding rules to
exploit the signals received from the cognitive users
instead of treating them as interference. In particular,
if the interfering component of a cognitive message is
strong, the noncognitive user can decode this message and
cancel the interference. In the cognitive radio channel,
this interference cancellation is required in the regime of
strong interference [39], [40]. Another possibility is for a
multiantenna noncognitive receiver to reduce or increase
cognitive user interference via beamsteering, to place it
in a weak or strong interference regime, where capacity-
achieving strategies may be known.

3) Cooperative noncognitive users: In this setting noncog-
nitive users may assist in delivering data to cognitive
users. For example, a primary encoder may know channel
conditions at a cognitive user in its vicinity. Based on
this, it can transmit at a rate which ensures that the
cognitive user can decode its transmitted message. Then,
classic decode-and-forward, [10], where the source and
the relay cooperatively deliver message to the destination,

can be employed. For the cognitive radio channel, this
was discussed in [37, Sec. IV].

4) Full cooperation and cognition: In this setting all users
are cognitive and cooperative. This is the most general
case in which any node can sense the environment,
cooperate based on the obtained information, and forward
messages. This allows for the maximum benefits possible
via cooperative communications.

In a network with many nodes, it is more likely that the
cognitive users will obtain information about the nodes in
their vicinity. Moreover, it is easier for nodes that are in
the same vicinity to cooperate, since cooperating transmitters
that are close to each other can exchange messages without
transmitting significant power and without creating much
interference to the rest of the network. Once these neighboring
nodes know each other messages, either through cognition or
cooperation, they can jointly transmit these messages using
encoding strategies for multiple-antenna transmitters, with
each antenna associated with a different neighboring node.
Similarly, a group of neighboring receivers can exchange their
estimates of observed signals before decoding, thus mimicking
a multiple-antenna receiver. In effect, the nodes create a
virtual MIMO (multi-input, multi-output) transmitter/receiver.
Indeed, this strategy of virtual MIMO for node clustering
leads to capacity for several scenarios. Specifically, is has been
shown that if the nodes form a cluster with the source and
a destination, DF and CF respectively achieve capacity [57];
cooperation based on CF achieves high gains [58]; and sources
can use dirty paper coding for improved performance [59].
In large networks, hierarchical clustering can achieve a linear
scaling of the total capacity [60], which is significantly better
than scaling under a classic multi-hop strategy [61]. These
approaches can also be adapted to the scenario where cognition
enable users to obtain necessary information for relaying. A
more detailed discussion of connections between cognition and
cooperation can be found in [62]. Clustering in the cognitive
multi-access network has also been evaluated in [63].

While scaling laws offer significant insights into the capac-
ity limits of large networks and the associated transmission
strategies, these results are only applicable to asymptotically
large networks. Transmission strategies for small networks
based on information-theoretic analysis are generally quite
involved and impractical for real networks. However, it is clear
that networks with cognitive users can employ cooperative
strategies and benefit from cooperation. Conversely, some level
of cognition in the network is necessary in order to realize
cooperation. Furthermore, cognition at the nodes can simplify
cooperative strategies because less assistance from source
nodes will be required to deliver necessary information to the
relays, and relays can obtain some of this information through
cognition. Overall, capacity results to date indicate significant
performance gains from cooperation as well as cognition, and
the challenge is to find practical techniques to exploit these
ideas in real systems.

VI. INTERWEAVE COGNITIVE RADIO

The overlay approaches described previously requires a
proiri knowledge of the noncognitive message at the cognitive
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transmitter, which is generally very difficult to obtain in prac-
tice unless the transmitters are in close proximity. Specifically,
when the cognitive and noncognitive transmitters are close to
each other, the SNR of the noncognitive signal at the cognitive
transmitter is higher than that at the noncognitive receiver.
The cognitive transmitter might therefore be able to decode
the noncognitive message in a fraction of the time it takes
the primary receiver to do so. However, whether or not this
is possible will depend on the transmission strategy of the
noncognitive encoder; a higher SNR does not in general allow
faster decoding of the message. After decoding the primary
message, the cognitive transmitter can then exploit the message
and codebook knowledge via techniques described in the
previous section [64]. Clearly the overlay approach requires
many underlying assumptions about the network which are
not true in general scenarios.

In general scenarios, concurrent cognitive and noncognitive
user operation is invariably associated with interference at the
noncognitive receiver, which is not desired. The solution then
is to try to completely avoid this interference by allowing the
cognitive user to transmit only over spectrum gaps that arise
in time and in frequency. This is the central idea behind the
interweave approach, originally outlined in [2].

A. Noncognitive User Detection

We observe that the underlay and overlay cognitive ra-
dio models involve simultaneous noncognitive and cognitive
transmissions. Protection to the noncognitive users can be
guaranteed by limiting some measure of interference caused to
the noncognitive users from cognitive communication. Sensing
for noncognitive users is not necessary and is therefore not
incorporated into the underlying models. However, in order
for an interweave cognitive radio to be able to efficiently
communicate through the spectral holes without causing any
interference to the active noncognitive users, it requires occu-
pancy knowledge of the noncognitive users’ in the different
frequency bands. Accurate sensing of the presence of noncog-
nitive systems over a wide bandwidth is therefore crucial to
interweave cognitive radio operation.

The task of noncognitive user detection is rendered espe-
cially difficult due to signal degradations caused by fading
and shadowing effects. Further, device level non-linearities
and interference from other unlicensed radios result in an
uncertainty in the noise power seen at the cognitive receiver
which imposes additional limitations on sensing. In addition,
due to the dynamic nature of the noncognitive user activity,
spectrum sensing needs to be periodically performed to update
the occupancy information. The plurality of problems encoun-
tered in sensing has attracted a lot of research activity [65]–
[69] (and references therein).

Noncognitive user sensing in practical environments is
usually governed by limits on the probabilities of missed
detection and false alarms, specified together in a receiver
operating characteristic (ROC) constraint. In the absence of
noise uncertainty (uncertainty in the variance of the noise),
detection at low noncognitive SNRs directly translates to
longer observation times at the detector. Analysis of detection

times in scenarios with noise uncertainty reveals that when
the SNR is below a certain threshold, detection may not be
possible, even with infinite sensing times [65]. This threshold
is called the ‘SNR wall’ [65] and noncognitive user detection
at SNRs below this wall is impossible. While the existence of
the SNR wall was initially observed in moment detectors, such
SNR limits are also seen in cyclostationary feature detectors
[66], [70].

One solution to combat fading and noise uncertainty is,
fundamentally, to take a collaborative approach to sensing
[65], [67]–[69], [71]. Multiple cognitive users have to indepen-
dently monitor noncognitive user activity and then exchange
spectrum availability estimates to infer the presence of the
noncognitive users. However, there has been limited research
into designing suitable protocols for information exchange
between the sensing nodes in the dynamic cognitive radio
environment.

B. Cognitive Radio Link Modeling and Capacity

We now overview some of the recent theoretical results
pertaining to the fundamental capacity limits of interweave
cognitive radio systems.

1) Single cognitive user: In this section, we discuss some
capacity limits of an isolated single cognitive link in the pres-
ence of one or more noncognitive users. When the cognitive
transmitter (CT ) and receiver (CR) are physically separated
by a sufficiently large distance, the local noncognitive user
activity at the transmitter and receiver will be different [72],
[73]. In such scenarios, noncognitive user sensing will have
to be performed both at CT and CR. In the absence of any
information exchange between them, there is an uncertainty at
the CT if there is a spectrum hole available near CR and vice
versa. The capacity of the cognitive link can be calculated by
modeling the uncertainty in terms of partial spectral activity
knowledge at the transmitter and receiver. We discuss this
approach and some of the associated results in detail in the
following.

Consider a cognitive transmitter and a cognitive receiver
operating in the presence of noncognitive users (NU) denoted
by A, B and C, as shown in Figure 11(a). For the sake
of simplicity, assume that all the users are operating over
the same frequency band. The dotted regions around the
cognitive transmitter and receiver represent their respective
sensing regions - noncognitive transmissions can only be
detected within these regions. Cognitive transmitter CT can
therefore only sense whether or not noncognitive users A

or B are active, i.e., CT detects spectral holes when both
A and B are inactive. Similarly, the cognitive receiver CR

can only sense whether or not noncognitive users B or C are
active, i.e., CR detects spectral holes when both B and C are
inactive. As a consequence, the spectral holes (communication
opportunities) detected at the cognitive transmitter and receiver
are not identical.

We can describe fundamental characteristics of the under-
lying spectral environment as being dynamic and distributed
[72], [73]. The term ‘distributed’ is used to emphasize that
the noncognitive user activity detected in the vicinity of the
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Fig. 11: The different perspectives on local spectral activity at the cognitive radio transmitter CT and receiver CR are depicted
in 11(a). Nodes marked A, B and C represent the noncognitive users (NU) of the spectrum. The dotted circles represent
the corresponding sensing regions. Figure 11(b) represents the corresponding two switch model where the noncognitive user
occupancy processes are captured in the switch states st and sr. In the scenario considered, we have st = 1 and sr = 0.

cognitive transmitter differs from that detected around the
cognitive receiver. The cognitive transmitter CT does not
automatically have full knowledge of the noncognitive user
activity in the vicinity of the receiver CR. Similarly there is
an uncertainty at the cognitive receiver about the noncognitive
user activity at the transmitter. The larger the separation
between the cognitive transmitter and receiver, the less the
overlap in their respective sensing regions. This leads to a
more distributed spectral environment, and consequently a
higher sensing uncertainty at the transmitter and receiver. The
noncognitive users’ activity is dynamic - over time, different
noncognitive users can become active/inactive in different seg-
ments of the spectrum. Therefore the noncognitive user activity
sensed at the cognitive transmitter and receiver will change
with time. This increases the uncertainty at either end of
the link about the communication opportunities sensed at the
other end. As the noncognitive users become more dynamic,
the spectral activity changes faster and is consequently less
predictable.

The simple conceptual model of Figure 11(a) can be reduced
to the two switch mathematical model shown in Figure 11(b).
The spectrum holes sensed at the cognitive transmitter are
modeled using a two-state switch st ∈ {0, 1}. The transmitter
switch state st = 0, i.e., the transmitter switch is open, when-
ever the cognitive transmitter perceives that a noncognitive
user is active in its sensing region. The transmitter switch state
st = 1 when no noncognitive user is detected at the cognitive
transmitter. Similarly, the receiver switch state sr is equal to 0
or 1 depending on whether or not an active noncognitive user
is detected in the sensing region of the cognitive receiver.

The switch state st is known only to the transmitter
while the switch state sr is known only to the receiver. The
correlation between the transmitter state st and the receiver
state sr is a measure of the distributed nature of the system
- if the transmitter and receiver are far apart, the more

distributed the noncognitive activity and therefore the lower
the correlation. The dynamic nature of the noncognitive user
activity is reflected in the rate at which the switches change
state.

The relationship between the input signal X at the cognitive
transmitter and the signal output Y at the cognitive receiver is
described in Figure 11(b) (an AWGN channel is considered
for the sake of simplicity). Notice that the knowledge of
both the switch states st and sr completely characterizes the
communication channel. However, st is known only to the
cognitive transmitter and sr only to the cognitive receiver,
i.e., the cognitive transmitter and receiver only have partial
channel knowledge. Opportunistic cognitive radio therefore
corresponds to communication with partial side information.

The switch state st (or sr) represents whether or not the
cognitive transmitter (or cognitive receiver) perceives a possi-
ble communication opportunity based on its sensing of local
spectral activity. In practice, local sensing at the transmitter
and receiver is usually not perfect and depend on the ROC of
the spectrum sensor. It should be noted that the two switch
model is also applicable to imperfect sensing scenarios. In
such cases, the probabilities of missed detection and false
alarm can be directly mapped to the probability of the switches
st and sr being in state 0 or 1.

Using information theoretic formulations for memoryless
channels with causal/non-causal partial channel knowledge at
the transmitter and receiver(see [74]), one can characterize the
capacity of the two switch cognitive radio link with causal
and non-causal knowledge of the communication opportunities
at the cognitive transmitter and receiver [72]. For the case
of perfect sensing, inner bounds based on Gaussian inputs
at the cognitive transmitter can be easily constructed. Outer
bounds based on genie information, wherein additional side
information is provided to the cognitive transmitter or receiver,
can also be obtained. As an example, suppose a genie provides
the cognitive transmitter state to the cognitive receiver. Then,
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the capacity with this additional knowledge at the receiver is
higher than that of the original link and consequently serves
as an upper bound. The inner and outer bounds are also
invaluable to characterize the benefits of feeding forward the
transmitter state to the receiver; and feeding back the receiver
state to the transmitter. In an overpopulated system (i.e., high
noncognitive user activity), transmitter side information is
found to be more valuable (i.e., feeding back the spectrum
hole availability at the cognitive receiver to the cognitive
transmitter results in a higher capacity than feeding forward
the cognitive transmitter’s spectrum hole availability to the
cognitive receiver) [74]. However, the opposite is found to
be true in underpopulated systems. An interesting observation
from this study is that when the noncognitive user activity
is moderately dynamic (switch states remain the same for
three or more channel uses), the advantage of receiver side
information is less pronounced.

One can also look at the throughputs achievable in cognitive
radio systems from a queue stability perspective [75], [76].
Consider a certain cognitive user operating in the presence
of a single noncognitive radio. Assume that the noncognitive
user’s packet arrival rate is held fixed to guarantee a certain
average throughput. With given sensing limits at the cognitive
user, the maximum arrival rate of the cognitive packets which
guarantees noncognitive and cognitive queue stability can be
characterized [75]. Similarly, with multiple cognitive users
sharing the channel resource with a single noncognitive radio,
the queue stability region of the cognitive users can be
investigated under a maximum packet delay constraint at the
noncognitive user.

There has also been work exploring soft sensing based
power control at the cognitive transmitter to maximize the
cognitive capacity [77]. Some cognitive radio models imple-
ment the sensing as a binary hypothesis test, i.e., the spectrum
sensor outputs a single bit indicating the presence/absence of
the noncognitive user. Any power adaptation at the cognitive
transmitter depends on the sensing only through this single bit.
There is a loss of information in translating the analog noncog-
nitive signals to a bit decision, and the soft information from
sensing is not made use of. However, considerable throughput
benefits can be obtained from power control exploiting this
soft information [77].

2) Opportunistic Channel Selection: The two switch cog-
nitive radio model hides the details of opportunistic channel
(frequency) selection. The choice of the frequency band(s)
that can be used for communication is dictated by the type of
cognitive transmitter and receiver - narrowband or wideband.
In other words, channel selection depends on the amount of
noncognitive occupancy information available at the cognitive
transmitter and receiver.
• Narrowband Techniques: With a narrowband transmitter

and receiver, the frequency band to be used for transmis-
sion can be predetermined, or dynamically chosen based
on the noncognitive user occupancy. This gives rise to
two different frequency selection techniques:

– Frequency Hopping: In the frequency hopping
scheme, the cognitive transmitter and receiver simul-
taneously hop across multiple frequencies according

to a predetermined hopping sequence. Thus, the cog-
nitive transmitter and receiver are always matched
to the same frequency band. Frequency hopping is a
very simple scheme - it does not exploit the knowl-
edge of the past and present channel availabilities.
This method is not really opportunistic or cognitive,
and causes interference when the hopping signal
lands in a band occupied by other users, which
can significantly degrade their performance. Fre-
quency hopping is the basic premise behind several
commercial and military systems. The interference
caused by frequency hopping is well documented in
the coexistence challenges between Bluetooth and
802.11 b/g/n systems in the 2.4 GHz unlicensed
band.

– Frequency Tracking: In the frequency tracking
scheme, the cognitive transmitter, based on a given
strategy, chooses one (if any) of the free frequency
bands for transmission. The cognitive receiver, based
on past received signals, chooses the best channel to
listen to so that the probability that the transmitter
and receiver are matched to the same channel is
maximized. Notice that frequency tracking is a sig-
nificant departure from the conventional communica-
tion model. Traditionally, the receiver has knowledge
of the frequency band used for transmission and
can wait till the end of transmission to decode
the message. However, in the tracking problem, the
receiver must make real time choices to stay matched
with the transmitter. After each transmission, the re-
ceiver must determine whether each observed symbol
corresponds to a matched scenario (i.e. the cognitive
transmitted symbol is received) or a mismatch (i.e.
received signal is independent of the cognitive trans-
mitted symbol).

• Wideband Technique - Frequency Coding: With a wide-
band cognitive system, the transmitter and receiver can
scan the spectral activity in all the frequency bands
and communicate opportunistically through a codeword
spanning multiple frequency slots that are presumed to be
idle. Unlike the narrowband schemes, such a frequency
coding scheme requires the channel availabilities in all
the different frequency bands before every transmission.
Such wideband techniques pose difficult design chal-
lenges in developing a wideband receiver front end with
good sensitivity.

In highly dynamic noncognitive activity environments, fre-
quency hopping outperforms frequency tracking [72], [73].
On the other hand, when the noncognitive user switches
ON/OFF much slowly, frequency tracking utilizes the memory
in the noncognitive occupancy process and provides higher
throughputs than frequency hopping. This is intuitive since
as the noncognitive users become more dynamic, the cost
of tracking the channel is higher than the benefits of being
matched. Further, the throughput benefits of frequency coding
over frequency hopping are found to be very small [72].
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Degrees of Freedom: The interweave approach mandates
cognitive transmissions without noncognitive interference.
With perfect sensing, since the cognitive users are able to
avoid transmissions with the noncognitive users, the number
of degrees of freedom that can be achieved is equal to one.
The degrees of freedom therefore depends on the fraction of
the time the channel is available for cognitive transmissions
(noncognitive user duty cycle). With imperfect sensing, the
number of degrees of freedom will depend not only on the duty
cycle of the noncognitive users but also on the probabilities
of false alarm and missed detection.

C. Multiple cognitive users

A major issue in a multiple cognitive user environment
is dynamic spectrum access and sharing of the available
spectrum holes, a topic that has generated a lot of research
interest in the recent past [78]–[83]. This problem is similar
to that of multiple access in multichannel wireless networks;
in both these cases multiple independent transmitters need
to access a set of shared channel resources. Many access
protocols for cognitive networks have therefore been derived
from conventional MAC protocols like ALOHA and CSMA.
Cognitive radio operation in practical multiuser environments
is governed by interference tolerance and sensing limits at
the noncognitive and cognitive users. The interference limits
at the noncognitive and cognitive users indicate the amount
of protection needed at each (noncognitive or cognitive) user
from the multiuser interference to maintain a certain rate. In
other words, the interference limit is a measure of how tolerant
the users are to multiuser interference. On the other hand,
the sensing limits (minimum SNR needed for detection) at
the cognitive users reflect the amount of protection that each
cognitive user is individually able to provide to the noncog-
nitive users. Put differently, the sensing limit is a measure of
how aggressively the cognitive users transmit their signals.
In these scenarios, the key is to strike a balance between
the two conflicting goals - minimizing the interference to the
noncognitive users, and maximizing the performance of the
entire system. One of the ways this issue can be handled
is by limiting the number of cognitive users. Therefore, the
natural question that arises is: What is the optimal number of
cognitive users (opportunistic access) relative to the number
of noncognitive users (licensed access) that maximizes the
sum throughput in the system? This is reminiscent of the
familiar debate of licensing versus autonomy, a tradeoff that
is fundamental to many areas of systems and control theory,
and has provoked spirited debate in regulatory bodies about
whether unused spectrum is better allocated to licensed or
unlicensed users. The generality of this tradeoff is evident
through an analogy with traffic control: Too much regulation,
i.e., too few cognitive users (traffic lights at every intersection)
and the system is inefficient due to unoccupied spectral holes.
On the other hand, too much autonomy/opportunistic behavior,
i.e., too many cognitive users, (no traffic lights) and the system
becomes self-disruptive due to collisions between the cognitive
users. It is found that when the noncognitive and cognitive
users have identical packet arrival rates, with perfect sensing

at the cognitive users and zero interference tolerance at each
of the users, the optimal fraction of noncognitive users is equal
to the duty cycle [84].

There has also been some recent research interest focused
on scaling laws in cognitive radio networks, i.e., how the sum
throughput in a random network with multiple noncognitive
and cognitive transmitter-receiver pairs scales with the number
of cognitive users. It is well known from seminal work in
homogeneous non-cooperative adhoc networks [85] that the
total network throughput scales as

√
n, where n is the number

of transmitter-receiver pairs, i.e, the per user capacity scales as
1√
n

. Consider a similar setup in heterogeneous wireless net-
works with multiple independent noncognitive and cognitive
users. To protect the noncognitive users from cognitive user
interference, non-overlapping noncognitive exclusive regions
(PER) are defined, one around every noncognitive transmitter
within which cognitive transmitters are not allowed. Further,
the cognitive transmitter and receiver are constrained to be
located within a certain distance of each other. This model
differs from the adhoc network model of [85] in that only
single hop communication between the cognitive transmitter
receivers is considered. The sum throughput is found to scale
linearly in the number of cognitive links [86]. This result
is shown to hold true regardless of whether the cognitive
transmitters use constant power or scale the power depending
on the distance from the noncognitive transmitters.

VII. SUMMARY AND FUTURE DIRECTIONS

Cognitive radios hold tremendous promise to unlock spec-
tral gridlock through advanced radio designs, powerful encod-
ing and signal processing techniques, and novel coexistence
protocols. There are multiple paradigms associated with cog-
nitive radios, the most common of which are underlay, overlay,
and interweave networks. These paradigms are unified in their
use of cognitive radios to sense their environment and exploit
the network side information obtained from this sensing to
improve spectral efficiency and performance for all users.
The paradigms differ in the nature of the side information
the cognitive radios can obtain, as well as the coexistence
protocols imposed on the cognitive users. In particular, under-
lay networks impose strict constraints on the interference a
cognitive user may cause to other users. Interweave networks
require cognitive users to communicate using spectral holes
in space, time, and frequency that are not occupied by other
users, so ideally they cause no interference. In contrast, overlay
networks seek to exploit interference through sophisticated
coding strategies at the cognitive transmitters that facilitate
communications for other users.

While we have described known capacity results and bounds
for cognitive networks along with their associated encoding
and decoding strategies, we have not included capacity formu-
las for these results. These formulas are generally quite cum-
bersome, consisting of an implicit characterization via multiple
rate equations that typically yield little insight. Instead of
focusing on exact capacity results, we have instead opted
to illuminate the degrees of freedom in cognitive networks
as a metric for their sum capacity. We have seen that in
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a system with two transmitter-receiver pairs and different
assumptions about cognition, the network degrees of freedom
ranges from one to two. Specifically, if only one transmitter,
one receiver, or one transmitter-receiver pair is cognitive, there
is only one degree of freedom. If both transmitters or both
receivers are cognitive, or one transmitter is cognitive and
the receiver of the other transmitter is cognitive, then there
are two degrees of freedom in the network. A surprising
and promising result for large networks is the degrees of
freedom possible via interference alignment. Specifically, in an
interference channel with K users, assuming global knowledge
of the time-varying channel coefficients, the network degrees
of freedom is K/2, i.e. it grows with the number of users.
This growth does not require any side information about user
messages. However, obtaining global channel knowledge at all
nodes may require significant overhead, especially in a highly
dynamic propagation environment.

The side information assumptions in cognitive radio net-
work models are not always practical for typical operating
scenarios. Underlay networks assume that a cognitive trans-
mitter can determine the interference it causes to a receiver
in another location. Given the random and sometimes erratic
characteristics of many wireless channels, it seems unlikely
this side information could be obtained except by exploiting
reciprocity in an overheard transmission. The noncognitive
receiver might also send the signal strength it receives from the
cognitive transmitter via a feedback path. Without knowledge
of the interference strength, the cognitive radio must generally
transmit at a very low power or power per Hertz, which
can significantly hamper its capabilities. For overlay networks
the ability of a cognitive transmitter to learn the message
of a noncognitive transmitter is generally only practical in a
retransmission scenario or when there is cooperation between
the transmitters. Interweave communications requires fast de-
tection and rapid frequency changes or wideband receiver
front ends to determine spectral holes in space, time, and
frequency. Such holes must be common to the transmitter and
receiver, and a protocol established for them to coordinate
on which hole to use. In all cognitive radio systems, sensing
will consume battery power, and the capacity benefits of such
sensing must be weighed against the desire for low-power
devices. Moreover, while technology advances will address
some of the practicality issues, some of these side information
assumptions will never be realizable in certain networks. For
such networks, new capacity results are needed based on more
realistic assumptions about what network side information can
be obtained by cognitive users.

Although cognitive radio ideas have permeated much re-
search throughout this decade, there are still many open
questions as well as new directions to explore. Few works have
investigated protocols for cooperation between and among
cognitive and noncognitive users, especially in networks with
more than a few users. New paradigms for cognitive radio
networks may also be developed that combine notions of
underlay, overlay, and interweave, or come up with com-
pletely new ways to exploit network side information for
capacity gains. Radio advances such as multiple antennas or
multiuser detection may change the characteristics of network

interference, paving the way for new cognitive strategies to
exploit or avoid it. Finally, software radios that can adapt
their waveforms and protocols on the fly may provide new
breakthroughs for cognitive network design.

Research breakthroughs will not be sufficient to enable
widespread use of cognitive networks. Regulatory bodies must
fundamentally change their philosophy of spectrum allocation.
Licensed users must give up the assumed right to sole use
of their spectrum. A cognitive radio may be larger, cost
more money, and consume more power than a noncognitive
one. This confluence of technical, political, and commercial
challenges ensures that cognitive radios will be a hot topic
in research, politics, and commercial development for many
years to come.
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