MIDDLEWARE

PICO: A Middleware
Framework for
Pervasive Computing

The pervasive information community organization is a framework for
creating mission-oriented dynamic communities of autonomous software
entities that perform tasks for users and devices. PICO’s telemedicine
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PERVASIVE computing

ervasive computing can change the way
we use computing devices and broaden
the Internet’s applications enormously.
Several universities and research orga-
nizations have embarked on exciting
new projects in pervasive computing. Mark
Weiser predicted pervasive use of computing
devices and laid the foundation for research work
in this area.! He imagined that
computing hardware and soft-
ware will disappear into the
background and that users will
take them for granted. In the
same vein, we are working on a
community computing concept
where users interface with ser-
vices, and computing hardware
and software is transparent.
The pervasive information community organi-
zation is a middleware framework that enhances
existing Internet-based services.> PICO’s objective
is to meet the demands of time-critical applica-
tions in areas such as telemedicine, the military,
and crisis management that demand automated,
continual, unobtrusive services and proactive real-
time collaborations among devices and software
agents in dynamic, heterogeneous environments.
PICO creates mission-oriented dynamic com-
puting communities that perform tasks for users
and devices. It consists of autonomous software

entities called delegents (or intelligent delegates)
and hardware devices called camileuns (or con-
nected, adaptive, mobile, intelligent, learned, effi-
cient, ubiquitous nodes). PICO’s objective is to
provide “what we want, when we want, where
we want, and how we want” types of services
autonomously and continually. The PICO con-
cept extends the current notion of pervasive com-
puting—namely, that computers are everywhere.
The novelty of this initiative lies in creating com-
munities of delegents that collaborate proactively
to handle dynamic information, provide selective
content delivery, and facilitate application inter-
face. In addition, delegents representing low-
resource devices can carry out tasks remotely.

A case for PICO

Mahadev Satyanarayanan has identified four
new areas of research—effective use of smart
spaces, invisibility, localized scalability, and
masking uneven conditioning.? In PICO, mobile
and static delegents representing camileuns in
communities try to use resources as effectively
as possible. PICO’s layered architecture at-
tempts to mask the heterogeneity among de-
vices and associated software. Service-provi-
sioning communities allow a high degree of
transparency between users and applications
on one hand and the infrastructure on the other.
Randy Katz, in his keynote address at the Per-
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Figure 1. An example telemedicine scenario with the pervasive information community organization (color combinations depict

different program modules).

vasive 2002 conference (www.cs.berkeley.
edu/~randy/Talks/Pervasive2002.pdf),
proposed a layered structure for ser-
vices in pervasive computing, stressing
the importance of network overlays,
intelligence in the network, fluid soft-
ware, and service provisioning. The
PICO framework endeavors to fulfill
the needs of the middle layers.

Currently, the trend is toward inter-
connecting devices and computers based
on the Internet model. However, this
model is lacking in these areas:

e Ability to handle dynamically chang-
ing information

¢ Adaptability to changing environments

e Scalability in terms of the number of
users, computers, and data size

Technological developments in mobile
computing and wireless communications
cannot meet the demands of many criti-
cal applications requiring instant infor-
mation availability. Today, we have the
computing hardware and communica-
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tion bandwidth to provide such services,
but they are not deployed for general use,
even though they have been tested in
research laboratories and restricted envi-
ronments. Current solutions are applica-
tion-specific, device-centric, and poor in
scalability. Our goal with PICO is to real-
ize adaptability to hardware and soft-
ware changes, application requirements,
and the number of users and devices.

The delegents of PICO consist of dif-
ferent types of program modules. The
two wings, roller, and head represent
basic program modules. The roller and
wings signify a delegent’s intra- and inter-
community mobilities, respectively. The
component colors and their combina-
tions depict different program modules
and delegent varieties.

We can demonstrate PICO’s applica-
bility through an example telemedicine
scenario (see Figure 1). Suppose a car acci-
dent victim needs immediate attention by
medical and other personnel who are in
geographically distributed locations.
PICO automatically creates mission-ori-

ented communities of delegents repre-
senting doctors, hospitals, and ambu-
lances. Then, it sets up a framework for
effective collaboration to save the victim.
Devices (camileuns) around the victim,
such as a street camera, a cellular phone,
and pocket PCs exchange sensory data.
Subsequently, the delegents representing
these devices create a community and
contact an ambulance service. Upon ar-
rival, the ambulance community inter-
faces with the hospital and other related
communities to perform the required col-
laborative tasks in real time. Once the vic-
tim is in the care of the ambulatory emer-
gency medical technicians, life-saving
treatment can begin immediately. While
an EMT documents the patient’s medical
abnormalities into an electronic medical
record system, the ambulance community
contacts the nearest and most suitable
hospital and pages the appropriate on-call
medical specialist automatically. The
emergency room staff is alerted to the
patient’s impending arrival and medical
condition. Vital signs are continually up-
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Figure 2. Example camileun and associated delegents.

dated via a continuous feed from the com-
munity around the ambulance’s patient
monitoring equipment—such as an EKG,
pulse oximeter, and ventilator. If more
emergency care is necessary, PICO com-
munities in the hospital and ambulance
(and perhaps the medical specialist’s
home) create a videoconferencing session
to let physicians and specialists visually
assess the patient and direct care through
the EMT.

When the ambulance community is
contacted by a community around the
victim, the network elements activate the
traffic community, which in turn attempts
to provide a smooth and swift passage for
the ambulance. Similarly, when the ambu-
lance community contacts the hospital
community, the patient’s medical record
is automatically preretrieved for use by
the appropriate medical personnel. In Fig-
ure 1, the large community in the center
belongs to a hospital and the smaller com-
munities belong to patients and related
activities. The smaller communities can
seamlessly blend into the larger commu-
nity (both physically and functionally).

PICO’s architecture

Camileuns and delegents are PICO’s
basic building blocks. A delegent repre-
senting a user, application, or camileun
can reside on another camileun. A com-
munity’s delegents can reside on one or
more camileuns. Community operations
involving several delegents and the
camileun resources make up the PICO
architecture.
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Camileuns

A camileun is a device, typically pos-
sessing one or more functionalities—
such as see, hear, adapt, compute, com-
municate, learn, or process information.
We can describe a camileun by three
tuples, C = < Cyy, C;, F>, where Cyq is
the camileun identifier, Cy, is the set of
system characteristics, and F is the set
of functionalities. For example, we
describe a heart monitor camileun by
C(HR) = <#i#t#, C,, F>, where ### is the
identifier, C,, = <operating system,
processor type, memory, I/O type; bat-
tery, wireless transceiver, ...>, and F =
<ECG_monitoring, processing, com-
municating, ... >. Camileuns can be of
different types and complexities—for
example, a temperature sensing device,
an active network node, or a state-of-
the-art workstation. They can commu-
nicate in broadband, wired, wireless, or
optical networks.

Delegents

A delegent works diligently on behalf
of a camileun or user. For example, a
delegent can gather information locally
or remotely to collaborate with other
delegents to form a computing commu-
nity. A delegent is represented by the
tuple D = <Dy, Fg>, where Djq is the
delegent’s identity and Fj is its func-
tional description. Functionally, we can
describe a delegent by a three tuple, Fy
=<M, R, S>, where M is the set of pro-
gram modules, S is the set of rules for
delegent behavior, and L is the delegent’s

goal or mission. For example, a delegent
associated with the streetlamp camileun,
D (streetlamp, camera) can be defined
as Dy = <My, Ry, S;>, where M; =
<image capture, event detector, timer,
...>, Ry = <state transition, migration,
new connection,... >, and §; = <surveil-
lance>. Another delegent, D (street-
lamp, network router) is defined as D,
= <M,, R,, S,>, where M, = <network
processor, buffer, timer, ...>, R, = <state
transition, migration, ...>, and S, =
<packet switching>.

A delegent receives inputs from many
sources such as external events, internal
events, and intentions. A delegent can be
in a dormant, active, or mobile state. A
dormant delegent is activated when cer-
tain events take place in its environment.
A mobile delegent migrates from one
camileun to another. After completing
the designated tasks in the remote
camileun, a delegent returns to the active
state. A delegent may terminate itself
after achieving its goal or mission.

Delegents + camileuns =
chameleons

Delegents represent camileuns in var-
ious communities; this attribute makes
camileuns adapt to different situations
much like real chameleons. The street-
lamp in Figure 2 is an example of a
camileun. The streetlamp is equipped
with a camera, a CPU, a network proces-
sor, RAM, hard disk space, and wireless
transceivers. The streetlamp can func-
tion as a video camera for traffic sur-
veillance and control, an active network
element for IP packet processing and for-
warding, or an information kiosk capa-
ble of exchanging information with
pocket PCs carried by humans and mo-
bile devices in passing vehicles. Typically,
a camileun has a delegent manager re-
sponsible for coordinating with the
camileun hardware as well as creating
and coordinating other delegents. The
DM, represented by D (streetlamp), acti-
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vates three delegents to represent the
streetlamp in three communities:

e Traffic surveillance and control
e Network routing
e Distributed information kiosk

For example, in the telemedicine sce-
nario, the streetlamp is part of the traffic
surveillance and the communication net-
work communities. On sensing the acci-
dent situation, the streetlamp delegent in
the traffic-surveillance community cre-
ates a smooth path for the ambulance.

PICO’s layered structure

PICO is made up of four layers, as
Figure 3 shows. The camileun (physical)
layer consists of the computing and
communication hardware, communi-
cation network, operating system, and
associated drivers. The next layer com-
prises PICO-compliance software for
the delegent-camileun interface that
adapts existing hardware devices to the
PICO environment. This layer also con-
sists of communication APIs and mod-
ules as well as location- and energy-
aware mechanisms. The delegent layer
consists of delegents created for carry-
ing out various tasks and services in
communities. Creating, merging, and
disintegrating communities takes place
at the community layer. A community’s
functionality, mission, interest, and
goals are also defined in the community
layer. All layers except the lowest are
also responsible for providing mobility
services, resource discovery, authenti-
cation, quality of service (QoS), and re-
source management activities such as
network monitoring, congestion con-
trol, and energy saving.

Communities

We can define a community by P =
<DI, GI, Ca>, where DI is the set of
delegents in the community; GI is the set
of community goals or missions; and Ca
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Figure 3. PICO’s layered structure.

is the community characteristics such as
community identity, number of dele-
gents, community coordination man-
ager, and community resources needed.
As an example, we can define the com-
munity for the accident victim in Figure
1 as P = <DI, GI, Ca>. Here, DI =
<D(pocket PC), D(street camera),
D(car), D(palmtop), D(cell phone)>,
where D(x) is a delegent representing
camileun x in this context; GI = <call
emergency service, get help, ...>; and Ca
= <accident victim, 5, D(street camera),
Internet access, telephone access, ...>. A
given camileun can have more than one
delegent. For example, D(car) is the DM
in the car’s computer.

Any sequence of events can lead to the
creation of communities. In Figure 1’
telemedicine scenario, the accident trig-
gers several events: D(pocket PC) detects
unusual activity such as an abrupt
change in beacon frequencies from other
devices; D(streetlamp) detects an image
of a crashed motor vehicle; and D(car)
senses a sudden deceleration and halt.
Each delegent individually recognizes the
occurrence of an extraordinary event.
One or more of these corresponding de-
legents attempt to contact each other,
assess the situation, and form a commu-
nity P, whose current goal is to call emer-
gency services. The delegents in the com-
munity, D(cell phone) or D(streetlamp),
contact an emergency service. The vic-
tim’s community at the top right of Fig-
ure 1 depicts P. If the cell phone is not
functioning or it does not receive
acknowledgment after a certain time

period, the P delegents attempt to get
help via the streetlamp’s connection to
the traffic management network.
Pervasive devices or camileuns (such
as PDAs, cell phones, watches, and com-
puters) communicate with each other
using one or more communication pro-
tocols. One or more delegents can repre-
sent each camileun. Communities of dele-
gents provide the middleware services
between the heterogeneous camileuns.

Research challenges

PICO’s objective is to provide trans-
parent, autonomous, and continual mid-
dleware services despite problems due to
mobility and heterogeneity. PICO faces
several research challenges, however,
some of which we will investigate in the
first phase.

Pervasive information acquisition
and dissemination

Pervasive information acquisition and
processing is an important issue in the
PICO project. Delegents acquire infor-
mation within their community and in
remote communities. D(x) can reside in
camileun y while gathering information
to ensure optimal use of resources.
Methods for acquiring and disseminat-
ing information include

e Creating communities

® Deploying context-aware services

e Facilitating delegent migration

¢ Caching, prefetching, and push-
caching policies

Database systems provide fast and
reliable information storage and re-
trieval, which is crucial in PICO. A data-
base system for dynamic wireless sys-
tems must incorporate mobility in the
database system because positions must
be continuously updated. In wireless
computing environments, frequent posi-
tion updates would impose serious per-
formance and wireless-bandwidth over-

PERVASIVE computing

75



MIDDLEWARE

76

R ecently, pervasive computing has been an active area of research attracting substan-
tial attention by several research groups in universities as well as industries. Here is a

list of URLSs to visit for up-to-date information on these projects:

Aura project at the Carnegie Mellon University:

www-2.cs.cmu.edu/~aura

Oxygen Project at the Massachusetts Institute of Technology:

http://oxygen.lcs.mit.edu

Endeavour Project at the University of Berkeley:

http://endeavour.cs.berkeley.edu
Contextual Computing at Georgia Tech:
www.gvu.gatech.edu/ccg

Sentient Computing at Cambridge University:

www.uk.research.att.com/spirit

Portolano Project at the University of Washington:

http://portolano.cs.washington.edu
PIMA Project at IBM:
www.research.ibm.com/PIMA

head. In the future, we plan to develop
methods for capturing and maintaining
system state on databases that are dis-
tributed among the moving hosts. We
are also investigating dynamic attributes
that represent the position of moving
objects. Delegents collect the system’s
global state and store it in a distributed
database.

Context- and location-aware
computing in wireless mobile
environments

Rapid advances in a range of wireless
access technologies along with an indus-
try-wide IP convergence have set the stage
for context-aware computing. By using
various technologies to infer the user’s
activity state (for example, is the user
walking or driving, at the office, at home,
or in a public environment?), future net-
works can intelligently manage the con-
tent and mode of information delivery.

The user’s location information plays
an important role in defining this con-
text. We are exploring current trends
toward integrated access technologies in
wireless mobile environments and ge-
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neric functions such as location update
and paging, which are an important part
of most location management systems.*
Symbolic location information for such
an abstract location management archi-
tecture is useful for profiling users’ per-
sonal mobility patterns. With this data,
we can build a predictive framework
that supports numerous location-aware
services. Our goal with PICO is to design
a community-computing-based archi-
tecture to provide location support in
real-life applications. This architecture
will be based on the definition of open
interfaces using the industry-standard
Lightweight Directory Access Protocol’
and will provide a flexible way to ex-
change and coordinate location infor-
mation across multiple systems.

Service-provider communities

A PICO service-provider community
has a predetermined mission, and its
delegents carry out prespecified tasks.
This is in contrast to communities cre-
ated dynamically when events occur in
order to achieve a specific goal.

To illustrate this concept, consider the

example of a network service-provider
community P, that consists of delegents
distributed across the network. In the
telemedicine scenario, we must set up a
reliable communication channel between
the victim’s site and the hospital ER to
let doctors interact and direct appropri-
ate care. The hospital community con-
tacts a network service-provider com-
munity such as P,, to establish the reliable
communication channel. P,, is a distrib-
uted service-provider community with
delegents at strategic locations to moni-
tor and manage the network. P, recog-
nizes a critical situation and reorganizes
the network to ensure a secure, reliable
channel for the telemedicine application.

Security mechanisms

Services and information available on
and exchanged between nodes (such as
delegents) are vulnerable to security and
privacy breaches that standard security
approaches are not prepared to deal
with. Mobile code executes on untrusted
hosts and, hence, is subject to corrup-
tion, as are the objects and environments
they manipulate. Existing approaches®
make certain assumptions that might not
hold in the PICO environment causing
major hindrances in effectively using
communication and shared information.
We plan to investigate the applicability
of tools such as security mediators and
virtual firewalls® to secure information
in the PICO environment. Particularly,
we are investigating the development of
static and dynamic communities that can
provide security services.

QoS architecture development
Guaranteeing sustained QoS in dy-
namic situations requires accurate sys-
tem awareness (monitoring) and proac-
tive QoS and resource management.
Integrated- and differentiated-service-
based mechanisms fail to provide guar-
anteed QoS, although the latter are scal-
able. In PICO, delegents and their
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Figure 4. Quality of service adaptation.

communities can adapt to changing QoS
policies swiftly and transparently by
facilitating better QoS management. A
PICO-compliant network with service-
provider communities can ensure guar-
anteed QoS for critical (or high-priority)
communities.

QoS provisioning and resource man-
agement are critical to PICO’s applica-
tions such as telemedicine and crisis
management. Such dynamic situations
demand accurate system awareness
(through constant monitoring) and
proactive management of QoS and
resources. Service-provider communi-
ties are made up of middleware dele-
gents that reside and roam within the
network, possess current knowledge of
network state, and make proactive deci-
sions to ensure QoS provisioning. Re-
source manager delegents discover and
allocate resources. PICO-based mid-
dleware support for QoS and resource
management can be provided with the
help of profiling, monitoring, and dy-
namic adaptation.

QoS profiles include application de-
scription (type and priority, parameters,
and levels), resource description (a set
of participating components, OS, and
communication channels), and adapta-
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tion policies (when and how to adapt to
changing environments). Resource man-
ager, profiler, application, and monitor-
ing delegents collaborate with each
other to build application and resource
profiles. In the telemedicine scenario, for
example, when it is necessary to stream
video from the ambulance to the hospi-
tal, the resource manager delegents
know the transmission requirements
and resource availability, thus saving
precious time. Profiler delegents con-
stantly update application profiles by
continuous communication with appli-
cation delegents. This profiling also
facilitates just-in-time QoS adaptations.
Likewise, monitoring delegents collect
network-related parameters and update
network profiles. As these delegents
reside in communities, they share infor-
mation with other delegents to ensure
QoS enforcement.

For timely QoS adaptations, modified
just-in-time collaboration among the
communities can be established. The
tasks carried out by service-provider
communities are

e Continuous monitoring and profiling
to ensure early prediction and detec-
tion of possible QoS violations

e System diagnosis to identify the causes
of violations and determine possible
actions

e Analysis of different solutions to per-
form QoS management and select the
best options

Figure 4 illustrates an example net-
work that helps describe the QoS man-
agement process. An ongoing service
exists between the Web casting server
and the user’s terminal via network
nodes N1, N2 and N3. This commu-
nication path has a delegent commu-
nity that enforces QoS. Once an acci-
dent takes place, the PICO system must
form communities in the manner we
described earlier for the telemedicine
scenario.

The communities at the ambulance
and hospital need a channel to transmit
a video stream of the accident victim
from the ambulance location. Such a
requirement necessitates just-in-time
availability of a jitter-free, secure, and
reliable communication channel with
adequate bandwidth. The best routing
path for this streaming involves nodes
N1 and N3. The service-provider com-
munity negotiates with the community
responsible for the sports Web cast to
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provide adequate bandwidth for the
emergency transmission’s communica-
tion. Because the application profiles (for
the sports and telemedicine events) con-
tain information about application types
and priorities, a quick decision is made
by delegents at nodes N1 and N3 to real-
locate bandwidth so as to let packets
flow between the ambulance and hospi-
tal. The community responsible for the

Ongoing work

We have made significant progress in
the research and developmental work on
several fronts. For example, we have
developed formal definitions and mod-
els for delegents, delegent-to-delegent
communications, service discovery, and
service-provider communities (http:/cse.
uta.edu/pico@cse). We are extending
these service-provider communities to

Because delegents and their communities are

software entities, they adapt to changing QoS

policies swiftly and transparently to facilitate

just-in-time services.

sports event can use caching, compres-
sion, graceful degradation, and replica-
tion mechanisms to deliver a combina-
tion of up-to date scores, statistics, and
replays (and even cached advertise-
ments) at N4 transparently to the user.
Because delegents and their communi-
ties are software entities, they adapt to
changing QoS policies swiftly and trans-
parently to facilitate just-in-time services.
Because the communication about the
accident victim is critical (defined in the
application profile), the resource-man-
ager delegent interacts proactively with
monitor delegents and searches for an
alternative path to ensure fault tolerance.
Furthermore, the delegents at N4 may
reassign the sports Web cast to another
available path.

QoS adaptations in this scenario are
possible due to the just-in-time commu-
nication, collaboration, and community-
based information sharing among dele-
gents. We plan to measure performance
metrics such as the QoS violation rate,
ratio of QoS violations to resources used,
and average distance from violations.
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develop ambulance, hospital, medical,
physician, and other related records.
Also, we have developed several gener-
alized service-provider communities that
can be used in the telemedicine scenario
and other applications.

Delegents and communities

We have defined special-purpose dele-
gents for carrying out missions such as
communication, service discovery, ECG
monitoring, user profiling, and device
management. Also, we have developed
prototype models to depict general-pur-
pose service-provider communities for
simple applications such as printing.

We have completed the design, imple-
mentation, and evaluation of a commu-
nication framework for delegents in ser-
vice-provider communities. Software
agents communicate using direct or indi-
rect communication. Most multiagent
systems support one of these methods,
resulting in overhead for certain types of
shared documents. In a community, doc-
ument size and type varies depending on
the type of events and community goals,
so it is inefficient to use any one method.

To overcome this problem, we developed
a communication framework that adapts
the best delegent-to-delegent communi-
cation method based on the situation as
well as document size and type in vari-
ous service-provider communities.

Service-provider communities

We are currently developing service-
provider communities for managing
communication networks (traditional
and mobile) to enhance TCP/IP and
mobile IP performances. This research
work assumes the existence of active ele-
ments in the communication network.
Delegents and their communities execute
on active elements to carry out specific
goals and missions.

A service-discovery mechanism that
exploits the community computing con-
cept is also under development. Dele-
gents represent distributed directories,
servers, clients, and services. Communi-
ties of delegents representing servers and
devices that host services and client
applications, respectively, are formed to
provide anytime, anywhere service dis-
covery in mobile and heterogeneous
environments. The community-based
mechanism attempts to provide respon-
sive and effective service discovery that
lets clients specify what to look for rather
than where to look for it.

e could deploy PICO-dri-

ven environments for ap-

plications in almost all

aspects of life, including
military, education, office management,
banking, real estate, entertainment, cri-
sis management, and disaster preven-
tion. For example, in a PICO-enabled
office management environment, a CEO
can set up a meeting by simply specify-
ing the meeting time. The CEO’s dele-
gents will automatically form a commu-
nity with the delegents of all involved
parties to schedule the meeting. The dele-
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gents in the meeting community use the
participants’ calendar information to
resolve conflicts and determine the mode
of participation by different employees.

As far as we know, PICO differs from
any other existing project. We are in the
process developing formalisms for cre-
ating delegents and communities and
their behavior. We have made signifi-
cant progress in developing service-
provider communities, delegent struc-
tures and communications, and service
discovery. This is an ongoing project
with wide implications. We are also
applying the community computing
concept in two new projects in the areas
of manufacturing and pervasively
secure environments. [
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