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Abstract 

An important issue in the design of fu ture  Per-  
sonal Communicat ion Services ( P C S )  networks i s  
the efficient management  of location information.  
T h e  current IS-41 standard P C S  architecture uses 
a centralized database, the Home Location Register 
( H L R ) ,  t o  store service and location information of 
each mobile registered in the PCS network. If the 
H L R  fails, all incoming calls to a mobile f r o m  hosts 
which are not  in the same location area as the mobile 
are lost. Location updates f r o m  mobiles t o  the H L R  
are also lost. Once the H L R  is funct ional  it can 
not  direct calls t o  mobiles immediately as mobiles 
could have changed their location during the H L R ' s  
failure. Fast recovery f r o m  a failure of the H L R  is 
hence important. A link failure in the network could 
partition the network resulting in a loss of location 
updates f r o m  mobiles affected by the failed link. W e  
present a new protocol f o r  fast  recovery of the H L R  
after a H L R  failure or  a n  intermediate link failure. 
The  protocol does not  require use o f  wireless band- 
width during the recovery process, has a bounded re- 
covery period and is simple to implement  making it 
a n  appealing choice i n  the design of future mobile 
networks. W e  analyze the protocol in order to f ind 
a medium between protocol cost and the recovery in- 
terval. 
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1 Introduction 

Cellular communication technology has advanced 
rapidly in the last decade with significant develop- 
ments in the capabilities of mobile networks. The 
third generation networks, called the Personal Com- 
munications Services (PCS) networks, will be capa- 
ble of providing different types of services to a large 
population. A large amount of research activities 
is presently various design problems in PCS net- 
works. In this paper we focus on one of the prob- 
lems, namely the Location Management Problem. 

1.1 The Location Management Problem 

In PCS networks, a location tracking mechanism 
is needed to locate the position of the mobile hosts' 
in order to establish connections. Current meth- 
ods require a mobile to  report its location to  the 
network when necessary [l]. Some of the loca- 
tion management schemes use a time-based update 
strategy. Other schemes require a mobile to  update 
its location only if its present location is at least a 
pre-determined distance away from its location at 
the previous update. The network stores the loca- 
tion of the mobile in location-information-databases 
(LIDS) and this information is retrieved during call 
delivery. When a LID fails calls may have to be 
dropped as the location information of mobiles reg- 
istered in the LID is unavailable. The failure of 
these databases therefore negatively affects the per- 
formance of the network. It is therefore impera- 
tive that the up-time of the databases be very high 
and in case of a failure the recovery period is very 
small. An intermediate link failure partitions the 
network resulting in the loss of location updates 

lWe refer to mobile hosts as mobiles in the rest of the 
paper. 
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from mobiles. Any location management protocol 
must therefore take into account the databases or 
links being in a state of failure at the time of up- 
date. In this paper, we present a new protocol for 
location management in presence of database and 
link failures. We analyze the protocol in terms of 
the average number of calls lost during the time 
of failure of the database and also during the time 
when the database is recovering from failure. 

The rest of the paper is organized as follows. In 
Section 2 we describe the system and failure model. 
In Section 3 we present previous research in the 
area. In Section 4 we describe a inew protocol for 
database recovery from database and intermediate 
link failures. We present an analysis of the protocol 
in Section 5.  We discuss the results in Section 6 and 
conclude the paper in Section 7. 

2 System and Fault Model 

, ,  

Figure 1. PCS Architecture 

Most PCS networks use a cellular architecture for 
bandwidth efficiency [l], [2]. In this architecture, 
each cell has a base station to  which the mobiles of 
the cell communicate through a wireless link. A set 
of base stations is controlled by a Base Station Con- 
troller (BSC). The primary function of a BSC is to 
manage the radio resources of its base stations, by 
performing hand-off and allocating radio channels. 
Each BSC is connected to  a Mobile Switching Cen- 
ter (MSC) through a wired network. A MSC typ- 
ically provides switching functionis and coordinates 
location registration and call delivery. The MSC 
has access to  the location information databases in 
the network, which are used to store location and 
service information for each registered mobile of the 
PCS network. PCS architectures which adopt the 
IS-41 standard [6] (Figure 1) use a two level hier- 
archy of LIDs for location management. These are 
the Home Location Register (HLR) and the Visi- 
tor Location Register (VLR). The HLR is a global 
database in which information about all mobiles 

registered in the PCS network is stored. A VLR 
is a local database usually associated with the MSC 
and stores information about mobiles visiting the 
MSC’s Location Area (LA). 

A single fault model (network link(s) or the HLR) 
is assumed in the paper. The HLR is assumed to 
be fail-stop and have a stable storage which can be 
recovered after a failure (this can be easily achieved 
using a redundant array of disks [3]). The HLR’s 
volatile memory is periodically backed-up to  the 
disk and the HLR logs the transactions on the disk 
between backups [4]. This ensures that we can re- 
trieve the contents of the volatile rnemory of the 
HLR at the time of the HLR’s failure from the con- 
tents of the disk backup and the log. Once a backup 
is done the log is deleted and a fresh logging process 
is initiated. 

2.1 Location Update and Call Delivery 

The Location Update (LU) protocol is used to 
update a mobile’s position in LIDs when the mobile 
moves into a different LA. We describe the operation 
of LU and Call Delivery processes in the context of 
the IS-41 architecture. When a mobile ml moves 
from a LA with MSC MSCl to  another LA with 
MSC MSC2, it sends a LU to  MSC2 (Step 1 in 
Figure 2). MSC2 delivers the LU to the HLR (Step 
2 in Figure 2) and confirms the receipt of the LU 
received from MSC2. The HLR also informs MSCl 
about the relocation of ml. MSCl deletes the mo- 
bile’s entry in V L R l  (Steps 3 and 4 in Figure 2)on 
receiving this message. MSC2 also updates VLR2 
with mis entry. 

Figure 2. Processing a Location Update 

The Call Delivery protocol is used to establish 
a call between two mobiles. When mobile rnl calls 
another mobile m2 it sends a Call Delivery Request 
(CDR) to MSCl (Step 1 in Figure 3) .  MSCl then 
queries the local VLR about for the position of the 
called mobile. If the information is retrieved, the 
MSC establishes a connection (if the mobile can re- 
ceive a call) between the two mobiles. If the infor- 
mation is not present in the VLR, MSCl queries 
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Figure 3. Processing a CDR 

the HLR for the called mobile’s information (Step 
2 in Figure 3). The HLR determines the LA of the 
called mobile and sends a route request message to  
the MSC of the called mobile’s LA (MSC2) (Step 3 
in Figure 3 ) .  MSCz then determines a Temporary 
Location Directory number for m2 (if the called mo- 
bile can receive a call) and transfers the information 
to  the HLR (Step 4 in Figure 3 ) .  The HLR deliv- 
ers this information to  MSCl (Step 5 in Figure 3 ) ,  
and establishes a connection between the mobiles 
(Step 6 in Figure 3 ) .  A similar protocol involving 
the HLR is used when a call originates from a fixed 
host. If a mobile calls a fixed host (a host in a wired 
network) the MSC establishes the connection with 
the fixed host. This operation does not depend on 
the state of the HLR. 

3 Previous Research 

In [5] during the normal operation of the HLR, 
the HLR’s volatile memory is backed up on disk 
periodically. When recovering from a failure the 
HLR recovers the data from the non-volatile backup 
and sends an Unreliable Roamer Data Directive to  
its associated VLRs. The VLRs remove records of 
the mobiles associated with the HLR. Subsequently, 
when a mobile confirms its location by making a call 
or through a LU the HLR reconstructs its database 
in an incremental fashion. [6] also recommends pe- 
riodic location updates from mobiles to  reduce the 
recovery period. During the time the HLR is un- 
able to  determine a mobile’s location all calls to  the 
mobile are lost. An analysis of [5] and [6] is pre- 
sented in [7]. It is shown that  when the system is 
a t  least moderately reliable (period between HLR 
failures > 100 time units) the call origination rate 
and the rate of LA crossing has only a minor ef- 
fect on the system cost provided the frequency of 
the frequency of the periodic update is comparable 
to  the value of the call inter-arrival time. The IS- 
41 standard 61 recovery process has the following 

mobile is sent to  the HLR irrespective of the state 
drawbacks. !i periodic location update from each 

of the HLR, requiring the usage of wireless band- 
width. This problem is magnified if the population 
of mobiles is large. This also results in a power 
drain for the mobiles. To be effective the frequency 
of these periodic updates must be comparable to  the 
frequency of incoming calls. Any reduction in the 
recovery period can only be achieved by increasing 
the frequency of the periodic location update which 
translates to  a greater use of the wireless bandwidth. 
Frequent update messages also increases the load on 
the HLR. 

An aggressive restoration procedure for the HLR 
is proposed in [8]. Once the HLR becomes func- 
tional after a failure, it requests the location infor- 
mation from the VLR’s. To reduce the amount of 
information to  be exchanged, the HLR requests only 
the information about mobiles which have moved 
after its last checkpoint. If the HLR is not check- 
pointed frequently, this approach may require a high 
communication overhead. The clocks of the HLR 
and the VLR also need to  be synchronized. This 
approach is attractive only if very few records of 
information is sent from the VLR’s to  the HLR. 

4 Fast Recovery Protocol 

In this section we present a protocol to  recover 
from HLR failures and intermediate link failures. 
As described in the previous section, when a mobile 
moves into a different LA it updates its location in 
the HLR through a location update message. We 
assume that the mobile can time-stamp (attach a 
serial number) the LUs. When a MSC receives a 
LU from the mobile it attempts to  communicate the 
message to  the HLR. If the MSC does not receive 
an acknowledgment from the HLR (failed HLR or 
link(s)), the MSC times-out and continually sends 
a LU retry (LU,) with a period s (we assume that 
the latency of the wired network is much smaller 
than the retry period). The s value in retrying for 
a mobile should be chosen to  trade-off protocol cost 
and lost incoming calls to  the mobile during the 
recovery period. We discuss the factors which de- 
cide the choice of s in Section 6. Each LU, has the 
same time-stamp as the LU it represents. The LU, 
reaches the HLR once the HLR (link) becomes func- 
tional. If the HLR had failed, then it initiates the 
recovery process using the messages given below. 

Messages sent while recovering from a HLR 
failure. The following messages are sent by the 
HLR to the MSC(s) when it initiates its recovery. In 
the following discussion we use HLRid to  accommo- 
date the possibility of mobiles registered with dif- 
ferent HLRs being present in the same LA. 

0 ALL-FREEZE(HLRid): Broadcast by HLRid 
to  its registered MSCs, when the HLR becomes 
functional after being in a failed state. This 
freezes the entries of the mobiles belonging to  
HLRid in the MSC’s VLR. A frozen entry can- 
not be used until the HLR validates the entry. 
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This message prevents the MSC from routing 
calls to  non-existent mobiles in its LA (when 
the calls arise from mobiles in its own LA). 

0 UN-FREEZE(HLR,d): Broadcast by HLR,d 
to  its registered MSCs at the end of its re- 
covery period (after a HLR failure). This un- 
freezes the frozen entries of mobiles registered 
with HLR,d in the VLR. 

0 DEL(HLR,d,MSC,d,mk): Sent by the HLR 
to MSC,d when the HLR determines that mk 
does not reside in MSC,d's LA. On receiving 
this message the MSC removes the entry of mo- 
bile mk (belonging t o  HLR,d) from the VLR. 
The MSC stops retrying for the mobile. 

0 UPDATE(HLR,d,MSC,d,details of mk): Sent 
by HLR,d to  MSC,d when it determines that 
the mobile resides in the MSC's LA. When this 
message is received the MSC adds mk's entry 
to  the VLR if it is not already there. Other- 
wise the MSC un-freezes the entry in the VLR 
(This happens if the mobile had moved out of 
the LA during the failure of the HLR and then 
returned to the LA during the recovery period 
of the HLR. This entry can now be used for call 
delivery). 

0 UPDATE-FREEZE(HLR,d,MSC,d,details of 
mk): Sent by HLR,d to  MSC,d, when the HLR 
receives a LU, from the MSC. The VLR entry 
for mobile mk is updated with the data in the 
message, but is kept in a frozen state. The 
MSC stops retrying for the mobile. 

When the HLR is in its failed state (off perzod), 
all incoming calls to a registered mobile needing lo- 
cation information from the HLR are lost. If a mo- 
bile moves to  a new LA say LA, during this period, 
then any update sent from MSG, to  the HLR is 
also lost. Recall that we have assumed that the 
HLR has stable storage. The disk therefore can be 
retrieved after the HLR becomes functional. The 
HLR after the off period enters a period of time 
when it rebuilds its database (recovery perzod). The 
HLR determines whether any of its member mobiles 
have moved to a different LA during its off period. 
It then rebuilds itself incrementally with a mobiles' 
new position when it receives the appropriate mes- 
sage from the mobile. We show that this period is 
bounded by a time s (LU, period) after which the 
location of every mobile is known. 

We now describe the behavior of the HLR dur- 
ing its recovery period. We will discuss the number 
of messages sent, the length of the recovery period, 
and the number of incoming calk lost in each of 
these cases, pertaining to  a single mobile mk. Two 
messages are always sent, ALL-FREEZE at the be- 
ginning of the recovery and UN-FREEZE at the end 
of the recovery. An UPDATE-FREEZE is sent to 
the MSCs which retry for mobile 'mk during the re- 
covery period (an UPDATE is not sent here as the 

HLR is unsure about the number of LAs visited by 
the mobile during its failure). In each of the fol- 
lowing cases incoming calls to  the mobile arriving 
during the off and recovery period are lost. 

HLR rlMr End of the 
HLR fails the Recovery Rsovery fw rn 

HLR ,'I Ogpt iod  
b 

MSCD LL' 
" CPDAIE 

LL' MSC 

MSC, 

MSC, 

Figure 4. Working of the protocol in Case 1 

Casel. A L U  (CDR) arrzves f r o m  MSC, at tzme 
tl ( tc)  < s after the off perzod, f r o m  mk (Fzgure 4 )  

0 Explanation: The mobile has moved to a new 
LA (has made a call) during the recovery. 

0 Recovery period for the mobile ( tTec)  is t l  ( t c ) .  

0 UPDATE(MSC,, HLR,d, mk details) sent to 
MSC,. DEL(MSC,HLR,d,m,b) sent to the 
MSCs which have retried for mk during the re- 
covery period and unless the MSC is M S C j .  A 
DEL message is also sent to  the mobile's MSC 
a t  the time of the HLR's failure unless the MSC 
is MSC,. 

0 If any retry message is received after t,,,, a 
DEL message is sent to the MSC unless it is 
MSC,. 

Case2. At t ime  s after the off period LU,(s) 
has(ve) arrived, and n o  L U (CDR) has arrived f r o m  
the mobile (Figure 5)  

Explanation: The mobile had moved to  at least 
one LA(s) during the off-period of the HLR and 
it did not move or make a CDR during the 
recovery period. 

The HLR compares the time-stamps, sends an 
UPDATE to  the MSC with the largest time- 
stamp and multi-casts a DEL message to  the 
other MSCs which have retried for mk. A DEL 
message is sent to the MSC of the LA where the 
mobile resided a t  the time of tlhe HLR failure, 
unless it is the same as the MSC where the 
UPDATE is sent. 
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MSC, 
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Figure 5. Working of the protocol in Case 2 

0 The recovery period lasts for a time s after the 
off-period. 

Case 3. 
regarding m k  during a t ime  s afier the off-period 

The  HLR does not  receive any  message 

Explanation: The mobile did not move to a 
new LA during off-period, nor does it move or 
make a CDR during the recovery period. 

The recovery period ( tTec)  for m k  lasts for a 
time s, which is the maximum time for recov- 
ery. 

A LU, received during the HLR’s recovery is 
logged before sending an UPDATE-FREEZE. If the 
HLR fails again during the recovery period, MSCs 
which have not received the UPDATE-FREEZE 
keep retrying. When the HLR becomes functional 
again, a new recovery process is started taking its 
logs from the previous recovery process into ac- 
count. 

4.1 Recovery from a Link Failure 

If a link between the MSC and the HLR fails2 
we handle it as follows. The HLR now receives a 
LU,. when it is not in its recovery period. The 
HLR recognizes the failure scenario and initiates the 
recovery procedure. We present two approaches to  
recover from a link failure. 

Optimistic approach: If the link failures last for 
a short period, then very few mobiles update more 
than once during the time the link is failed. In this 
case the HLR treats each LU, as a LU and sends 
an UPDATE to the MSC (if the time-stamp of the 
LU is the latest it has received from the mobile). 
This ensures that the recovery period depends only 

’In case of a link failure between the mobile’s BS and the 
MSC a similar approach of retrying the message ensures that 
the LU is delivered at the MSC. 

on the processing time of the messages. The HLR 
could, however, misdirect a call to a wrong MSC if 
any mobile does update more than once during the 
link failure. If the failure time for the link is small 
then the probability of this misdirection is very low. 

Pessimistic approach: If the duration of link 
failures is long, the HLR adopts the same recov- 
ery procedure as it would when recovering from its 
own failure. 

In the case that a link failure occurs during the 
recovery of the HLR (after a HLR failure), and a 
mobile is unable to  update its position, the HLR 
has an incorrect entry for the mobile’s location at 
the end of the recovery period. This is however 
unavoidable as the mobile is disconnected from the 
network. The mobile’s position is recovered when 
the faulty link becomes active again as explained 
previously in this section. 

5 Analysis of the Protocol 

In this section, we present an analysis of the pro- 
tocol we described in the previous section in the 
context of HLR failures. We derive a closed form 
expression for the average cost of HLR failure in 
terms of calls lost per mobile and wasted commu- 
nication (updates lost). The loss of outgoing calls 
from a mobile to another mobile is included in calcu- 
lating the loss of incoming calls to the called mobile. 
Calls from a mobile to a fixed host do not depend 
on the state of the HLR as these calls are delivered 
by the MSC directly to the fixed host through the 
wired network. 

Calls to  
the mobile arrive a t  the HLR as a Poisson process 
with parameter A,. The inter-arrival time between 
successive LU’s is assumed to be exponentially dis- 
tributed with parameter AI. The time of HLR fail- 
ure is assumed to be exponentially distributed with 
parameter A,, and is denoted by a random variable 
R. The mean time to failure (MTTF) of the HLR 
is Tf. The update retry interval is s. CDR’s from 
the mobile (calls made by the mobile) arrive at the 
HLR as a Poisson process with parameter A,. The 
parameters are illustrated in Figure 6. 

We make the following assumptions. 

5.1 Expected Length of Recovery Period 

As described in Section 4 the recovery period is 
upper bounded by s. If the HLR receives a LU or 
CDR from a mobile within a time s then the recov- 
ery period is shorter. We now describe the quan- 
tities used in our analysis. Let R e c  be a random 
variable representing the length of this interval (re- 
covery period). Let the inter-arrival time between 
two CDRs from the mobile be T, and let TZ be the 
inter arrival time between two LUs. T, and Tl are 
exponentially distributed by our initial assumption. 
Let t ,  and tl be the times at which an incoming 
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Figure 6. Illustration of the various parameters 
used in the analysis 

call or a LU arrives after the HLlt becomes func- 
tional. By the memoryless property of the expo- 
nential distribution, t ,  and tl are exponentially dis- 
tributed. The length of the recovery period is given 
by mzn(s, t,, t l ) .  The probability density function 
f Rec being 

(A, + Al)e-(xl+'c)t o 5 t < s 
f R e c ( t )  = e-('c+'l)tb(t - s) t = s 

( 0  otherwise 

where 6() is the Dirac Delta function. The average 
length of the recovery period  ER^^ is 

5.2 Expected Loss of Incoming Calls 

We now derive expressions for the expected loss 
of incoming calls to the mobile. These involve calls 
which arrive during the off period and during the 
recovery period. 

Let X ,  be the random variable (defining the num- 
ber of call arrivals to a mobile. Thle probability that 
k calls arrive for a given off period T is 

( Aa T )  e - P(Xa = klR = 7.) = _____ . I C !  

Consequently 

1" ( Aar)ke--XaT ATe-XrTdr  
P ( X a = k )  = 

k!  

The expected number of calls lost during 
period is 

, x,>o.  - Aa 

A, 
_ -  

the off 

(2) 

Similarly the expected number of incoming calls lost 
during the recovery period is X a E R e c ,  where h!Rec  
is the mean length of the recovery period as shown 
in (1). The expected loss of incoming calls is 

Aa 

A, 
E A  = - + A a E R e c ,  AT > 0 .  (3) 

5.3 Expected Loss of Location Updates 

If a MSC happens to  send a LU during the off 
period, it times-out and repeatedly tries again with 
a period s, until it receives an ack from the HLR. 
This section analyses the average number of updates 
lost during the off period. 

Let Xl be the random variable denoting the num- 
ber of retries lost. If the first LU arrives at the HLR 
at time t after the HLR fails (during the off period), 
then the probability that there are k retries during 
the off period is given by 

P ( X l  = k 1 1st update at time t) 
t + ( k + l ) s  

- A,e-'-'dr 
- l + k s  
- - e - A T t  [ , - X , k s ( l  - e - A v ~ ) J  

Factoring out the time t we have, 

The expected loss of communication during the off 
period noting that on an average3 2 LUs arrive 
during the off period and if for a LU k retries are 
made we loose k + 1 updates is: 

EL = A, > 0 .  (4) ' 
A,(&. + A l ) ( l  - 

5.4 Expected Cost of a HLR failure 

We associate costs of CA,  C L  for the loss of an 
incoming call and LU, respectively. C A  is at cost 

3Using a similar argument as in (2) 
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associated with the &OS of the system, while CL 
is a cost associated with the system management. 
We have placed emphasis on the QoS in this pa- 
per, and hence we associate a higher cost to the 
loss of incoming calls rather than wasted communi- 
cation. We however realize that the cost of wasted 
communication is important in designing a practi- 
cal system, and hence include it in an appropriate 
way in our discussion of the protocol. If Tf is the 
MTTF then Ctot the average cost associated with 
the protocol is given by 

(5) 
CAEA + CLEL 

Tf 
G o t  = 

The cost function does not include the cost of the 
ALL-FREEZE and UN-FREEZE messages. This is 
a fixed cost and does not play any role in deter- 
mining the minimum of the cost function. It is also 
important to note that the protocol does not send 
any more messages for each LU, it receives in the 
recovery period than what it would send for each 
LU it receives in a fully functional state. Hence we 
do not include the cost of protocol messages during 
recovery in calculating the total cost of the proto- 
col. 

6 Discussion 

In our discussion we analyze the cost of the pro- 
tocol in terms of incoming calls and LUs lost with 
respect to a single mobile, with various values of 
A,, A,, A1 and s, and fixed values of A, = 1, C, = 
1, Cl = 0.1. The value of Tf does not play a very 
important factor in deciding the optimal value of s 
as it is just a scaling factor. We fix A, = 1 as A, 
just serves as a time scale. 

Case 1: High A,, High Al. In Figure 7, when A, 
is low, the value of s is critical, and the minimum 
cost is achieved for s KZ 0.1. This is about 10% 
of A,. When A, is comparable to A,, the protocol 
incurs a high cost when s is small. The cost is lower 
for larger values of s, but does not vary much with 
increasing s .  

This behavior can be explained as follows. For 
larger values of A,, A, determines the length of the 
recovery period. At lower values of A,, however the 
value of s plays an important part in deciding how 
long the recovery phase is, and hence a smaller s is 
better. However a very small retry interval increases 
the communication cost. 

Case 2: Low A,, High Al. As seen in Figure 8, 
when A, is high, a large value of s is preferred. This 
is because the recovery period is dominated by A,, 
so the recovery period is almost always lesser than 
s. Hence in this case it is better not to loose Lui s  
during the HLR failure as will be the case when we 
choose a small s. On the other hand when A, is 
very low, the optimal value of s is small. This is 

because the cost associated with a lost call is much 
higher than a wasted update, and as Ac is low the 
chance that the length of the recovery process being 
s is high, and hence higher is the probability of calls 
being lost during recovery. 

Case 3: High A,, Low Al. In this case (Figure 
9), the recovery period is determined by A, and s 
as AI is low. In other words the recovery period can 
be considered to be min(s, t,). As the value of Aa is 
high, irrespective of what the A, is, we use the lowest 
possible value for s ,  taking into account the number 
of LU,’s generated, to  minimize the recovery period. 

Case 4: Low A,, Low Al. The behavior of the 
system (Figure 10) is essentially the same as in the 
previous case. The overall cost is lower due to a low 
A,. The optimal value of s is low, but is larger than 
the value of s shown in the previous case. 

We are able to upper bound the recovery pe- 
riod by s in the worst case and to a much smaller 
value than s when the values of A, and Aa are com- 
parable or AI is high. In the case our initial as- 
sumption of negligible network latency is not true, 
the upper bound of the recovery period is s + 
maximum latency of the network. In future mobile 
networks, one can assume that mobiles registered in 
different HLR’s reside in the same LA. The failure 
of one HLR should not negatively affect the &OS 
provided to the other mobiles. A recovery proto- 
col therefore should minimize the usage of wireless 
bandwidth. The protocol proposed in this paper 
is simple to  implement and does not use any wire- 
less bandwidth while bounding the recovery period 
which makes it a feasible choice in designing future 
mobile networks. 

Figure 7. Cost vs (A,, s )  for high Al and A, 
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Figure 8. Cost vs (A,., s) for high Al and low A, 

Figure 9. Cost vs (Ac, s) for low Al and high A, 

Retry mt-d I“,‘) 

Figure 10. Cost vs (A,,s) for low AI and A, 

We have presented a new protocol to recover from 
database and link failures in mobile networks. The 
protocol is simple and is easy to implement in cur- 
rent networks. The protocol does not require use 
of wireless bandwidth for recovery messages. [6] re- 
quires the mobiles to  inform the HLR of its location 
periodically (irrespective of the state of the HLR) to  
reduce the recovery period after a HLR failure. The 
recovery protocol presented does not send any mes- 
sage when the HLR has not failed. We have shown 
by analysis that the length of the recovery plhase 
is upper bounded by the retry interval s. We have 
presented a methodology to  analyze the system, and 
have shown the values of s which minimize the cost 
in different scenarios which could exist in the sys- 
tem. The centralized LID architecture assumed in 
the paper is not essential for the protocol to  work. 
The protocol presented can be easily extended to  ac- 
commodate distributed LID architectures. An opti- 
mal recovery protocol for multiple database failures 
in a distributed architecture, and protocols to deal 
with multiple types of failures are open problems. 
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