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ABSTRACT
The problem of wireless spectrum sharing is investi-
gated using a multi-server queueing system that mod-
els a group of channels and a multiplexed arrival pro-
cess formed by a primary and secondary group of
users. Motivated by under-utilized capacity in RF
spectrum owned by the primary group, this work ex-
amines the impact of secondary user access patterns
on blocking probabilities and achievable improvement
in spectrum utilization with statistical multiplexing.
The analytical framework presented allows estimation
of the blocking for any renewal process characteriza-
tion of secondary access times. In this work, Gamma
distributed inter-access times are chosen to examine
the impact of their index of dispersion (IDI) on the ex-
cess blocking probabilities of the Poisson distributed
primary group. It is shown that by reducing the IDI
value to be below unity, one can increase the sec-
ondary system utilization in the shared spectrum with
minimal impact on the primary system. Combined
with an increase in the number of excess channels
available for secondary use, a feasible spectrum shar-
ing paradigm can be proposed by shaping the access
patterns of secondary systems.

1 Introduction

Low utilization of licensed radio frequency (RF) spec-
trum and an increased demand in the unlicensed bands
has resulted in proposals for allowing secondary users
access to frequency bands under the ownership of a
group referred here as the primary system. The fre-
quency chart produced by US Department of Com-
merce shows that all of the electromagnetic spectrum
is allocated, but recent measurements [1] indicate that
most of these allocations are utilized in low duty cy-
cles. Spectrum usage is expected to vary significantly
in time, geographic location and frequency. Even in
the areas of intense activity, studies have shown [2],

that just 35% of the spectrum below 2.4 GHz is used.
In recent years, with the development of a large num-
ber of wireless data applications, the 2.4 GHz and 5
GHz unlicensed bands have grown to be congested
and devoid of any interference protection. To over-
come these problems, the Federal Communications
Commission (FCC) is considering allocation of some
of the television bands [3] to secondary users, con-
strained on a minimum interference basis for primary
users operating on the shared bands. Berger [4] iden-
tifies two fundamental approaches to this problem.
One based on leveraging capacity through physical
layer access methods such as wide and ultra wide-
band spread spectrum and the other based on cogni-
tive radios and mesh networks. In the latter approach,
software defined radios are expected to identify us-
able spectrum in real-time and distribute the demand
across multiple frequencies while leveraging trans-
mission diversity in waveform shapes, space and time
[5, 2]. In reality, both physical layer and medium ac-
cess layer will have to be coordinated to ensure that
spectrum required to meet the demands of both pri-
mary and secondary user groups is available in both
time and frequency dimensions.

In recent work, rule based approaches have been
proposed for secondary users accessing the spectrum.
Conditioned on the knowledge of the spectrum usage
of primary users, Zheng and Cao [6] propose a set
of rules for collaborative, conflict-free and contention
based sharing that can lead to an equilibrium state of
spectrum usage for all users in the system. Here the
number of available channels, number of spectrum
users and their relative location influence the perfor-
mance of the algorithm. The rules are similar to the
channel borrowing schemes that were proposed ear-
lier for dynamic channel assignment in cellular net-
works [7, 8]. The design of secondary access pro-
tocols generally rely on complete knowledge of the
primary group channel usage and channel availability



in time. These features being typically random, the
statistical characterization of the usage variables is an
important ingredient in the design of spectrum sharing
protocols.

In this work, we present approaches for deter-
mining feasibility of admitting secondary users into
the spectrum space conditioned on the number of ex-
cess channels available and as a function of the access
patterns of the primary and secondary group. In this
context, we examine the impact of controlling the ar-
rival patterns of secondary users on the excess block-
ing experienced by the primary group with channel
sharing. The design of cognitive radios is predicated
on real-time estimation of channel availability condi-
tions and adaptation of the access parameters in mul-
tiple dimensions such as time, frequency bandwidth,
power and modulation schemes. Here we focus on the
admission control problem by considering the impact
of the first and second moments of the inter-access
times of secondary users. The blocking performance
of primary systems is examined as a function of the
index of dispersion of the inter-access times (IDI) of
secondary users. The IDI is defined as the ratio of
variance to the square of the expected value of the
inter-access times. This traffic metric is also practi-
cal in that it can be readily estimated from measure-
ments of the access times. Having identified the range
of IDI values optimal for a given channel availability
and primary system load, cognitive radios may also
adapt their access patterns to the spectrum so that IDI
values required to minimize performance degradation
of primary users are achieved.

This paper extends our previous work [9] which
addressed the problem of multiplexing Poisson dis-
tributed primary and secondary sources. It was shown
that Poisson distributed secondary sources render lim-
ited flexibility in controlling the increase in blocking
of primary sources even at low values of system uti-
lization. To ensure that primary sources experience
better performance than secondary users, the primary
sources have to be restricted to a finite population
group. Under this constraint, the parametric range
of secondary system utilization that will bound the
blocking probabilities can be obtained. In this work
we impose additional constraints on the dispersion
of the secondary access times and examine the spec-
trum sharing performance. The multi-server queueing
model of a channel bank that admits primary and sec-
ondary access is described in Section 2. The charac-
terization of the multiplexed Poisson distributed pri-

mary sources and a general secondary arrival stream
modeled as a renewal process is given in Section 3.
The results of primary system blocking as a function
of system loads, number of excess channels and index
of dispersion of Gamma distributed secondary users
are given in Section 4. Section 5 concludes the paper.

2 Multi-server Queueing Model for Spec-
trum Sharing

Consider a wireless system characterized by Kc chan-
nels that admits two groups of users referred here as
primary and secondary groups. The primary group
is assumed to access the system as a Poisson pro-
cess with an arrival rate λp. These sources occupy
Mp ≤ Kc channels on arrival and release all Mp

channels simultaneously. The channels are held for
an exponentially distributed holding time with mean
value of µ−1

p seconds. The primary system utilization

ρp = λp

µp
. Assuming each channel has a fixed trans-

mission bandwidth, the incorporation of the parameter
Mp in the model allows use or reservation of a bank of
channels by the primary group. The secondary users
admitted to make opportunistic use of the available
channels are restricted to the use of a single channel
per access time. The system has no waiting room and
blocks primary users when less than Mp channels are
available. The secondary users are blocked when all
Kc channels are occupied.

In the aforementioned framework, excess avail-
able bandwidth Ne is realized for cases where
Ne = Kc − NpMp > 0 with Np = �Kc/Mp�.
It is these Ne excess channels that can become ran-
domly available for use by secondary systems. Chan-
nels are not marked or ordered in any way. This allows
the primary group to access in a non-contiguous man-
ner, any of the Mp available channels. The secondary
user inter-access times are assumed to be character-
ized by a general renewal process specified by a prob-
ability density function as(t) and a mean arrival rate
λs. The channel holding times for secondary users
are assumed to be exponentially distributed, as with
the primary system, but with a different service rate
denoted µs. The offered load from secondary sources
is ρs = λs

µs
. The queueing system considered is a

variant of the classical G/M/Kc/0 [10] blocked calls
cleared model with G, the arrival process correspond-
ing to a superposition of a Poisson and a renewal pro-
cess. The system state of interest is the number of
channels occupied and the distribution of busy chan-
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nels between primary and secondary sources.

The state dynamics are determined using a
discrete-time Markov chain embedded at the arrival
instants of the sources. Due to the renewal property of
the arrival process, the system state as observed by
the nth arrival completely determines the transition
probabilities to the state observed by the (n + 1)th

arrival. The state of the system observed by the nth

arrival to the system is represented using the vari-
able η = (ip Mp + is), ip = 0, 1, ..Np, is =
0, 1, ...Kc where ip and is represent the number of
primary and secondary sources occupying the chan-
nels respectively. The system state observed by the
(n + 1)th arrival is represented by ν = (jp Mp +
js) jp = 0, 1, ..Np, js = 0, 1, ...Kc. Assuming time-
homogeneous arrival processes, the one step Markov
transition probabilities p(ip, is; jp, js) based on pri-
mary and secondary source occupancies are derived
first. From these probabilities, the transition proba-
bilities for aggregate channel occupancy denoted as
pην , η = 0, ..Kc, ν = 0, ...Kc will also be deter-
mined.

Let Ap = λp

λp+λs
and As = λs

λp+λs
repre-

sent the probability that an arrival is of primary or
secondary type respectively. Define the function
Pc(xp, cp;xs, cs) to represent the probabilities of xp

primary service completions conditional on cp pri-
mary servers occupied and xs secondary service com-
pletions conditional on cs secondary servers occupied.
The state η = ipMp + is is generated by combina-
tions of (ip, is), ip = 0, �η/Mp�, is = η − ipMp.
Let path[ip, is|η] represent the probability of reach-
ing the state (ip, is), conditional on η = ipMp + is.
Due to the Markovian property being satisfied at the
arrival instants, one can choose any computationally
tractable path to state η. Here, the shortest path,
that is, one where no departures have occurred and
starting from state of zero occupancy will be con-
sidered. There are Ns = (ip+is)!

ip! is!
sequential access

patterns that lead to a state with ip primary and is
secondary sources, starting from the zero state. The
probability of occurrence of each sequence is deter-
mined by the n = (ip + is)-fold product of the one-
step transition probabilities given by p(0, 0; ip1 , is1)×
p(ip1 , is1 ; ip2 , is2)× ....×p(ipn−1, isn−1 ; ip, is), where
the arguments ipj = ipj−1 + 1, isj = isj−1 if the
jth arrival in the sequence is a primary source or
ipj = ipj−1 , isj = isj−1 + 1 if the jth arrival in the se-
quence is a secondary source. Denote this product re-
lation as pathseq[ls|(ip, is; η)], ls = 1, 2...Ns. Then

the total probability of reaching state η under the cho-
sen path constraint is given by,

totalpath[η] =
�η/Mp�∑
ip=0

path[ip, η − Mpip|η] (1)

with the conditional path probabilities,

path[ip, is|η] =
∑Ns

ls=1 pathseq[ls|(ip, is; η)]
totalpath[η]

(2)

Note that the calculation of the path proba-
bilities for (ip, is) involves transition probabilities
with arguments ipj < ip and isj < is allow-
ing a recursive algorithm to be constructed starting
from (ip, is) : (0, 0). Given the conditional path
probabilities, the transition probabilities from state
(ip, is)|η to state (jp, js)|ν can be determined. De-
note by pp(ip, is; jp, js) and ps(ip, is; jp, js) the tran-
sition probabilities conditional on a primary and sec-
ondary arrival respectively. To accomodate the effects
of blocking of primary and secondary sources which
can take place for different values of state η, consider
the binary variables ipblk

, isblk
. For the non-blocking

case, where η ≤ Kc − Mp, ipblk
= 0, isblk

= 0.
For the states when the primary source is blocked, i,e.
Kc − Mp < η < Kc, ipblk

= 1, isblk
= 0, and finally

for the state η = Kc when both primary and secondary
sources are blocked, ipblk

= 1, isblk
= 1. This leads

to the following representation for the transition prob-
abilities for ip = 0, ..�η/Mp�, is = η − (ipMp).

On arrival of a primary source and jp = 0, ..ip +
1 − ipblk

, js = ν − (jpMp), the conditional probabil-
ity pp(ip, is; jp, js) = Pc(jp − (ip + 1 − ipblk

), ip +
1− ipblk

; js − is, is). On arrival of a secondary source
and jp = 0, ..ip, js = ν + 1 − isblk

− (jpMp), the
conditional probability ps(ip, is; jp, js) = Pc(jp −
ip, ip; js − (is + 1− isblk

), is + 1 − isblk
) From these

probabilities, the transition probabilities,

p(ip, is; jp, js) = path[ip, is|η] ∗ [App
p(ip, is; jp, js)

+ Asp
s(ip, is; jp, js)] (3)

From Eq. (3) the transition probabilities for
aggregate number of busy channels are obtained for
ν = 0, ..Kc,

pην =
�η/Mp�∑
ip=0

jpmax∑
jp=0

p(ip, η − ipMp; jp, ν − jpMp)

(4)
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for jpmax = [min(�ν/Mp�), ip + 1 − ipblk
] The tran-

sition probabilities will allow the computation of the
steady-state probability distribution of the channel oc-
cupancy, from which the blocking performance can be
derived.

The computational approach presented above
will be briefly illustrated with an example consider-
ing, Kc = 3,Mp = 2. For the case when η = 0,
there is one combination of (ip, is) : (0, 0) with
path[0, 0|0] = 1.0 Application of Eq. 3 leads to,

p(0, 0, 0, 0) = ApPc(1, 1; 0, 0) + AsPc(0, 0; 1, 1)
p(0, 0, 1, 0) = ApPc(0, 1; 0, 0)
p(0, 0, 0, 1) = AsPc(0, 0; 0, 1)

and applying Eq. (4), p00 = p(0, 0, 0, 0), p01 =
p(0, 0, 0, 1), p02 = p(0, 0, 1, 0) , p03 = 0. Next,
for η = 1, there is only one sequence (ip, is) :
(0, 1) consisting of one secondary source. Therefore
path[0, 1|1] = 1.0 and the transition probabilities,

p(0, 1, 0, 0) = ApPc(1, 1; 1, 1) + AsPc(0, 0; 2, 2)
p(0, 1, 0, 1) = ApPc(1, 1; 0, 1) + AsPc(0, 0; 1, 2)
p(0, 1, 1, 0) = ApPc(0, 1; 1, 1)
p(0, 1, 0, 2) = AsPc(0, 0; 0, 2)
p(0, 1, 1, 1) = ApPc(0, 1; 0, 1)

from which p10 = p(0, 1; 0, 0), p11 =
p(0, 1; 0, 1), p12 = p(0, 1, 1, 0) + p(0, 1; 0, 2), p13 =
p(0, 1; 1, 1). For state η = 2, there are two
combinations (ip, is) : (0, 2), (1, 0) each
consisting of one possible sequence such
that, path[0, 2|2] = p(0,0,0,1)∗p(0,1,0,2)

totalpath[2] and

path[1, 0|2] = p(0,0,1,0)
totalpath[2] where totalpath[2] =

p(0, 0, 0, 1) ∗ p(0, 1, 0, 2) + p(0, 0, 1, 0). The cal-
culation of the transition probabilities from state
η = 2 then proceeds as in the previous states.
For state η = 3, there are two combinations,
(ip, is) : (1, 1), (0, 3) each having path probabilities,

path[1, 1|3] = p(0,0,1,0)∗p(1,0,1,1)+p(0,0,0,1)∗p(0,1,1,1)
totalpath[3] ,

path[0, 3|3] = p(0,0,0,1)∗p(0,1,0,2)∗p(0,2,0,3)
totalpath[3] with

totalpath[3] = p(0, 0, 1, 0) ∗ p(1, 0, 1, 1) +
p(0, 0, 0, 1)∗p(0, 1, 1, 1)+p(0, 0, 0, 1)∗p(0, 1, 0, 2)∗
p(0, 2, 0, 3).

The service completion probabilities are gov-
erned by the service rate attributed to each type of
user and the distribution of inter-access times gener-
ated by the superposition of the Poisson process and
the renewal process as(t) of the secondary users. A

general technique for computing the multiplexed ar-
rival process is given in the next section. Denoting the
probability density function (pdf) of the inter-access
times of the multiplexed process as am(t), the service
completion probabilities can be determined consider-
ing that the number of completions in a given interval
will be Poisson distributed with the rates µp and µs for
the primary and secondary groups respectively. Since
the primary and secondary source servers are indepen-
dent,

Pc(xp, cp;xs, cs) =
cp!

(cp − xp)!xp!
Pcp(xp, cp) ×

cs!
(cs − xs)!xs!

Pcs(xs, cs) (5)

where

Pcp(xp, cp) =
∫ ∞

0
am(t)

(cpµpt)
xp

xp!
e−cpµptdt

Pcs(xs, cs) =
∫ ∞

0
am(t)

(csµst)
xs

xs!
e−csµstdt

Eq. (5) can be exactly determined for both Poisson
and Gamma distributed secondary source inter-access
times.

3 Model for Multiplexed Primary and Sec-
ondary Sources

This section provides a general derivation for com-
puting the distribution of inter-arrival times gener-
ated by multiplexing Poisson processes with arrival
rate λp and a renewal process with pdf as(t). De-
note the complementary cumulative distribution func-
tion as Ac

s(t). The approach follows that presented
by Akimaru et al.[11]. The exponentially distributed
inter-access times of the primary user is denoted Tp,
whereas that of the secondary user is denoted as Ts.
The forward recurrence times of the renewal process
given by as(t) are represented by Tsr . Let τp and
τs represent the inter-access times in the multiplexed
process as observed by a primary and secondary ar-
rival respectively. Then τp = min(Tp, Tsr) and τs =
min(Tp, Ts). From these transformations, the cumu-
lative distribution functions (cdfs) for Tp and Ts are
given as,

Fp(t) = 1 − e−λptAc
sr(t) (6)

Fs(t) = 1 − e−λptAc
s(t) (7)
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The cdf and pdf of the multiplexed arrival process are
then given by weighting each distribution by the ar-
rival probabilities, Ap, As.

Am(t) = ApFp(t) + AsFs(t)
am(t) = ApF

′
p(t) + AsF

′
s(t) (8)

The forward recurrence times are distributed with pdf
asr(t) = Ac

s(t)
E[Ts]

where E[Ts] is the average inter-
access time of the secondary arrival process, given by
1/λs. Making the substitutions in Eqs. (6) and (7)
so that the result for am(t) can be derived using the
specified as(t) and Ac

s(t) and substituting

F ′
p(t) = e−λpt

[
λpλs

∫ ∞

t
Ac

s(τ)dτ + λsA
c
s(t)

]
(9)

F ′
s(t) = e−λpt [λpA

c
s(t) + as(t)] (10)

for am(t) in Eq. 8 yields the required pdf that allows
computation of the service completion probabilities
given in. Eq. 5.

4 Primary System Blocking Performance

The blocking performance of primary users when sec-
ondary sources are allowed to share excess channels
is examined in this section. The analysis here consid-
ers Gamma distributed inter-arrival times for the sec-
ondary sources. The Gamma distribution is specified

as as(t) = (λst)n−1

(n−1)! λse
−λst with average inter-arrival

time λs
−1 = n

λ and a variance of n
λ2

s
. The index of

dispersion (IDI) of this renewal process is therefore
1/n. Note that by considering n = 1 the analysis also
includes the effect of a Poisson distributed secondary
source. By considering values of n > 1 one can allow
the secondary process to access the channel pool with
indices of dispersion less than one. This effect is seen
to significantly reduce the performance impact on the
primary group blocking.

In the absence of secondary users sharing the
channels, the blocking probability of primary sys-
tem approaches the Erlang-B blocking given by the
M/M/Np loss system [10]. This will serve as the ref-
erence blocking level and is denoted as P o

blk. Note
that since all Kc channels are not utilized in this sys-
tem the system utilization will generally be less than
the offered load ρp. The objective of allowing sec-
ondary access is to improve this underutilized spec-
trum. When the IDI of the secondary users is con-
trolled to be below unity, the superposition process re-
sults in a structure for which the probability of small

inter-arrival times is reduced and probability of larger
inter-arrival times is increased. An example is shown
in Fig. 1.

This feature will reduce collisions with the pri-
mary arrivals and increase the overall utilization of
the spectrum. The excess blocking of primary source
Pe = P p

blk−P o
blk due to the secondary users accessing

the system will be used to understand the influence of
secondary group access parameters. Fig. 2 compares
the excess blocking probability of primary users for
Poisson distributed secondary users as a function of
ρp and ρs. The different surfaces represent the results
for increasing Ne = 1, 2, 4, 8. The blocking probabil-
ity increases exponentially from the reference value
for a given Ne as ρs is increased. With increase in Ne

both the reference and the excess blocking level can
be decreased.

Fig. 3 and Figure. 4 compare the excess block-
ing probability Pe of primary users for Gamma dis-
tributed secondary users as a function of ρp, ρs for
cases n = 2 and n = 10 resulting in IDI values of
0.5 and 0.1 respectively. An observation of the rate at
which excess blocking probability increases with in-
crease in ρs shows important differences between the
Poisson and Gamma distributed cases. When the IDI
reduces below unity value, a sub-exponential trend is
evident in the rate of increase in Figs. 3 and 4. For
Ne = 1, the excess blocking probability of primary
group tends to be zero until ρs > 0.2 in Fig. 3 and
until ρs > 0.3 in Fig. 4. With increase in Ne = 2,
the range of admittable ρs is extended to 0.6 and 0.8
in the cases of IDI equal to 0.5 and 0.1 respectively.
This is in contrast to the Poisson distributed case of
Fig. 2 where the excess blocking increases almost im-
mediately as ρs increases from zero. The influence
of IDI in improving the blocking performance of pri-
mary with increasing ρs is demonstrated in Fig. 5.
With Ne = 2 excess channels, the blocking proba-
bility of primary with secondary source admission is
very close to Po

blk until ρs = 0.6 for IDI = 0.5 and
ρs = 0.8 for IDI = 0.1. Fig. 6 compares the increase in
spectrum utilization ρ = 1 − Π[0] of the system as
the primary and secondary load ρp and ρs is increased.
The reference surface depicts the system utilization in
the absence of secondary sources.

5 Conclusions

The problem of sharing spectrum between a primary
and secondary group of sources has been analyzed us-
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ing a multi-server queueing model for the available
channel pool. The effect of changing the access pat-
terns of secondary sources on blocking performance
of primary group is examined. An analytical frame-
work is presented that will allow the blocking proba-
bilities to be computationally estimated given the re-
newal process characterization of the secondary ac-
cess times. It is shown that a sub-exponential rate of
increase in the excess blocking experienced by the pri-
mary group can be achieved as a function of increased
offered load by considering indices of dispersion of
the secondary source arrival process that are less than
unity. This feature combined with an increase in num-
ber of excess channels available for secondary use can
render feasible operating regimes for the co-existence
of primary and secondary sources in the shared spec-
trum. By controlling the dispersion, the overall spec-
trum utilization is also found to be significantly im-
proved.
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Figure 1. Inter-arrival time pdf for multiplexed
Poisson-Poisson and Poisson-Gamma cases.
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Figure 2. Pe of primary with Poisson distributed sec-
ondary for Kc = 18 and Ne = 1,2,4,8
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Figure 3. Pe of primary with Gamma distributed sec-
ondary for Ne = 1,2,4,8 and IDI = 0.5
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Figure 4. Pe of primary with Gamma distributed sec-
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