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Abstract— Service composition allows future multimedia management that are especially important for multimedia
services to be automatlcall),/ composed from atomic service gpplications. On the other hand, existing QoS solutions
components based on user’s dynamic service reqUIrements.(e_g_' [5], [4]’ [18], [7]’ [6]) are not readily applicable

Previous work falls short for distributed multimedia service t . iti d to it licati ifi
composition in terms of scalability, flexibility and quality- © S€rvice composition due to 1ts applicaion-specinc

of-service (Q0S) management. In this paper, we present a Service requirements (e.g., service function requirements,
fully decentralized service composition framework, called inter-service dependency constraints). Third, previous
SpiderNet, to address the challenges. SpiderNet provides work only supports linear composition topology and

statistical multi-constrained QoS assurances and load bal- iy composition order, which greatly limits the appli-
ancing for service composition. SpiderNet supports directed bilit d effici ]’c . iti

acyclic _g_raph composition topologies and exchangeable . Ily_ and efliciency ol service compaosi |0n..
composition orders. We have implemented a prototype of  In this paper, we present a QoS-aware service compo-

SpiderNet and conducted experiments on both wide-area sition framework called SpiderNet to address the above
networks and simulation testbed. Our experimental results  challenges. SpiderNet provides a noleunded compo-
show the feasibility and efficiency of the SpiderNet service sition probing(BCP) scheme to achieve QoS-aware ser-
composition framework. . oL . .
_ 3 _ vice composition in a scalable and efficient fashion. The
Index Terms—Service Composition, Service Overlay basic idea of BCP is to intelligently examine a small sub-

Network, Middleware, Quality-of-Service set of good candidate compositions according to user’s
service requirements and current system conditions. The
I. INTRODUCTION BCP scheme executes a hop-by-hop distributed compo-

. o i . _sition protocol to achieve three goals. First, it discov-
Emerging advanced distributed multimedia servicegyg ayajlable service components that match the user’s
such as voice-over-IP conferencing [9] and ubiquitoUgsyice function requirements (e.g., transcoding, image
multimedia streaming, demands a scalable, robust, agidhjing, caption embedding). Second, it checks statisti-
adaptive multimedia service infrastructure. The convegy QoS condition (e.g., mean service time), resource
tional client-server system model has become inadequgi@jlapility, and inter-service dependency/commutative
for next-generation multimedia service provisioning dugs|ations to select qualified service components. Third,
to its poor scalability, customizability, manageability, ang} cojlects statistical QoS and resource state information
reliability. Thus, we propose aompositionalapproach  from selected candidate service components. Finally, the
to multimedia service provisioning, which can dynamipest service composition is selected based on the probing
cally create multimedia services using distributed servi¢ggits  user’s QoS/resource requirements, and global
components. To support efficient service compositiofy g balancing objective function.
we propose a service overlay network model where The spiderNet service composition approach has three
thousands of media servers and proxies are conneciflq e features. First, it provides multi-constrained sta-
into an application-level overlay network. tistical QoS assurances [12] for the composed distributed
Recently, several research projects (e.g., [13], [14hyltimedia services. Second, SpiderNet achieves good
[20], [3]) have addressed the service composition proRsaq halancing in the SON to improve overall resource
lem. However, existing solutions present three majQfijlization. Third, SpiderNet supports directed acyclic
limitations. First, they all adopt a centralized approac&raph (DAG) composition topologies and exchangeable
to service composition, which has scalability "mitationcomposition orders. Thus, the composed services can
Second, they lack systematic quality-of-service (Q0$}e more efficient with parallel execution of service

, . _ functions instead of strict pipelined chaining of service
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Fig. 1. SpiderNet system architecture.
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large-scale simulation testbed and wide-area netwark
testbed PlanetLab [1]. The experimental results show that

SpiderNet can achieve near-optimal QoS-aware service (CT [ P%) statistical requirement fag;
composition performance with low overhead. M., mean value of,

The rest of the paper is organized as follows. In Seg- Mo mean value of bw
tion Il, we present the SpiderNet system model. In Sec- bw __avallable bandwidth
. . . . (Cow, Pow) statistical bandwidth requirement
tion Ill, we present the distributed service compositiop y2 probing message
design in.detail. In Section IV, we present e>_<periment=1i Cr Py Statistical requirement af,
results. Finally, the paper concludes in Section V.

TABLE |
NOTATIONS.

II. SYSTEM MODEL

In this section, we first introduce the SpiderNet
three-tier system model illustrated by Figure 1. Then,

we formally define the QoS-aware service compositi%present the cardinalities of the s&t DR, and PR,
problem. We summarize the notations in Table | for Iat%spectively.

references. We use Qtarget = [(Co,Ph), ... (Cim, PIn)] to
define the user’s statistical QoS requirements for the
A. Abstract Service Layer composed service, whe(€% P%) specifies the bound

The abstract service layer consists of user's corfi? and the satisfaction probability>? for the metricg;
posite service requirements (e.g., secure mobile videbat represents a QoS metric such as delay and loss rate.
on-demand). The user can specify a composite serviggers can either directly specify the composite service
request using a function grap) @nd a QoS requirement fequest using extensible markup language (XML) or use
vector (Q1*T9¢t). The function graph specifies required/isual specification tools [11].
service functions ;) and inter-service dependency and
c_om.mut.ative relations, which is iIIust.rated by the tOR; |nstantiated Service Layer
tier in Figure 1. The dependency relation frdrp to F5 : . . i o
means that the output df; will be used as the input The instantiated service layer consists of distributed

by Fb, which is denoted by?, ~ F». The commutative multimedia services that are dynamically composed
relatic;n betweenF; to F, means that the compositionfrom existing sgrvice compont_ants. A m_ultim_edia se_rvice
order of F; and F», can be exchanged without affectingt®mPonent {) is a self-contained multimedia applica-

the composite service's function. We formally define thion unit providing a certain functionality (e.g., media
function graph as follows, transocoding), which is illustrated by Figure 2 (a). Each

Definition 2.1: A function graph is defined ag — service component has several input and output ports for
= 11 < ¢ <
(F, DR, PR), F il < i < |F]}, DR 1The satisfaction probability is defined as the probability when the

A .
{drildr; = F; ~ Fj|1 <i<[DR|}, PR = {prilpr; = random variabley; is less or equal t@%, assumingg; is minimum-
F, ~ F;|1 < i < |PR|}, where|F|, |DR|, and |PR| optimal.

(1> 1l
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SI Service node, V

e oratat connection between them. Because we use statistical
/ A QoS metrics, the accumulation of QoS metrics means
eosd convolution [17] between themm
e A We describe a composite distributed multimedia ser-

(~Dynamic

N | e vice using a DAG calledServFlow (1), illustrated by

[ Dynamic

L Hinpy [ Dymami)
IR rwamsl B, the middle tier in Figure 1. The nodes in the ServFlow
C;ﬂgu/ra o () + () + (e represent the service components and the links in the
Handlers i b dill | ServFlow represent application-level connections called
‘ i service link. Each service link is mapped to an overlay
@ (b) path by the overlay data routing layer. For example, in

Figure 1, the service link; is mapped to the overlay
path o, = e; — es... — ¢e,. We formally define the
ServFlow as follows,

Definition 2.2: A ServFlow is defined as = (S, L),
receiving input messages and sending output messages., {skll <k <|S]}, L= {lpty = s; — 5;,1 <k <
respectively. Each input port is associated with a mess )
queue for asynchronous communication between servieg, example, the ServFlow shown in Figure 1 can
components. be described a3, = ({s1, s7, 59,511}, {{1/01,l2/p2,

Each service component consists of four items, (X} /s, £4/04, €5/p5}), Wherep, = e1, po = ez — e3,
function namedescribing the service function providedy; = ¢4, o, = e5 — e, andps = e;. If an overlay node
by the service component, (Zervice coderepresent- contributes multimedia services on a ServFlawit is
ing the service implementation, (3tatic meta-data called aservice nodelf an overlay node only performs
and (4) dynamic meta-dataThe static meta-data of aapplication-level data relaying ok, it is called arelay
service component; consists of three parts: (1) thenode
location of s;; (2) input quality requirements of the To quantify the load balancing property of an instan-
service component such as media format, frame ratfited ServFlow, we define a resource cost aggregation
which is denoted byQ™ = [¢i",...,¢y"], and output metric, denoted by/*, which is the weighted sum of
quality properties of the service component, denotggtios between resource requirements of the service com-
by Q" = [¢f*,...,q3""]; and (3) adaptation policies ponents/service links between resource availabilities on
I' = {m,..,m}, where, is expressed by anf- the hosting overlay nodes/overlay paths. We @geand
condition-then-actiorconstruct. The dynamic meta-datap?fj to represent the resource requirement threshold and
of a service component describe its fluctuating perfogatisfaction probability of the service componentfor
mance conditions, such as recent service delay. We yRe ;'th end-system resource type (e.g., CPU, memory,
statistical QoS vecto* = [q7", ..., ¢;:] to characterize disk storage), respectively. Similarly, we u€g, and
the dynamic QoS metrics of the service component. Eagif: 1o denote the required threshold and satisfaction
QoS metricgi, 1 < k < m is represented by a randomprobability for the network bandwidth on the service link
variable, whose histogram is constructed from a numbgr respectively.
of recent sample values. Based on the histogram, we camrhe resource requirements of a service component
estimate the probability density function (p.d.f.) @f, depend on its implementations and the current workload.
denoted byp,, . We usePr(q, < C%) to define the |n contrast to the conventional data routing path, the
satisfaction probability that the dynamic value @fis  yesource requirements along a ServFlow are no longer
no larger than the required upper boufft. uniform due to the non-uniform service functionalities on

When we compose two service components, we nettte ServFlow. Different service components can have dif-
to address two key issues, illustrated by Figure 2 (bferent resource requirements due to heterogeneous func-
First, we need to check the QoS consistencies betwe@ns and implementations. The bandwidth requirements
two different service components since they can l#so vary among different service links since the value-
developed by different third-party service providers. Thadded service instances can change the original media
QoS consistency includes two aspects. First, we checntent (e.g., image scaling, color filter, information
whether Q" and Q°“* of the two composed serviceembedding). We uséM;? to denotemean availability
components are consistent. Second, we check wether
the adaptation policies of the two service components?For simplicity, we assume that all QoS metrics are additive since

conflict with each other. The second issue is to derieMmultiplicative metric (e.g., loss rate) can be transformed into addi-
tive parameters using logarithmic function. We also assume that all

the dynamic QOS Values_ of the composed service fro@?)s metrics of different service components and network links are
those of constituent service components and the netwailependent.

Fig. 2. Service composition model.
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of ith end-system resource type on the overlay node function 5 _®\
"y graph ®~\\‘®/,@
Jr uplicated service
We use M to denote themeanavailability of the — ™omanens 5L
bandwidth on the overlay path, which is defined as the I Seflow ko ny

minimum mean available bandwidth among all overlay
links e; € p. The mean values can be calculated from the
p.d.f’s of the corresponding statistical metrics. Hence,
the resource cost aggregation metri¢ is defined as
follows,

Composition patterns

N n C,f’ Cfi Fig. 3. QoS-Aware service composition problem illustration.
W= D0 Y wngtwan Yo e (1)
si/v; €N k=1 Tk Li/pi €N bw
n+1 bw' for its adjacent overlay linkg;. For scalability,
Z w=10<w; <1,1<k<n+1 each node maintains the above histogrémoally, which
k=1 are not disseminated to other overlay nodes.

wg,1 < k < n + 1 represents the importance of

different resource typés We can customize)® by D. Problem Description

assigning higher yveights to more critical resource typ_es.We formulate QoS-aware service composition as a
The ServFlow with smaller resource cost aggregatiqyo dimensional graph mapping problem illustrated by
value has better load balancing property because tgure 3. In one dimension, we can derive different
resource availabilities exceed the resource requiremeeg}nposition patterns from the original function graph

by a larger margin. by considering the commutative links. In the other di-
mension, we can map each service function into different
C. Service Overlay Network Layer duplicated service components in the SON. These dupli-

The substrate tier of the SpiderNet system is a sé:r@ted SErvice c_omponents prowde_the same fungtlon_allty
gut can have different QoS properties (e.g., service time)

vice overlay network that consists of distributed overlal q iiabl he local h
nodes ) connected by application-level connection nd available resources on the local peer host (e.g., CPU,

called overlay links €;). Each overlay node can pro_memory). For example, in Figure 3, functidn can be

vide one or more multimedia service components. Tﬁgapped to two duplicated service componesisand

overlay network topology can be formed by connectingg: V\r/]et;:an der_i\ée (_Jlifferﬁnt SbeerIows (fir_om the f“”‘fl'fir?n
each overlay node with a number of other nodes call aph by considering the above two dimensions. Thus,

neighbors via overlay links. Application-level data relayIhe QoS-aware service composition problem (QSC) is

ing [2] is required between two overlay nodes that af@ find the best mapping from the function graph to the

not directly connected. For example, in Figure 1, the da st qu_alified SerVFIO\_N that satisfies the _user’s multi-
sent by, to v, needs to be relayed by,. The QoS- constrained QoS requiremeny“? and achieves best

aware service composition is then performed on top Wadfbalar;lcmdg :cn thehcurr(;rg mul'glmed|a sferl\lnce overlay.
the overlay data routing layer. e formally define the QSC problem as follows,

Each nodey; is associated with a statistical resourc? zg'n't'onblz'?’: QGqS-aware service co_mposmon
availability vector[ry",...,7¢], wherer/’ is a random QSC) problem. Given a composite service request

n _ target 7 H i
variable describing the statistical availability for theT = (§,Q""*") and a multimedia service overlay G

k’'th end-system resource type (e.g. CPU, memory, dis:k(\I/_'f_E()j’ the QISC probLerlnq Is to_ ma‘.@ intoAthebbest
storage). We use a histogram to estimate the probabilﬁ ahl |ef ”Ser.vF oW, suc t_ at minimizes ™ subject
density function (p.d.f.)p,. of the random variable-. to the following constraints:

Thus,_ we dp not need to make any assumpt_ion about Pr(q’? <CW) > P VE1<k<m (2)

Fhe distribution of the random variable. The hlstogranpr(rzj >C5) > P Wk 1<k <nVsiju; e A (3)

is constructed from a number of recent sample values. k . . .
For example, if the total sample size of the histogram Pr(bw = Cy,) 2 Py, Wi/ p; € A (4)

is Z and the number of sample values in the bin Theorem 2.1:QSC problem is NP-hard.

[z — %,x+ %] is Y, then we have, (z) ~ ¥. Each Readers are referred to [8] for the proof details.

nodew; also maintains statistical bandwidth availability

I1l. SYSTEM DESIGN
3Some services are computationally intensive (e.g., image analysis), . . L.
which require low network bandwidth. However, some services require In this section, we present the bounded composition

high network bandwidth and low CPU (e.g., forwarding service). probing protocol, concepts of probing budget and prob-
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ing quota, per-hop probe processing algorithm, and opt Input: request(¢, Q"*"#*"), probing budge;
timal service composition selection. Finally, we discuss| Output: best qualified ServFlow.

several _gnhancements to the basic distributed SEIViCe; The source node generates a prabe
composition scheme. 2 Initialize P with ¢, 8, Qt*roet

3 Derive first-hop services;, ..., sk

o . 4 Spawn k probes fron®
A. Bounded Composition Probing Protocol 5 Sgn\(ljv newpprobes to next hop

SpiderNet executes a bounded composition probing 6 Per-hop probe processing at an intermediate nede
(BCP) protocol to perform distributed service compo-| / f vi is arelay node
o . . o h . 8 Derive next data routing hop
sition. Given a service composition request, the SOUICe g (pgatep with its local info. ofe(vs, vr)
node invokes the BCP protoéplwhich includes four 10  ForwardP to vy
major steps: 11if v; is a service node providing;
Step 1. Initialize the probe.The source first generates | 12 Check Resource/QoS conformance
a composition probing message, called probe. The probg 3 f ServFlow is qualified

. . . - | 14 Perform soft resource allocation
carries the information of function graph and the user’s| ;g Derive next-hop service functions usifig

QoS/resource requirements. The probe can spawn new1ig Check QoS consistency
probes in order to concurrently examine multiple next-| 17 Spawn new probes _
hop choices. To control the number of spawned probes, 18 Updates new probes with local info. of

19 Send new probes to next-hop
20 elseDrop the received probe P
" 21 The sink node selects the best ServFlow

the probe carries probing budget(3) that defines how
many probes we could use for a composition request
We will introduce the probing budget in more detail in
Section 11I-B.

Step 2. Hop-by-hop probe processingEach peer
processes a probe independently using only local in-
formation. The goal of hop-by-hop distributed probe
processing is to collect needed information and pea.“OWS us to find a better qualified ServFlow. Different
form intelligent parallel searching of multiple candidatérom previous work, SpiderNet can provide an adap-
ServFlows. We will describe this step in detail in Sectiofive composition solution with tunable performance by
I11-D. properly adjusting the probing budget. For example,

Step 3. Optimal composition selectionThe destina- We can use larger probing budget for the request with
tion collects the probes for a request with certain timeo@t) higher priority, (2) stricter QoS constraints, or (3)
period. It then selects the best qualified ServFlow basétPre complex function graph. We can also adaptively
on the resource and QoS states collected by the probegjust the probing budget based on user feedbacks and
We will discuss this step in detail in Section IlI-E. historical information.

Step 4. Setup service sessiolrinally, the destina-
tion sends an acknowledge message along the revergzdProbing Quota
;e'lgc.ted SeryFIow to confirm resource aIIocat'ions a”dAIthough the probing budget could control the total
initialize service components at each intermediate pegtophing overhead, it cannot guarantee the fair sharing
Then the application sender starts to send applicaligfhe probing budget among different service functions.
data strea.m along the selegted_ ServFlow. If no qualifigd ihere are many candidate service components for a
ServFlow is found, the destination returns a failure mesgyice function, dividings, amongall candidate service
sage to the source directly. Figure 4 shows the pseudQsmponents can quickly use up the probing budget. To
code of distributed service composition algorithm. address the problem, we associatprabing quota(a;)

with each service functior; to limit the number of

B. Probing Budget probes used foF;. In the basic distributed service com-

. . position algorithm, we assume that all service functions
We ‘introduce the concept gbrobing budgetthat are equally important. We will describe the differenti-

allows us to precisely control the number of probes ; o .
. : ated probing quota allocation in Section IlI-F. Let us

used for each composition request. The probing budget . . .
Egume that we are given a function graplncludes

represents the trade-off between the probing overheg ranch paths: ~ each of which included..
and composition optimality. Larger probing budget al- P Lo Tho !

. ; ! %ervice functions witlZ; (Z; > 1,1 < i < k) alternative
lows us to examine more candidate ServFlows, whic . . = .
permutations (i.e., composition patterns). If each service

4The BCP initiator can also be the destination or a third-partf)'lm:tion is associated with the same probing quqta
overlay node. the total probes generated on the branch path With

Fig. 4. Distributed service composition algorithm.
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service functions and; permutations isZ; - a’+. Thus, Step 2.4: Check QoS consistencyBased on the
we can deriver based on the following inequalities:  service discovery results, the service node then performs
v . QoS consistency check between the current service
Zi-al < Bo/k,  1<ish ®) component and next-hop candidate service components.
For example, in Figure 3, the function graph includes twbhe QoS consistency check includes two aspects: (1)
branch paths. The first branch has two permutations tfig¢ consistencies between output QoS paramepers
can generat@a* probes if BCP uses probes for each of the current service component and input QoS pa-
function. The second branch can generafe probes. rametersQ?** of the next-hop service component; and
According to Equation 5, we havgn? < % anda? < (2) the compatibility between the adaptation policies
A R of two connected service components. Unlike the IP-
%' Thus, the upper-bound of is L\/%J' layer network where all routerspprovide a uniform data
forwarding service, the node in the multimedia service

D. Per-hop Probe Processing overlay can provide different multimedia services, which
We now describe the details of the per-hop prob®akes it necessary to perform QoS consistency check
processing steps that mainly includes six steps: between two connected service components. We first

(@) Resource/QoS check and soft resource allo-check the parametric consistency based on the following
cation. When a service node receives a probe, it firgtefinitions,
check whether the QoS and resource values of the probedPefinition 3.1: Parametric  consistency  relation
ServFlow already violate the user's requirements. If tH&s* = Q7). Given two service components,
accumulated QoS and resource values already viol@ed s,, Q7 = Q) if and only if ¥i,1 < i < d,
the users requirements, the probe is dropped immas,1 < j <d, (1) ¢3* = ¢;7, if ¢;” is a single value,
diately. Otherwise, the peer will temporarily allocat@nd (2)¢5%* C ¢;”, if ¢;” is a range value.
required resources to the expected application sessionln addition, we also check whether the adaptation
However, the resource allocation ssft since it will be policies of the two service components are compatible
cancelled after certain timeout period if the peer doegith each other. Generally, we can express an adaptation
not receive a confirmation message. The purpose of thislicy using anif-condition-then-actionconstruct. For
soft resource allocation is to avoid conflicted resouraexample, a video tracking service can have the following
admission caused by concurrent probe processing. Thadaptation policyjf CPU is below 40% and bandwidth
we can guarantee that probed available resources are &ilbelow 100kbps, then use RGB@lor. We say two
available at the end of the probing process. adaptation policies are compatible if their actions will

(b) Derive next-hop service functions.Next, the not cause any parametric in-consistency. For example,
service node derives the next-hop service functions aan adaptation policy of a service component specifies
cording to the dependency and commutative relations that the service component changes output media format
the function graph. All the functions dependent on thisom MPEGII to JPEG when the available CPU is lower
current function are considered as next-hop functionthan 40%. If the component’s successor specifies that
For each next-hop functioR), derived above, if there is the required input media format must be MPEGII, then
a exchange link betweeFi, and F}, F is also a possible the adaptation policy will potentially cause parametric
next-hop function. The probing budget is proportionalljn-consistency between the two service components. We
distributed among next-hop functions according to theirse hyper-cube to model adaptation conditions, where
probing quotas. To avoid incorrect loops in the compaeach condition attribute (e.g., CPU and bandwidth in the
sition probing, we modify the functions graphs in thevisual tracking example) represents one dimension of the
new probes destined to the two exchangeable serviegper-cube. We check the compatibility of two adapta-
functions I, and F;. In the probe forF},, we modify its tion policies based on the relations of their condition
function graph by replacind’, ~ F; with F;, ~ F;. In hypercubes (e.g., equal, disjoint, overlapping), which is
the probe forF;, we modify its function graph by first formally defined as follows,
replacing Fy, ~ F; with F; ~~ F}, and then lettingFy Definition 3.2: Adaptation Rule Set Compatibility
inherit all the relations of;. More details can be found Relation (', < I's,). We usey(SQ™) and v(SQ°*)
in [8]. to represent the neWwQ™ and SQ°“* after the service

Step 2.3: Discover candidate service components.component is changed by its adaptation policyGiven
The service node discovers candidate service compwo adaptation policy set§s, = {va,,--s Yo, and
nents for all next-hop functions derived above. For scal~, = {7,,.., 75} ,» We define that two adaptation
ability, we implement a decentralized service discovenyolicy sets are compatible, denoted by, ~ Ty, if
based on the distributed hash table (DHT) system [1@nd only if Vv,, € T's,, Yy, € T, (1) m71a = m
Readers are referred to [10] for detailed description. = ~,,(SQ"") = ,(SQM); (2) ma Ny = 0 =

s -
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Ya, (SQI™) = SQI A SQI < %, (SQL"); (3) m N candidate service component retrieved from the static
T A OAN T Emy ATy L Ta = e, (SQI) 2 SQIT  meta-data. Finallyy; spawns a new probe for each
A SQM =, (SQM) A 44, (SQI™) = w,(SQ) ,  selected next-hop service component. Each new probe

(4) T C mh = 74,(SQI™) 2w, (SQU) A SQ < has a probing budget’: |.
W (SQ%); (B) m C ma = 7a,(SQZ) X SQY A step 2.6: Update probe with statistical local states.

Va: (SQ) =, (SQ). o _ ~In the last step, the service nodg sets the content
Based on the above two defInItIOHS, we define the |nt%f each new prob@new based on the content of the
component QoS consistency relation as follows, received probeP and its local statistical information.

Definition 3.3: Inter-component QoS  consistencyrirst, v; updates the p.d.f.s of the accumulated QoS val-
(sa < sp). Given two service components, and s;, uesQ* of the probed ServFlow using the convolution
their static meta-data item$SQy", SQ:",T's,) and petween its old values recorded i and Q*: of the
(SQy,SQ",T's,). We define that, is QoS consistent current service componest as follows,
with s, (sa < sp), if and only if (1) SQI“* < SQ oo
and (2)I'; > T, p;‘i (u) = / p;‘i () - pgei(u—z)dr, 1 <i<m (6)

In SpiderNet, static meta-data items are described us- —o0 '
ing the XML-based markup language HQML [11]. SpiSecond,v; updates the resource requirements of the
derNet check the QoS consistency between two servipmbed ServFlow\ with the CPU resource require-
components using the HQML syntactic and semantioent ofs; (C::,, Pe;,) and the bandwidth requirement
parsers [11] according to the above Inter-component QQ§£;7P£Z) for the service link¢;, betweens; and the
consistency definitions. The computation complexity adelected next-hop service instance m¥°*. Third, v;
the parametric consistency check@§d), whered is calculates the mean resource availability vale, and
the dimension of the vector®™ and Q. If the the resource satisfaction probabilif§r(r, > C) for
adaptation condition requires a K-dimensional spacghe end-system resoureg as follows,

then we can decide the relation of two condition hy- Yoo
percubes inO(K?). Thus, the computation complexity M,, = / zpp, (v)dz, 1<k<n (7)
of checking the compatibility of two adaptation policy J—oco

sets isO(ABdK?), where A defines the size of rule set
of s,, B defines the size of rule set ef. The compu-

tation complexity of the complete inter-component QoS _ _ )
consistency check algorithm ©(ABdK?). Fourth,v; derives the first overlay link, to the selected

Step 2.5: Select next-hop service componentBue next-hop service instance according to the local overlay

. _ X
to the probing budget and probing quota (:onstraintgf"‘,ta routing table: Theny; updatei the values ap
using the convolution between of@* values and)<*,

the service node); may not be able to probe all the
gualified next-hop service components. Thusselects <y .
o , . = 0 en (U — <i<
a subset of most promising next-hop candidate serviéa: () P (@) - Py (u = w)dz, 1< i<m (9)
e et o . o ot g, 1en Uptats verage sl bandwidh on th
) . ] I ho; h -h foll
Fy. Let 5 denote the available probing budget by overlay pathyp; to the next-hop as follows,
decided by step 2.2. Let; define the probing quota o Py oo
for Fj,. Thus, the number of probes that can be used My, = min[Mp,, pywer ()dz] (10)
Fpi = mi I > K i . . . -
by F is I = min(Bx, ox). If I > K, then the service The bandwidth satisfaction probabilityPr; —~— =
node spawnsk new probes from the received probe b S ol ) is updated as follows w
to examine allK' candidate service components. Eacﬁr Woi = “w P '
new probe has a probing budgef: |. However, ifI (X, ) +oo
then we do not have enough probing budget to probe Priyy = Prow - /Cz Power (2)dx (11)
all the K candidate service components. In this case, b
selects/ most promising next-hop service components We have presented the per-hop probe processing al-
from the K candidates based on the local availablgorithm at a service node. In contrast, the per-hop probe
information. To meet our multi-constrained QoS angrocessing at a relay node is much simpler since it does
resource management goals, selects best next-hopnot provide any service components but only performs
service components based on a combined metric thadplication-level data forwarding in the overlay network.
comprehensively considers all local states informatiofhe relay node does not spawn new probes. It only
such as the network delays retrieved from the overlajpdates the content of the received praBewith the
data routing layer and average service delays of thecal statistical information about the overlay lirdg

—+oo
Pr(ry >Ci) = / pro(@)dz, 1<k<n (8)

— 00
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Fy-me By oo Fyomem Fs . - 3 in Section Il). Then, SpiderNet sorts all the qualified
merge ” ServFlows in the increasing order of the resource cost
G aggregation metria)* (i.e., Equation 1 in Section ).
Y — F, oF The qualified ServFlow with the smallegt® value is
‘ @“@ Gy regarded as the best qualified ServFlow.
Gp
Candidate branch paths Candidate ServFlows F. Algorithm Enhancements

We now present several enhancements to the basic
distributed service composition scheme.
Caching composition probing results.Each overlay

Fig. 5. Merge branch paths into DAG ServFlows.

towards the next-hop service node specified’in node can cache the qualified ServFlows found by recent
composition probing operations. When a nodere-
E. Optimal Service Composition Selection ceives a composite service request with the same abstract

S . function, it can avoid invoking the composition probing
At the destination node, SpiderNet selects the b tfind a new ServElow if the cached ServFlow can

qualified S?NF'OW based on the !nformation collepte atisfy the user's QoS constraints. Each cached ServFlow
by the received probes. If the function graph has a Ilne%r only kept for a short period of time to assure the

path structure, each probe records a complete Serv{?aﬁidity and optimality of the cached ServFlow. More-
composition. However, if the function graph has a di-

ted i h (DAG) struct h b Elver, before we use the cached ServFlow, we can send a
rected acycliic grap .( ) structure, €ach probe on ingle composition proBSealong the cached ServFlow to
collects the information for one composition brancr\./

For example, in Figure 5, each probe traverses eithreg}”date whether it is still qualified. Thus, we can greatly
' ' duce the composition probing overhead by eliminatin
the branch path?y, — F, — Fy — Fs or F; — P p g y g

: unnecessary composition probing operations.

B — F4d b_) FSH Hetr;]ce., \t/ve nee? IO gr:(t; rr;ergt'azlthe Pruning unqualified candidate ServFlows.We now

%arg'ﬁeﬂ dranc 'bpaths into gomple € ith e;v” OWlescribe how to reduce the probing overhead by prun-
e brietly describe the merging aigorithm as 1o 0Wsmg the searching branches along unqualified candidate

First, we classify all the received branch paths 'MOAﬁeerlows. When an overlay node receives a probe, it

sets according to their provisioned service functions. ompares the current accumulated QoS and resource

branch paths within one set should include the SaMetric values with the user required QoS and resource

set OT service functlons. For example, |n_F|gure 5 WEonstraints. If the satisfaction probabilities of the accu-
classify the four received branch paths into two set

S d binable b h path Rulated QoS metrics or the resource metrics already
econd, we merge evely combinable branch paths, ON&iolate the user’s requirements, the probe is dropped

from each of thex sets, into a complete DAG SerVFIOW'.immediatelﬁ. Specifically, the overlay node drops a

Two branch paths are combinable if and only if thei robe if: (1) Pr(g) < C%) < Pu Vi1 < k < m;
common service functions are performed by the sa (?(2) P;q(rvj > Cslj)_< P or (3) };r(b’wm—> ng.) <
service component. For example, in Figure 5, we cagy, k= "Te Tk — hw

derive two candidate DAG ServFlows from the receiveg bw’ Thus, we can greatly re<_juce the problng overhead
y cutting off probe forwarding and spawning along
four branch paths.

those unqualified searching branches. If all probes are
When we merge two branch paths, we need to cd ropped during BCP, the probing source will automati-
culate the statistical resource and QoS values of t bp g ' P 9

et o
DAG ServFlow from its constituent branch paths. Thcally timeout and assume no qualified ServFlow can be
mean values of resource availabilities (i.84;: Mﬁ{u)

?ound to satisfy the user’s composite service request.
of the DAG ServFlow are the union of its constituen} Differentiated pro_bmg quota.allocat|on: In section
- 11-B, we have described the uniform probing quota allo-
branch paths. The statistical QoS valdgs of the DAG : . . .
cation scheme, which assumes that all service functions

ServFlow is defined as the “bottleneck” value between ) .
and branch paths are equally important. We now describe
the two branch paths (e.g., longer delay). If the non- _. ) . . .
. . a differentiated probing quota allocation scheme, which
linear ServFlow includes more than two branch paths, the . ) . .

- . considers the differences among service functions and
statistical QoS values are calculated recursively betwe@

every two branch paths. More details about the QG anch paths in the function graph. First, we decide the
calculation for the DAG ServFlow can be found in [8]. 5 the ServFlow hask branch paths, then we need k composition
Using the aggregated statistical resource and Qofbes to examine the ServFlow.
states, SpiderNet first selects all qualified Serv':|OWSGBecause the composition probing follows the function constraints
. , . . . specified by the function graph and QoS constraints are minimum
according the user’'s QoS requirements (i.e., Equatio

¢ ! - - no imal, the satisfaction probabilities will not be increased by further
in Section II) and resource requirements (i.e., Equatiaacumulations.
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probing quota ratios among different service functionsibove proportional probing budget partition scheme can
Suppose the function graphincludesL service func- guarantee that each branch pathreceives its share of
tions,{Fi, ..., Fr.}. We usev;-a, 1 < i < L, to represent probing budgeto; - 5.

the probing quota allocated to the service functign Theorem 3.1:Suppose the function graghincludes
where v, is the probing quota weight associated wittB branch pathsry,...,75, B > 1. The proportional

the service functiorn¥;. We can decide the value of probing budget partition scheme can guarantee that each
based on different policies. For example, we can assigranch pathr; is allocated withe; - 8y probing budget,

a higher weight to the service function that has more< ; < B.

candidate service instances since it needs more probes tReaders are referred to [8] for the proof details.
search different alternatives. Suppose a service function

F; can be mapped tw; different service instances.
IV. EXPERIMENTAL EVALUATION

We can calculate/; asv; = o,/ Z o;. If all service
In this section, we evaluate the performance of Spi-

functions have the same number of duplicated servigerNet using both large-scale simulations and prototype
instances, we can assign largeito more critical service running in wide-area network testbed PlanetLab [1].
functions. We can achieve more efficient consumption of

the probing budgeti, by partitioning 3, differentially
among Various Service functions_ A. Prototype Implementation and EValuation

Second, we need to decide to how to share the probingThe SpiderNet prototype software is a multi-threaded
budget among different branch paths in the non-lineatinning system written in about 13K lines of java code.
ServFlow composition. We use; - 8p,1 < i < B, 10 There are 6 major modules: ($grvice lookup ageris
represent the probing budget allocated to the branch padsponsible for discovering the list of service instances,
7;, Wwherew; represents the weight assigned to the brangthich is implemented on top of the Pastry software
pathr;. Suppose the function graghincludesB branch [16]; (2) ServFlow generatomodule executes the BCP
pathsry, ..., 75, B > 1. Each branch path; includesZ; protocol for QoS-aware service composition; £8ssion
service functions{F;,, ..., F;, } with Z; permutations. managemaintains session information for current active
The number of probes spawned on each branch paissions; (4)data transmissiormodule is responsible
for sending, receiving, and forwarding application data;
(5) overlay topology managemaintains the neighbor
problng budget share; - . Thus, we can solver and  set; (6) monitoring module is responsible for monitor-
w@;,1 < i < B based on one equatiol’ @; = 1 and INg the network/service states of neighbors. As proof-

. i=1 of-concept, we also implemented a set of multimedia
B inequalities: Z; - H vi,ab < @ By, 1 < i < B. service components to populate our P2P service overlay.
Each service component provide one of the following

Then, we can decide the probing quota allocated to eagh functions: (1) embedding weather forecast ticker:
service function by; - a. (2) embedding stock ticker; (3) up-scaling video frames;

To implement the above differentiated probing quotg4) down-scaling video frames; (5) extracting sub-image;
allocation in the distributed service composition, w@nd (6) re-quantification of video frames.
replace theuniform probing budget partitiorscheme,  Qur experiments use 102 Planetlab hosts that are
presented in Section l1I-D, with proportional probing distributed across U.S. and Europe. The average replica-
budget partitionscheme, which is described as followstjon degree of each multimedia service is about 15. We
When a service node; receives a probe whose probingmplement a customizable video streaming application
budget isg and there ard’ next-hop service functions on top of the SpiderNet service composition system.
Fi,..., Fr, v; proportionally divides? amongl” next-hop The customizable video streaming application allows
service functions as follows. Suppose therefareranch the user to perform wide-area video streaming with
paths that are rooted at the service functignwhich are desired transformations and enriched content. Figure 6
denoted byr;, ,..., 7, . Then, the probing budget allo- shows the screen shot of the customized video streaming

application. Our experiments on the PlanetLab indicate
cated toF; is decided byﬁz = U E W”/Z: JE @i;) that current SpiderNet prototype can setup a composite
B8], which means that the proport|on of the probingervice session within several seconds, which is accept-
budget allocated td; is decided by the ratio betweenable for long-lived streaming applications that usually
weight sum of all branch paths rooted B} and the lasts tens of minutes or several hours. The above service
weight sum of all branch paths rooted at all next-hopetup time can be reduced with further implementation
service functionsFi,..., Fr. We now prove that the improvement.

is Z; - H vi, oL, which should be no larger than its



IEEE TRANSACTIONS ON MULTIMEDIA, VOL. ?, NO. ?, 2005 10

30000

8

optimal ——

25000

20000

/
£ 10000

3

QoS Success Rate [%]
8 &8 8 8 3
|
858
ag
8582
Probing Overhead

10 5000

0
200 300 400 500 600 700 800 900 1000
Node Number

0
200 300 400 500 600 700 800 900 1000
Node number

Fig. 7. Performance comparison. Fig. 8. Overhead comparison.

Fig. 6. Customizable video streaming using SpiderNet. ing, which exhaustively searches all candidate ServFlows
to find the best qualified ServFlow. The random algo-
rithm randomly selects a functionally qualified service

B. Simulation Results component for each function node in the function graph.
In our simulation experiments, we first use the degreéhe static algorithm uses pre-defined service component
based Internet topology generator Inet-3.0 [19] to gendpr each service function in the function graph. Both
ate a power-law graph with 3200 nodes to represent ttendom and static algorithms do not consider the user’s
Internet topology. We then randomly select a numb&0S and resource requirements.
of nodes as overlay nodes and connect them into aFigure 7 show the composition success rate achieved
SON. The average node degree 18% - |V|. Once by different algorithms on the three different multimedia
the node degrees are chosen, the nodes are connesgice overlays. The results illustrate that SpiderNet
into a topologically-aware overlay network using the&an consistently achieve near-optimal performance (i.e.,
Short-Long algorithm presented in [15]. To simulate> 95% of the optimal performance) on the three different
the dynamic QoS values, we generate the dynangervice overlays. Compared to the random and static
QoS values using either uniform distribution functioralgorithms, SpiderNet can achieve as much as 300%
or normal distribution function. The histogram for eaclvetter performance than the random algorithm &b(@bs
random variable includes 30 sample values and 10 bitetter performance than the static algorithm. Moreover,
We choose the mean and deviation values based on respiderNet presents much better scaling property than
world Internet service level agreement (SLA) contracthe random and static algorithms. When we increase
and the profiling results of fully implemented multimedidhe service overlay size from 200 nodes to 500 nodes,
services. We simulate the IP-layer and overlay-layer dafgpiderNet can achieve as much ¥0% performance
routing using the shortest path routing algorithm. improvements by efficiently utilizing added resources
Each overlay node provides two service componentshile the random and static algorithm can achieve at
Each service component performs a service functiomost’50% improvements. The improvements from 500
that is randomly selected fror‘[}%J service functions. nodes to 1000 nodes are not too much since the sys-
Thus, the average service duplication ratio3 V;J — tem resources of 500 nodes already meet the resource
10, which conforms to our assumption that a Servic@quirements of the workload. Figure 8 illustrates the
function can be mapped to a limited number of serviceverhead comparison between the optimal algorithm and
instances. The function graph of the request is ran- the SpiderNet algorithm in the above experiment. The
domly selected from 200 pre-defined templates, whidiobing overhead is measured by the total number of
include two to five service functions with one or twdProbing messages generated per time unit. The results
branches. The statistical resource and QoS requireme#ftew that SpiderNet has much lower overhead than
are uniformly distributed. The service session time #€ optimal algorithm. The overhead increasing rate of
uniformly distributed within certain range. A QoS-awaréhe SpiderNet algorithm is also slower than that of the
service composition is said to be successful, if arfeptimal algorithm as we increase the size of SON. More
only if the composed ServFlow (1) satisfies the fundimulation results can be found in [8].
tion graph requirements, (2) satisfies the user’s resource
requirements (e.g., CPU, network bandwidth) , and (3) V. CONCLUSION
satisfies the user's QoS requirements (e.g., delay, datdn this paper, we have presented SpiderNet, a fully
loss rate). The composition success rate is calculated dgcentralized QoS-aware multimedia service composi-
e L tion framework. SpiderNet integrates statistical QoS
For comparison, we also implement three other comprovisioning and automatic load balancing into the dis-
mon approachesiptimal random andstaticalgorithms. tributed service composition operation. Moreover, Spi-
The optimal algorithm uses unbounded network floodierNet achievesxpressiveservice composition by sup-
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