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1.1 Introduction

We are faced today with the confluence of antagonistic aims, when designing
and deploying distributed systems. On one hand, our applications have to
achieve timeliness goals, dictated both by QoS expectations with regard to
on-line services (e.g. time-bounded transactions), and by technical issues of
real-time nature involved in the deployment of certain services (e.g., multi-
media rendering). On the other hand, the open and large-scale environments
where applications and users execute and evolve exhibit uncertain timeliness
or synchrony. Likewise, services, despite their sometimes critical nature (not
only money-critical, but also privacy- or even safety-critical), are more of-
ten deployed on-line or through open networks. It is required that they be
resilient to intrusions, despite the elusiveness of attacks they are subject to,
and the pervasiveness and subtelty of vulnerabilities in the relevant systems.
In other words, the environment in which these services have to operate ex-
hibits uncertain behavior: we cannot predict all possible present and future
attacks; we cannot diagnose all vulnerabilities.

In the previous paragraph, we essentially talked about uncertainty, the
grand challenge faced by distributed system researchers and designers. When
talking about uncertainty, ’impossibility’ and ’probability’ are words that
come to mind. Literature has relevant examples on being pessimistic and ac-
cepting uncertainty, showing impossibility results[1.1], or producing solutions
that are uncertain, albeit quantifiably uncertain [1.2, 1.3]. Other works have
methodically studied what can be done when the system is incrementally less
uncertain[1.4]. Alternatively, other approaches are more optimistic, assuming
that the system has periods of determinism, alternating with uncertainty, and
try to identify and successfully explore those (sometimes scarce) periods, to
perform useful tasks[1.5, 1.6].

Nevertheless, a designer does not make strong assumptions about syn-
chrony, or security, or structure, just for the sake of it. They are made because
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they provide guarantees (read: combinations of timeliness and reliability) not
enjoyed by other alternatives, in essence, a degree of predictability about sys-
tem attributes. Recently, we observe works which make increasingly strong
assumptions about the environment, to get correspondingly higher guaran-
tees. For example, arguing about the advantage of having perfect failure
detectors[1.7]. Such failure detectors, however, cannot be implemented on
environments with uncertain synchrony, which have been the workhorse of
all past work on failure detectors. This status quo might be extended to se-
curity and survivability: giving hard guarantees on security of services often
requires strong properties of the underlying environments.

On the more practical side, designers of protocols and systems like Squid,
Akamai, Inktomi, AOL, etc., confronted for example with the uncertainty of
the Internet, have been providing ad hoc (but normally extremely effective)
mechanisms, such as warm cache hierarchies or prioritary execution of spe-
cial tasks, for performance, or dedicated channels (e.g., physical or overlay
networks), both for performance and security. However, short of a systemic
approach to the problem, guarantees are essentially statistical. This would
be enough for those applications, because service provision has largely been
based on average performance and loose contractual guarantees, but has not
solved the predictability problem, for example: the latency of individual trans-
actions, or multimedia frames, or the intrusion tolerance of a TTP server.

In this paper, we discuss a novel design philosophy for distributed systems
with uncertain or unknown attributes, such as synchrony, or failure modes.
This philosophy is based on the existence of architectural constructs with
privileged properties which endow systems with the capability of evading the
uncertainty of the environment for certain crucial steps of their operation
where predictability is required. It may open new research avenues allowing
to reconcile uncertainty with predictability.

1.2 The Wormhole metaphore

So, what system model and design principles will allow us to meet the grand
challenge posed by uncertainty? We propose a few guiding principles: assume
that uncertainty is not ubiquitous and is not everlasting— the system has
parts more predictable than others and tends to stabilize; be proactive in
achieving predictability— make it happen at the right time, right place.

In what follows, we wish to share with the reader one possible research
track that follows the above-mentioned guidelines. We introduce it with the
help of a metaphor. In the universe, speed of light is the fastest that can
be attained, which would make it impractical to travel to or communicate
with remote parts of the universe. However, a theory argues that one could
take shortcuts, through, say, another dimension, and re-emerge safely at the
desired point, apparently much faster than what is allowed by the speed of
light. Those shortcuts received the inspiring name of wormholes.
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Let us move from metaphor to reality. Assume that we can construct
a distributed system with wormholes . There would be the ’payload system’
where applications execute, i.e. the “normal” system with several hosts in-
terconnected by the ’payload network’, the usual Internet/Intranet. Then,
there would be a small alternative subsystem whose behavior would be pre-
dictable: the ’wormhole subsystem’. This subsystem would be accessed from
the payload through ’wormhole gateways’, devices local to hosts. In practi-
cal terms, the wormhole is an artifact to be used only when needed, and its
services supposedly implement functionality hard to achieve on the payload
system, which in turn should run most of the computing and communications
activity.

So, in conclusion, the key characteristic of the architecture of a system
with wormholes consists in assuming that, no matter how uncertain the sys-
tem and its behavior may be, there will be a subsystem which has ’good’,
well-defined properties. This subsystem is small and simple, so that its con-
struction with trustworthy behavior is feasible. Note that whilst the most
fascinating and powerful incarnation of a wormhole would be distributed, we
can envisage simpler versions, with local (non-networked) wormholes, which
still provide very useful support (e.g., local security or timeliness functions).

1.3 Is it possible to travel through Wormholes?

This metaphoric question translates into two practical ones:
Is it feasible to construct systems such as postulated above?
Are systems with wormholes of any real use?
As to the construction, observe Figure 1.1, where we suggest two possible

implementations, one for small-area settings, another for wide-area ones. The
first, in Figure 1.1(a), shows a mission critical web server replicated inside
a facility, such as a Command, Control and Communications Center. The
local wormholes can be implemented by some sort of appliance board with
a private network adapter. The wormhole interconnection inside a facility
as in the example can be implemented by a private LAN interconnecting
the wormhole adapters. Figure 1.1(b) shows an authentication service dis-
tributed over a wide area. The wormhole interconnection in this case has to
be highly secure, deterministic and work in wide-area. A feasible example
of the above is depicted in the figure: wide-area Virtual Private Networks
(VPN), constructed over ISDN or 3G-UMTS.

Figure 1.2 shows less trivial examples of the utility of wormholes. Fig-
ure 1.2(a) suggests the use of wormholes to enhance the control of overlay
networks (ON). In fact, wormholes should not be confused with ONs, but the
latter could be built on the wormhole concept, to strengthen its predictabil-
ity, as the figure suggests. The payload channel would be implemented with
the normal ON network support, whilst a control channel with differentiated
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Fig. 1.1. Examples of real systems with wormholes: (a) replicated mission critical
web server; (b) distributed security server

properties would ensure predictable (timely and secure) management and re-
configuration of the ON. Figure 1.2(b) depicts a situation where a team of
mobile units is moving and occasionally hooking to wired base stations. Imag-
ine for example a platoon of cars or a team of robots. It is important that
cars/robots keep timely and coherent synchronization, despite any glitches in
their wireless payload networking support. The wormhole would help achieve
that objective.

As to the usefulness of wormholes, consider one instance of the global
problem we stated: performing timely actions in the presence of uncer-
tain timeliness. In one of our experiments, we have prototyped a specific
kind of wormhole subsystem for achieving predictable behavior in systems
of uncertain synchrony, anywhere in the spectrum from asynchronous to
synchronous[1.8]. We called it the Timely Computing Base. In [1.9] we present
a formal embodiment of the model. The Timely Computing Base can for
example be used to build perfect failure detectors and thus support asyn-
chronous algorithms running on the payload system and relying on the former
detectors[1.7].

In the malicious failure domain, the potential for intrusion tolerance can
be drastically augmented by using wormholes, for two reasons: they imple-
ment some degree of distributed trust for low-level operations, acting as a
distributed security kernel ; they give more room for the uncertainty of ma-
licious behavior in the payload system. In a second experiment, we showed
a way of performing trusted actions in the presence of uncertain attacks and
vulnerabilities. We devised a set of new functions resilient to malicious faults
for this new wormhole, calling it Trusted Timely Computing Base[1.10].
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Fig. 1.2. Examples of real systems with wormholes: (a) Enhancing overlay network
control; (b) Supporting mobile teams

1.4 Conclusions and Future Work

We have given a unifying perspective to a recent research effort around a
novel approach to distributed systems design. This work was triggered by
the intutition of the need to handle uncertainty but still be able to provide
predictable behavior. The approach is well-founded, since by introducing the
necessary architectural devices— wormholes— the desired behavior is en-
forced, rather than assumed. The example implementations shown address
scale from a limited perspective: wormholes can be deployed in large-scale in
terms of geographical scope— relatively few but very far apart— and commu-
nities of few can serve collections of very many— client-server. However, as a
concept, wormholes need not be limited by scale, if the following challenge is
solved: how to predictability communicate from many to many, using scarce
resources.

Authors are looking for better algorithms, more efficient, faster or even
timed. Most of these works require constructs that prefigure the concept of
wormhole[1.7, 1.11]. Moreover, a recent paper has shown that “there is no
free lunch”[1.12]: if we wish to do really useful things, in the presence of an
unbounded number of failures (or uncertain, for the matter), we have to make
correspondingly strong assumptions about our environment. In the cited pa-
per, the authors argue about the need for perfect failure detectors (and no
weaker). Such failure detectors could be easily implemented on environments
as postulated in this paper. More recently[1.13], authors are proposing to
study efficient schemes for using wormholes— since they are a scarce re-
source.

It is our intention that the ideas presented here are used as a founda-
tion to build systems meeting the present and future challenges concerning
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uncertainty. As a matter of fact, most of our recent work was focused on con-
solidating this foundation, and producing the prototypes we have shared with
the community (http://www.navigators.di.fc.ul.pt/software/tcb). Chal-
lenging payload protocols can be built using wormholes, and we are just
starting to discover that[1.14]. We plan on further exploiting the power of
wormholes in areas as different as: intrusion-tolerant consensus and interac-
tive consistency; timed agreement and ordering primitives; event-based com-
munication for cooperative and embedded mobile systems.
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