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Abstract Users often have tasks that can be accom-
plished with the aid of multiple media – for example with
text, sound and pictures. For example, communicating
an urban navigation route can be expressed with pic-
tures and text. Today’s mobile devices have multimedia
capabilities; cell phones have cameras, displays, sound
output, and (soon) speech recognition. Potentially, these
multimedia capabilities can be used for multimedia-
intensive tasks, but two things stand in the way. First,
recognition of visual input and speech recognition still
remain unreliable. Second, the mechanics of integrat-
ing multiple media and recognition systems remains
daunting for users. We address both these issues in a
system, MARCO, multimodal agent for route construc-
tion. MARCO collects route information by taking pic-
tures of landmarks, accompanied by verbal directions.
We combine results from off-the-shelf speech recogni-
tion and optical character recognition to achieve better
recognition of route landmarks than either recognition
system alone. MARCO automatically produces an illus-
trated, step-by-step guide to the route.
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1 Introduction

Imagine you are planning a party at your house. Since
many of the guests will be unfamiliar with where your
house is located, you decide to provide a map. Since
you live near downtown Boston, where many streets are
poorly marked, and many of the guests will be walking or
taking public transportation, a Web map such as those
produced by Mapquest may not be that helpful. You
would like to make step-by-step directions, illustrated
with pictures so that the guest can see they are on the
right track at every step.

Starting at a well-known city landmark, you take your
cell phone and walk the route yourself. At each impor-
tant turn, sign, or landmark, you snap a picture, and
speak directions into the phone, “Turn left at this cor-
ner, where you see the furniture store”, or “Here’s the
number 87 bus stop”.

Back home, you start MARCO (multimodal agent
for route construction) on your computer. It uploads
the data from your phone, and outputs a Web page that
has pictures of every step, captioned with the directions
for that step. It also produces a link that the recipient
can use to download a MARCO route to their phone,
to read step-by-step as they follow the route. As a result
of using this software, all the guests arrive on time for
your party (well, maybe we won’t be able to really assure
that!).

The above scenario is one that we intend to sup-
port using the MARCO system described in this paper.
MARCO combines speech recognition, visual recogni-
tion, and user task context, and integrates the graphics
and text to construct an illustrated route description.

For years, user interface designers have refrai-
ned from using recognition-based systems because
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technologies, such as speech recognition and optical
character recognition (OCR), have not achieved stand-
alone reliability. High error rates and lack of graceful
error handling are the major barriers to widespread
use of recognition technology. More reliable recognition
systems can be designed, however, through the use of
multimodal recognition architectures that combine par-
tial input from several existing recognition technologies.
These commercial recognition applications are used in
their original, unaltered state as opposed to creating
new recognition algorithms or directly interfacing with
the API’s of recognition systems.

Even if we had perfect recognition, the mundane
interface details of organizing the information – getting
the raw data in and out of the recognition programs and
putting it in a coherent, usable form – would be daunting
for many everyday applications. Again, our approach is
not to construct these functions from scratch, but to
utilize existing application capabilities already on the
machine, and connect them using scripting to minimize
manual intervention by the user.

The agent assists users in giving urban navigational
directions through digital photos and verbal dictation,
and displays the results as a series of route descriptions.
The primary target user for MARCO is a nontechnical
user preparing a route description, but we also envision
a companion application to be used by those following
the route.

Though the paper covers three topics – (1) a sys-
tem for creating directions to a location in a city; (2)
combining different modalities from various recogni-
tion systems with user-context to provide more robust
results and services; and (3) using a scripting language
to “stitch” together off-the-shelf applications – we are
more interested in the general issues of combining OCR
and speech recognition. This paper discusses pragmatic
and software-related issues in multimodal system imple-
mentation, using the navigational assistant as an explor-
atory example.

Related work

This paper is related to mutual disambiguation of mul-
timodal systems, the study of methods of conveying
routes, advances in voice recognition and OCR on hand-
held computers, and current multimodal map applica-
tions. The urban navigation assistant application, and
the use of a combination of voice recognition and OCR
in such an application by nonprofessional users, we
believe to be unique.

Mutual disambiguation of multimodal systems

Sharon Oviatt’s [15] study of the multimodal systems
is a good modern survey of the mutual disambiguation
of multimodal systems. Contrary to the common belief
that a multimodal system incorporating two error-prone
recognition technologies will compound errors and yield
even greater unreliability, Oviatt concludes that a mul-
timodal architecture fuses two or more input modes to
permit the strengths of each mode to overcome weak-
nesses in the others [16]. This “mutual compensation”
of recognition errors results in a system that is more
reliable than the individual systems [1]. A flexible mul-
timodal interface also allows users to interact effectively
across multiple tasks and environments [13], especially
mobile environments [14].

Conveying routes through descriptions and depictions

Barbara Tversky and Paul Lee [9] studied the use of
pictorial and verbal tools for conveying routes. They
concluded that the existence of parallel depictions and
descriptions for routes does not mean that both are
equally effective in all situations. In many cases, a com-
bination of the two is the most effective in portraying
routes; these cases are able to simultaneously utilize
the advantages of both methods. Descriptions are more
appropriate for abstract information (“turn right”),
whereas depictions are more appropriate for informa-
tion that is directly or metaphorically visualizable (“big
oak tree”).

Voice recognition and OCR on handheld computers

There has been substantial research in the area of infor-
mation annotation devices. One such device is Ismail
Haritaoglu’s InfoScope [6], an automatic sign transla-
tion device for foreign travelers. The user carries around
a color camera attached to a PDA with wireless modem
connection. When the user encounters a sign with for-
eign text, he takes a snapshot of the sign. The picture
is then displayed on the PDA, where the user selects
a sub-portion of the image and sends the image to a
server via wireless communication. The server does the
compute-intensive image processing (segmentation and
OCR) and translating, and sends the translated text back
to the client where it is displayed in the same place where
the original text was written.

While Haritaoglu and others were perfecting the
combination of handheld computers and image OCR,
researchers at IBM were working with Compaq to create
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one of the first commercially available handheld
computers that is accessible via human speech. The
successful deployment of Compaq’s Pocket PC H3800
Series proved that current handheld computers have the
processing power to handle voice recognition.

Current multimodal map applications

A slew of multimodal systems featuring voice input
and gesture input have been designed in the past few
years. Multimodal Maps is a map-based application for
travel planning that combines handwriting, gesture, and
speech input [4]. AT&T’s MATCH provides a multi-
modal interface for mobile information access with
spoken and graphical interaction [7]. The MIT AI
Laboratory has conducted significant research in
combining verbal input and sketching [3]. Other work
done on integration voice recognition with other modes
of input includes systems like HearThere [5] and
MUST [2].

Feasibility analysis for multimodal recognition
in navigation

In CHI 2002 [11], Lieberman described a feasibility
study for a multimodal navigational assistant. Lieber-
man set out to determine if, first, there was enough
redundancy of information in the task to provide a basis
for disambiguation, and second, if existing recognition
algorithms were able to achieve sufficient recognition.
Preliminary results were positive, showing 75% com-
bined landmark accuracy – the percentage of landmark
names and phrases necessary for the directions that were
recognized by either the speech recognizer or the OCR.
An improved feasibility test shows 94% combined land-
mark accuracy, which will be discussed in more detail
later in the paper.

2 Motivation

2.1 Unusual approaches to the recognition problem

There are multiple ways to approach the high error
rates of present recognition technologies. One solution
would be to continue perfecting current recognition
procedures or design our own recognition algorithms.
Existing recognition procedures can be refined through
improved recognition rates or through the use of error
correction techniques. Even though we do expect recog-
nition algorithms to improve, we suspected that it is not

necessary to wait for improved recognition to achieve
usable results for this task. Multimodal recognition sys-
tems have an advantage in that they are able to use
the additional input as error checkers or as dictionary
preppers.

When designing our multimodal recognition system,
we chose to take advantage of existing, off-the-shelf
recognition technology. These commercial technologies
have already perfected their recognition processes and
are leaders in their respective industries. Integrating
these technologies can be difficult because they were
not designed to work with other recognition technol-
ogies and each system has its own idiosyncrasies and
weaknesses. Though these technologies have their lim-
itations, we can avoid starting from scratch and testing
each individual system.

Another unusual aspect of our approach is the use of
a software agent to stitch together the off-the-shelf soft-
ware. If we wish to enhance recognition technologies
by combining them with each other, a possible solution
would be to design a program that interfaces with the
APIs of the two recognition systems. This method, how-
ever, requires in-depth knowledge of the structure and
architecture of each specific recognition application and
does not allow for easy transitions to alternative appli-
cations in the future.

In lieu of interfacing with the APIs of the recogni-
tion systems, we chose to utilize an agent to manipulate
the commercial applications. A software agent is able to
interact with the applications much like a human user
would [10]. The agent can mimic the user – selecting
menus, clicking buttons, and typing words. Nonprofes-
sional users do not tend to explore the mechanisms of
individual recognition systems. They prefer to treat pro-
grams like abstract black boxes, inputting information
and receiving the output without actually viewing the
process.

The character recognition system (Caere OmniPage)
was designed to recognize scanned documents, not color
digital photos. The speech recognition system (IBM
ViaVoice), a speaker-dependent, large vocabulary rec-
ognition system, was designed to understand dictated
documents and application commands. Any additional
vocabulary must be trained by the user in his or her
specific voice.

Using a scripting language and user interface agents
to stitch together application, without relying on an API
also raises many UI issues: cursor control is taken away
from the users at arbitrary times, buttons are clicked
automatically like a self-playing piano, and the users
must be careful not to interfere with the application
for fear of creating a runtime error. However, integrat-
ing the commercial applications together at a higher
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level provides for easier debugging and a more intuitive
process.

2.2 An assistant for urban navigation

When issuing an invitation to an event, the event orga-
nizer often includes directions that will enable the invi-
tee to find the way to the event’s location. Services, such
as Mapquest, shown in Fig. 1, can automatically gener-
ate street maps given a starting point and a destination,
but these methods have their limitations. These map ser-
vices cannot take advantage of visible landmarks (“Turn
right at the Petco store.”), or deal with routes that are
partly walking, partly public transit (“Change for the
Blue Line at Government Center”).

Locating devices such as digital tags and global posi-
tioning systems (GPS) also have their limitations. Dig-
ital tags are still not prevalent and unless there is a tag
in every street sign, we cannot use tags effectively in
urban navigation. Similarly, the GPS is only available
outside and would not be accessible inside a mall or an
office building. Another problem to consider is the con-
stant evolution of our environment. If the street signs
change, it would be better to take recent photographs of
the existing signs instead of relying on Mapquest, digital
tags, or GPS, which may not be updated. Nevertheless,
the GPS information recorded by the capture device
in real time would be useful in several ways. It could
be used to synchronize the pictures with a conventional
(e.g. Mapquest-style) map, or be integrated with a sys-
tem used by a route follower, so he or she could ask, in
effect, “Am I in the right place?”.

Instead of using web-based services or digital tags,
we imagine that the user will have a camera-equipped
phone, or other PDA capable of recording still images
and audio, and demonstrate the route that he would like
his guests to follow, physically traveling between the
starting point and the destination. Along the way, the
user will take digital pictures of key landmarks (street
signs, store names, etc.) and dictate directions for each
step. For example, the user walks by a Sears department
store entrance, takes a picture of the store sign, and says
into the audio recorder of the digital camera, “Walk past
the Sears store entrance on your left.”

While this suggested navigational assistant gives the
map users additional context via photos of the actual
route, it is not as flexible as route-creation systems like
Mapquest, that dynamically generate a route between
any two points. Though an event organizer’s destination
will be fixed, it is rare that guests will have the same
starting location. However, the main objective of creat-
ing this prototype is not to design a map generator that
will compete with Mapquest, but rather to demonstrate

Fig. 1 Example route from Mapquest

that combining OCR and speech recognition technology
can improve the overall accuracy of recognition.

3 Improved feasibility results

To supplement the feasibility tests conducted by
Lieberman [11], we performed new tests with a different
set of routes and improved data capture methods. The
improved feasibility studies show greater than 94% land-
mark recognition accuracy when utilizing multiple input
sources. We analyzed 9 routes and 92 direction steps.
In the numbers below, we present the raw word-level
accuracy rates of the speech recognition and the land-
mark accuracy. The combined landmark accuracy is the
percentage of landmarks recognized by either the speech
or OCR.

Speech reco word-level accuracy: 82.5%
Speech reco landmark accuracy: 64.7%
OCR word-level accuracy: 48.5%
OCR landmark accuracy: 46.1%
Combined landmark accuracy: 94.7%
When calculating the combined accuracy rate, we dis-

ambiguated the results by hand, choosing the best results
from each of the recognition outputs. Thus, the 94.7%
landmark accuracy rate is an upper bound. Hand simu-
lations, using techniques described subsequently, lead us
to expect that we will be able to achieve disambiguation
results approaching this upper bound.

4 The nuts and bolts of MARCO

When designing a software agent to aid a user in com-
pleting a task, it is best to start off by simulating the steps
required to complete the task. We physically walked
through a typical urban route, taking pictures and
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narrating directions along the way. During the
simulations, we noted any difficulties with capturing the
input and any deficiencies with the input devices.

Then we fed the gathered information (the images
and the audio) into various recognition and third-party
applications, noting the necessary operations and param-
eters. Since every application has its shortcomings,
sometimes we had to “tweak” the input and application
settings or reverse-engineer the process to obtain our
desired results. This testing of various applications
allowed us to determine the capabilities of each pro-
gram and the effectiveness of each interface. During
this preliminary process, we noted the pros and cons
of the chosen applications and devices. Details of these
assessments are given in the following sections.

4.1 General workflow

After performing the user and application simulations,
it was apparent that it might not be possible for us to
build a working commercial system within a reasonable
time frame, given our current set of technologies. There-
fore, the aims of the preliminary system described in
this paper are to demonstrate the feasibility of creat-
ing a more robust multimodal recognition system in the
future. This higher-level goal is apparent in the work-
flow outline of the user tasks and computer procedures,
shown in Fig. 2.

While performing each task, we also encountered
many inessential limitations of the commercial

Image capture 

Image alteration 

Image OCR 

Narration capture 

Narration speech recognition 

Results integration and presentation 

Fig. 2 Workflow outline of the user tasks and computer
procedures

technologies that we used. All applications have many
idiosyncratic requirements (e.g. the input files must be
configured in a certain way). Part of stitching together
the applications required us to “paper over” and simulate
over these limitations because we are not
re-programming the applications. By manipulating the
image and audio files and enlisting the help of third-
party applications, we used the software agent to imple-
ment the first five steps of the workflow for the user.
Currently, we are developing heuristics for automatic
data selection in the results integration step. Details of
the heuristics are described later in the paper.

For each of the workflow steps, we describe some of
the “tweaks” and workarounds we needed to perform
to accomplish our workflow requirements. Keep in mind
that the exact details of these steps are not important.
The details might change with another choice of applica-
tion (or even with another version of the same applica-
tion!). But we present them here because they illustrate
typical maneuvers necessary to adapt a general-purpose
application for a specific user scenario. No application
developer can anticipate all possible uses of their appli-
cation. These kinds of tricks will often be necessary, and
we want to give the reader a feel for the process involved.

4.2 Image capture

The first user task is image capture. The user must walk
along the proposed route, taking digital photos of key
landmarks along the way. These images must then be
loaded into the computer as JPEG files before we can
manipulate them and run them through recognition
software. Results from the feasibility tests showed that
problems commonly associated with taking random dig-
ital photos are rotated images, skewed camera angles
(i.e. the object is not at the same horizontal level as
the camera lens), insufficient lighting, glares from cam-
era flash, dirty signs, objects blocking the field of view,
light-colored words on a dark background, and excess
noise from unzoomed photos.

In addition, inexpensive digital cameras are too slow
to take action, or moving, shots; photos taken while the
user is on a moving vehicle – such as a car, a bus, or
a subway train – result in blurred lines. Optimal image
capture occurs when the user is on foot. Photos asso-
ciated with public transportation must be taken before
or after the user boards the vehicle. Therefore, the cur-
rent MARCO system is limited to walking directions or
directions utilizing public transportation. Driving direc-
tions may be implemented in the future with the aid of
high-speed digital cameras.
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4.3 Image alteration

Since OmniPage was designed to recognize scanned pa-
per documents, it expects files with specific properties
(e.g. 200 dpi resolution, “PICT” and “TIFF” file formats,
and black words on a white background). Therefore,
each of the problems (rotation, skewed angles, glares,
etc.) encountered during the previous step contributes
to a high OCR error rate. To overcome the limitations
of OmniPage and obtain higher recognition rates, we
have to alter the images prior to running them through
the OCR. We used Adobe Photoshop, a commercial
photo design and production tool, to rectify most of
these image imperfections. Thus, the user does not have
to manually intervene during the image alteration pro-
cess because MARCO automatically changes the im-
ages submitted by the user.

Photoshop does not have an automatic image align-
ment function. The OCR application, OmniPage, can
automatically align images during the recognition pro-
cess; however, rotation of images is limited because
OmniPage is designed for scanned documents and it is
expected that scanned documents be rotated by either
a few degrees or by increments of 90 degrees. In theory,
we could use Photoshop’s “Rotate by degrees” function
to rotate the image clockwise by a certain increment. If
we rotate the image by several increments and aggre-
gate the results, then the results are likely to contain the
optimal result. For the purposes of this paper, however,
we chose to allow OmniPage to automatically align the
images.

To simulate the appearance of a scanned office doc-
ument, other modifications to the images include set-
ting the resolution to 200 dpi, saving the image as a
PICT file, inverting the image so that light-colored words
on a dark background become dark-colored words on
a light background, switching to grayscale, cropping
excess noise, resizing the file, and ramping up the con-
trast or brightness level. The large number of alter-
ations makes successive calls to the functions both
tedious and time-consuming. In lieu of performing each
of these functions individually, we decided to use Photo-
shop Actions to package up all of the adjustments. A
Photoshop Action is a series of commands that you play
back on a single file or a batch of files. For example, you
can create an action that applies an Image Size com-
mand to change an image to a specific size in pixels,
followed by an Unsharp Mask filter that resharpens the
detail, and a Save command that saves the file in the
desired format. With Photoshop Actions, we can record
all of the required functions into a single action that
can be performed on multiple files in the future. Photo-
shop Actions can record most, but not all, Photoshop

commands, including commands that are not directly
accessible through Applescript.

4.4 Image OCR

Once the necessary alterations have been made to the
images, we can proceed to run the images through Om-
niPage. OmniPage can recognize various fonts, but it
cannot recognize all types of fonts. There is a spell check
available while running the OCR, but our system does
not utilize it because we are aiming for minimal user
interaction. While spell check might not be worthwhile
due to the frequency of proper names in street signs,
we will include “sanity checks” that might prevent such
OCR-specific errors as the misrecognition of a “S” as an
“8”, or constraints that a word be plausibly pronounce-
able. The OCR produces better results if the image is
cropped or if only the desired area to be recognized has
been selected. Alternatively, OmniPage has an “auto
select text” feature, but it does not always select the
correct portion to be recognized. Since OmniPage was
designed to recognize scanned documents, we tried scan-
ning some of our images to see if we would get more reli-
able results. The scanned photos did not, however, pro-
duce better results than digital photos. In fact, depend-
ing on the quality of the scanner, the results of scanned
photos may be worse.

4.5 Narration capture

During the feasibility tests, narration of route directions
was recorded in real-time through the built-in micro-
phone in the digital camera. The sound clips recorded
a lot of static and extraneous noises often muffled the
user’s voice, so the speech recognition was not able to
pick up many coherent sentences. We were also lim-
ited by low-quality audio recorded by our camera. We
expect these limitations to be overcome with better qual-
ity sound devices and noise cancellation methods in the
future. Presently, we make up for the low quality of the
built-in microphone by redictating the narration directly
into the speech recognition system after the images had
been recognized. The narration elements were manually
synchronized with the images for this experiment. We
used a headset microphone, which produced better rec-
ognition results than the digital camera’s microphone;
however, we were unable to simulate the original envi-
ronment (i.e. a noisy street, cars honking in the back-
ground, or a person coughing nearby), which explains
the higher recognition rate.
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4.6 Narration speech recognition

Before each image is processed through the OCR, we
first dictate the narration into the ViaVoice recognition
system. As we dictate, the system will display the results
in a text document.

ViaVoice has an “Analyze My Voice” function that
teaches the system your voice so your speech can be
recognized with greater accuracy. The function measures
the level of room noise, the volume of the microphone,
and processes the pronunciation and speech patterns
after the user dictates a short passage for 10–15 min .
Since the system has a limited dictionary, it may not
recognize rare or proper nouns such as street names or
store names. Instead, the user must typically train each
new word by typing the word and recording the pronun-
ciation.

A considerable improvement in the raw speech recog-
nition rate would be to employ named entity recognition
from a database of geographic locations for the region
in which the device was being used, or from some other
large corpus, as do some speech recognition systems
such as BBN Byblos. For the purposes of this experi-
ment, however, we accepted the failure of the speech
system to recognize many proper names, to see if we
could disambiguate them by reconciling them with the
visual input.

4.7 Results integration and presentation

The most complicated step of the MARCO workflow
is the integration of the two sets of recognition results.
Now that we have the results of the speech recogni-
tion and optical character recognition, we must decide
which words to use from each system. There are two
approaches to integrating the results: (1) take the results
of the OCR and feed it into the speech recognition, or
(2) look at the speech results and determine which part
agrees or conflicts with the OCR results. We explored
both approaches, before settling on the second method
of disambiguation.

The first approach is to take the results from the OCR
and feed them into the speech recognition system. By
feeding the results into the speech recognition dictio-
nary, we can prep its vocabulary with the words, mostly
proper nouns that are likely to show up during the user’s
narration. The same method cannot be applied in the
other direction, however, because the OCR results are
usually a subset of the speech results. While the speech
recognizer captures most of the user’s sentence, the
OCR generally captures the proper nouns, the objects
of the sentence. A major problem with this approach is
that ViaVoice only permits additional vocabulary that

is supplemented with a recording of the word’s pronun-
ciation. This would require additional user interaction,
which may contain errors in it.

Therefore, we decided to look at the second approach:
look at the speech results first, determine which part of
the results is the speech recognizer’s interpretation of
the landmark, and see if that interpretation agrees with
the OCR’s interpretation. Since landmarks most likely
to be mistaken by the speech recognition are often those
that would appear on street signs, the agent would know
that the results from the OCR might be more accurate
than the results from the speech recognizer.

Before we implemented the second method, we
analyzed the sentence patterns of route directions. To
facilitate the analysis, we examined the speech acts of
common route directions. Similar directions can be
grouped together based on word connotation and user
context. For example, there are multiple ways to tell a
person that they will pass the Lechmere subway station
on the right:

“On your right, you will see Lechmere,”
“ Lechmere will be on your right,”
“Staying to the left of Lechmere,”
“Pass to the left of Lechmere,”
“With Lechmere on your right,” and so on.

Hundreds of these speech acts were compiled by ana-
lyzing examples of route directions, taken from the In-
ternet or from people’s emails of directions to parties,
etc. They can be grouped into about a dozen different
categories including where to start from, where to exit,
where a landmark is in relation to another landmark,
where to go straight, when you are facing something,
when to transfer or get off at a stop, where to turn left or
right, etc. Since we annotated each example with “<land-
mark>” tags, we fed as many as 500 or 1,000 examples
into an information extractor (IE), an algorithm that
“learns” sentence patterns [8]. More sophisticated infor-
mation extraction techniques, such as those employing
more advanced named entity recognition, are also pos-
sible, but again, the information extraction phase of this
process is not the main point of this work. Utilizing
these groups of sentence patterns, we wrote Lisp pro-
grams to alert the agent when a landmark is expected
in a sentence. Once we extracted the landmark from
each speech result, we compared the landmark to the
OCR results. Currently, the comparison is a straight
matching of the word or words. In the future, we can
run both sets of syllables through speech synthesizers
and analyze their waveforms to determine similarities.
Although the speech recognizer is likely to misinterpret
the words of the landmark, one thing that the recognizer
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generally interprets correctly is the number of syllables,
so we can parse the landmark into syllables and
compare those syllables to the syllables from the OCR
results.

If the comparison is unsuccessful, we bring the results
to the user and ask the user to select the correct solution.
As shown in Fig. 3, if the speech recognition results con-
tain the words “leach mirror” and the OCR results con-
tain the word “Lechmere,” we bring up a pop-up screen
that says, “The speech recognizer produced ‘leach mir-
ror’ and the OCR produced ‘Lechmere.’ Which of the
results is correct?” The user can then select the buttons
next to the correct result or type in a different word.
Even if we must ask for user intervention many times,
MARCO will still provide a significant reduction in user
overhead for time. The system can also save the results
of user disambiguation for use in the future (if one user
prefers “Lechmere” over “Leach Mirror” it is likely that
all users will do so), so that it can learn over time.

After disambiguating the two recognition results, a
web page is automatically brought up, displaying each
image, followed by the disambiguated recognition
results (as shown in Fig. 4).

4.8 Stitching together the applications

To automate the recognition process, we used Apple-
script – a language used to control applications on the
Macintosh OS – to stitch together a myriad of com-
mercial applications (Photoshop, ViaVoice, OmniPage).
When saved as a droplet application and protected by
thorough error checking, an Applescript program can
run a series of tasks on multiple files within multiple
folders. Given one or more folders of JPG files and user
dictation through a microphone attached to the desk-
top, the MARCO agent is able to “clean” the image
files, run the files through OCR, process the user dic-
tation with speech recognition, and display the results
of each recognition in a web page. It takes, on aver-
age, about 3 min for MARCO to collect the inputs and
display the results for two images; however, we are con-
stantly refining the automation and cutting down the
processing time. The following Applescript code is a
snippet of the program used to alter a JPEG file and run
it through the OCR:

−− Run OCR on the first photo from the
processing folder tell application “Photoshop”

open jpg_file
do script “transform”

end tell
set pct_file to

alias (replace_chars((jpg_file as text),
“jpg”, “pct”) as text)

tell application “OmniPage Pro 8.0”

Fig. 3 Screen asking the user to disambiguate results

Fig. 4 Example output produced by MARCO

set output file to
((temp_folder as string)

& “ocr-output”)
load and OCR pct_file

end tell

The main problem encountered when combining two
unrelated recognition systems is that not only do we
have to deal with the problems of each individual system,
but we also have to deal with the difficult interaction be-
tween the two systems. Applescript, while generally suc-
cessful at interfacing with the various applications, did
have a few obstacles. Such obstacles are also common
in other scripting languages, e.g. Visual Basic and TCL.
Since Applescript is not designed to program software
agents, there are some applications that are not scrip-
table, such as IBM ViaVoice. We often have to resort
to workarounds with the help of third-party programs
like QuicKeys to simulate user-computer interaction.
Both programs provide a way to automate user inter-
action with the computer, by recording user input and
computer keyboard or mouse movements. QuicKeys is
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useful for displaying instruction dialogs and interfacing
with secondary applets.

Our current application is centered around batch
postprocessing on a desktop or a laptop computer.
Again, once mobile devices reach sufficient compute
power, we expect to run most of the processing on the
device itself in real time. Intermediate solutions based
on communicating portions of the data from the mobile
for postprocessing on a server are also possible.

5 Future applications

Further applications of this research include navigatin
large buildings, helping the elderly, and extending the
ARIA system [12].

The average American mall rarely contains the kind
of navigation cues common in urban streetscapes, such
as street signs and addresses. There are no prominent
cues or signs to direct the shopper to a particular store.
At the mall entrance, interested shoppers are presented
with a basic map of the mall’s layout as well as numbers
for the numerous stores. However, the stores themselves
do not display corresponding numbers, and most shop-
pers do not notice the simple maps given at the front of
the mall. It has been suggested that this lack of naviga-
tion cues is deliberate, to promote wandering and store
browsing. But for the shopper that wishes to target a
specific store or a particular item within the mall, this
convoluted maze can cause much unnecessary frustra-
tion. Many consumers are forsaking mall shopping in
favor of on-line ordering, in no small part because mall
navigation is difficult when they have targeted needs.
MARCO’s sister direction-taking device would be espe-
cially helpful in this situation. The system can be easily
modified to adapt to routes within a large building. A
shopper would have a complete list of stores on the
handheld and could then navigate the mall with the click
of a button. The same system can be applied to office
buildings or hospitals.

The interest to seniors is that such a system would
make it easy to produce customized, step-by-step illus-
trated reminder systems for way finding, household pro-
cedures, medical procedures, etc. More generally, it
opens up a path for usable speech recognition and vi-
sual recognition to make many kinds of household and
medical interfaces easier to use. As particular routines,
such as laundry or shopping, are so specific to each per-
son, and need for specific kinds of reminders differs
in many individuals, caregivers must often produce cus-
tom-designed procedural reminders. Sometimes it is this
inability to perform everyday routines that provides the
driving motivation for putting elderly people in nursing

homes. Additional technological support might enable
some elders to continue their independence for longer
periods.

The ARIA system is a software agent that proac-
tively looks for opportunities for image annotation and
retrieval in everyday work, like email messaging [12]. It
reduces user overhead and leads to fewer missed oppor-
tunities for image use by searching through a database
of annotated images. The current ARIA system does
not utilize visual recognition of images or speech rec-
ognition. But it could put together OCR of images and
verbal annotations made at image capture time as we do
for MARCO, to provide an additional source of semi-
automated image annotation.

6 Conclusion

This paper has presented MARCO, a Multimodal Assis-
tant for Route Construction. MARCO shows that redun-
dant sources of visual and speech information can be
used to create route descriptions, even if there are flaws
in the underlying recognition procedures. We also show
how recognition applications intended for other uses
can be “stitched together” to serve this application. We
expect that this kind of “stitching” will become more
common as time goes on, to avoid duplicating and re-
implementing functionality already present on systems.
Finally, we hope that applications like MARCO will help
keep at least a few users from getting lost.
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