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Abstract—Viewpoint independent recognition of free-form objects and their segmentation in the presence of clutter and occlusions is a

challenging task. We present a novel 3D model-based algorithm which performs this task automatically and efficiently. A 3D model of an

object is automatically constructed offline from its multiple unordered range images (views). These views are converted into

multidimensional table representations (which we refer to as tensors). Correspondences are automatically established between these

views by simultaneously matching the tensors of a view with those of the remaining views using a hash table-based voting scheme. This

results in a graph of relative transformations used to register the views before they are integrated into a seamless 3D model. These

models and their tensor representations constitute the model library. During online recognition, a tensor from the scene is simultaneously

matched with those in the library by casting votes. Similarity measures are calculated for the model tensors which receive the most votes.

The model with the highest similarity is transformed to the scene and, if it aligns accurately with an object in the scene, that object is

declared as recognized and is segmented. This process is repeated until the scene is completely segmented. Experiments were

performed on real and synthetic data comprised of 55 models and 610 scenes and an overall recognition rate of 95 percent was

achieved. Comparison with the spin images revealed that our algorithm is superior in terms of recognition rate and efficiency.

Index Terms—Multiview correspondence, registration, 3D object recognition, segmentation, 3D representation, shape descriptor,

geometric hashing.

Ç

1 INTRODUCTION

THE aim of object recognition is to correctly identify objects
in a scene and estimate their pose (location and orienta-

tion). Object recognition in complex scenes in the presence of
clutter (due to noise and the presence of unwanted objects)
and occlusions (due to the presence of multiple objects) is a
challenging task. Object recognition from 2D images is an
appealing approach due to the widespread availability of
cameras. However, 2D recognition techniques are sensitive to
illumination, shadows, scale, pose, and occlusions. Three-
dimensional object recognition on the other hand, does not
suffer from these limitations. An important paradigm of
3D object recognition is model-based (e.g., [22], as opposed to
view-based, e.g., [18]) whereby 3D models of objects are
constructed offline and stored in a model library using a
suitable representation. During online recognition, a range
image of the scene is converted into a similar representation
and matched with the models of the database in order to
recognize library objects.

A 3D model of a free-form object [3] is constructed by
acquiring its range images from multiple viewpoints so that
its surface is completely covered. These views are then
registered in a common coordinate basis. Registration is
performed in two steps, namely, coarse and fine registration
[6]. Coarse registration can be performed manually or

automatically through system calibration or feature matching
[6]. We will focus on automatic coarse registration using
feature matching, also known as correspondence identifica-
tion [34]. Coarse registration is followed by fine registration,
using, for example, the Iterative Closest Point (ICP) algorithm
[4]. After fine registration, the views are integrated and
reconstructed to form a seamless 3D model.

The main challenge in 3D modeling is the automatic
establishment of correspondences between overlapping
views. This problem becomes more challenging when the
views are unordered (i.e., the order in which the views were
acquired is unknown and, hence, there is no a priori knowl-
edge about which view pairs overlap). A pairwise correspon-
dence algorithm is not practical in such cases because it must
exhaustively search for correspondences between NðN�1Þ

2
view pairs (OðN2Þ, where N is the total number of views). In
the case of unordered views, a multiview correspondence
algorithm is more suitable. We define multiview correspondence
asaone-to-manycorrespondenceapproach(OðNÞ)wherebya
single view is simultaneously matched with multiple views.
Ourmajorcontributioninthemodeldatabaseconstruction isa
novel multiview correspondence algorithm which is an
extension of our pairwise correspondence algorithm [34].

Existing correspondence techniques such as the RANSAC-
based DARCES [8], bitangent curve matching [42], spin
image matching [22], geometric histogram matching [1],
three-tuple matching [9], and SAI matching [19] are all
pairwise correspondence techniques and, therefore, cannot
be efficiently applied to solve the multiview correspondence
problem [33]. Huber and Hebert [20] proposed a framework
for automatic 3D modeling from unordered views. Their
framework is, however, based on an exhaustive search
(OðN2Þ) to find correspondences between all possible pairs
of views in order to initialize a graph of relative pose
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estimates. The exhaustive search is followed by the multiview
surface matching algorithms which search for discrete edges
(pairwise correspondences) in the graph and verify each
pairwise correspondence by performing global (multiview)
fine registration of all the views. This adds to the computa-
tional complexity of the already expensive exhaustive search.

Our multiview correspondence algorithm automatically
establishes correspondences between the unordered
2.5D views of a free-form object by performing a one-to-
many correspondence search (OðNÞ) using a 4D hash table
(Fig. 1, Modules B and C). The result is a spanning tree of
relative transformations between the unordered views used
to coarsely register them in a common coordinate basis
(Section 3). The registration is refined using multiview fine
registration (Module D) followed by the integration and
reconstruction of the views into a seamless 3D model
(Module E). To the best of our knowledge, our algorithm
(initially proposed in [30]) is the only automatic multiview
correspondence algorithm available. Note that our contri-
bution is in the area of multiview coarse registration and
should not be confused with multiview fine registration
algorithms (e.g., the work of Oishi et al. [35]), which
assumes that the views are coarsely registered and, hence,
one can easily find overlapping views and their amount of
overlap. Moreover, the work of Avidan et al. [2] is related to
multiview correspondence between 2D images as opposed
to range images.

Our second major contribution is in 3D object recognition.
Existing techniques have various limitations mainly in terms
of their applicability to free-form objects, accuracy, efficiency,
robustness to clutter and occlusions, and the discriminating
capability of the used feature representation. An excellent
survey of free-form object representation and recognition
techniques can be found in [6]. A brief survey is presented
here for completeness. Flynn and Jain [14] used CAD models
to build large databases for automatic 3D object recognition.

Recently, the use of scanned 3D models has become popular
due to the decreasing cost of 3D scanners. COSMOS [13]
requires the calculation of principal curvatures which are not
only sensitive to noise but also require the underlying surface
to be smooth and twice differentiable. Moreover, COSMOS
cannot be used for the recognition of occluded objects. The
splash representation [39] makes assumptions about the
shape of the objects and is also sensitive to noise and
occlusions. Recognition techniques based on matching
B-Spline curves such as [40], remain sensitive to the unsolved
knot problem. The B-Spline representation is not unique since
the location of the knots cannot be accurately calculated and is
not repeatable for a given object. SAI matching [17] is limited
to only those surfaces which are topologically equivalent to a
sphere and cannot differentiate between similar objects
having different scales. The derivation of point signatures
[10] is vulnerable to surface sampling and noise and,
therefore, may result in ambiguous representations [33].
CEGI-based techniques such as [24] cannot be applied to free-
form objects. The recognition based on HOT curves [23] relies
on the accurate localization of inflection points, which is
sensitive to noise. Johnson and Hebert proposed a recognition
algorithm based on a novel spin image representation [22].
However, their representation is sensitive to the resolution
and sampling of the models and scene. Moreover, spin
images have a low discriminating capability because they
map a 3D surface to a 2D histogram [34], which leads to many
ambiguous matches. An improvement to this technique [7]
overcomes the sensitivity of the spin images to resolution and
sampling. However, the problems of the low discriminating
capability of the representation and the inefficiency of the
algorithm remain unsolved. Most of the above techniques use
a one-to-one matching strategy resulting in a recognition time
that grows linearly with the size of the model library.
Recently, the spin image representation was used in a batch
RANSAC algorithm for rapid 3D vehicle recognition [37]. It
was also used for automatic clustering and classification of
3D vehicles [12], [21] in order to handle large databases and
classify unknown but similar vehicles. Some pairwise
correspondence techniques (e.g., [1], [8]) have also been
applied to 3D object recognition.

We present a fully automatic 3D model-based free-form
object recognition [31] and segmentation [32] algorithm based
on our robust multidimensional table representation
(which we refer to as tensors) [34] in order to overcome the
deficiencies of the existing algorithms. Fig. 1 shows the block
diagram of our complete algorithm, including the offline
3D modeling and the online recognition and segmentation
phases. The combination of the strengths of our representa-
tion [34] and the customized use of a 4D hash table for
matching constitutes the basic ingredients of this novel
algorithm. Our algorithm is fully automatic and requires no
user intervention at any stage, including the offline
3D modeling, the online object recognition, and scene
segmentation. Briefly, the online recognition and segmenta-
tion part of our algorithm proceeds as follows: The point
cloud of a scene is converted into a triangular mesh which is
decimated for performance reasons. Next, a pair of vertices is
randomly selected from this mesh to construct a tensor
(Module H). This tensor is then simultaneously matched with
the tensors of the 3D models in the library by casting votes to
the tuples (model number, tensor number) using a 4D hash
table (Module J). The tuples that receive fewer votes than a
threshold are discarded and a similarity measure is calculated
between the scene tensor and the tensors of the remaining
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Fig. 1. Block diagram of our 3D model-based object recognition and
segmentation algorithm. The shaded blocks are exclusive to the
3D modeling algorithm, whereas the unshaded blocks constitute the
recognition and segmentation algorithm.



tuples. The tuple with the highest similarity is hypothesized
to be present in the scene. This hypothesis is verified by
transforming the 3D model to the scene (Module K). If the
model aligns accurately with an object in the scene, that object
is recognized and segmented (Module L). The segmented
region is removed from the scene and the above process is
repeated until the scene is completely segmented or no
further library objects are present in the scene. Experiments
were performed using a model library of 55 objects and
610 scenes and an overall recognition rate of 95 percent was
achieved. Our results indicate that our algorithm is indepen-
dent of the amount of clutter in the scene and can effectively
handle up to 82 percent occlusion. Experimental comparison
with the spin images [22] revealed that our algorithm is
superior in terms of accuracy and efficiency.

This paper is organized such that the different modules
of Fig. 1 are described in a sequential order except for
3D acquisition (Module A), which is outside the scope of
this paper.

2 TENSOR REPRESENTATION AND HASH TABLE

CONSTRUCTION (MODULE B)

The input views (or point clouds Fig. 2a) Vi (where V i is
an ni � 3 matrix of 3D coordinates) are converted into
triangular meshes Mi (i ¼ 1; . . . ; N) (Fig. 2b). Each Mi is

decimated [16], for performance reasons, to get M0
i (Fig. 2c).

Normals are then calculated for each vertex and triangular
face of M0

i. If Vi contain the entire object and completely
cover its surface, its approximate dimensions D can be
calculated using (1) [34].

D ¼ ½Dx;Dy;Dz� ¼ max
xyz

max
xyz
ðViPiÞ �min

xyz
ðViPiÞ

� �
; ð1Þ

where Pi is the rotation matrix that aligns Vi with its
principal axes. The function maxxyzðViÞ takes the maximum
values in each column of Vi. Tensors are then calculated for
all M0

i as described in Section 2.1 and a hash table is built as
described in Section 2.2.

2.1 Tensor Computation

The vertices of each M0
i are paired such that they satisfy a

distance and an angle constraint. The distance constraint
allows pairing of only those vertices whose mutual distance is
between dmin and dmax. If dmin and dmax are chosen too large,
there will be slim chances that both vertices of the pair will be
chosen from the overlapping region of the two views. If dmin
and dmax are too small, the resultant coordinate basis
(explained below) will be sensitive to noise. If dmax � dmin is
too small, very few vertices will satisfy this constraint and if
dmax � dmin is too large, too many vertices will satisfy this

1586 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 28, NO. 10, OCTOBER 2006

Fig. 2. Illustration of the tensor computation. (c) Two points and their normals n1 and n2 (red) are used to define a 3D coordinate basis (blue). (d) and
(e) A 10� 10� 10 grid defined at the origin. (f) The surface area intersecting each bin of the grid is the value of the corresponding tensor element.
(Most figures in this paper, including this one, are best viewed in color.)



constraint. We defined dmin and dmax according to (2) on the
basis of our extensive experiments [34].

dmin ¼
meanðDx;Dy;DzÞ

6
dmax ¼

meanðDx;Dy;DzÞ
4

: ð2Þ

The angle constraint allows pairing of only those vertices
for which the angle �d between their normals is greater than
5 degrees. A single vertex is paired with the nearest three
vertices which satisfy the above constraints. These constraints
not only avoid theCn

2 combinatorial explosion of vertex pairs,
but also increase the chances that both vertices in a pair are
selected from the region of overlap of the two views.

A 3D coordinate basis is then defined for each pair of
vertices as follows: The center of the line joining the vertices
makes the origin. The average of the normals of the two
vertices makes the z-axis. The cross product of the two
normals makes the x-axis and the cross product of the z-axis
and the x-axis makes the y-axis (see Fig. 2c). This coordinate
basis is used to define a 3D grid at the origin (Figs. 2d and
2e). The size of the grid determines the degree of locality of
the representation, whereas the size of each bin determines
the level of granularity at which the surface is represented.
The bin size was automatically derived as bs ¼ dmin

5 and the
grid size was selected as 103 on the basis of our pairwise
correspondence experiments [34].

Once the grid is defined, the surface area of intersection
of the mesh with each bin of the grid is recorded in a third
order tensor (Figs. 2d and 2e). Each element of the tensor is
equal to the surface area of the mesh intersecting the grid
bin (Fig. 2f) corresponding to that tensor element. Hodg-
man’s polygon clipping algorithm [15] is used to efficiently
find the area of intersection of a bin and the mesh. Our
tensor representation is simply a multidimensional table
whose entries correspond to the surface area of a local patch
of an object. Since most of the bins of the 3D grid are likely
to be empty (Fig. 2e), the resulting tensor will have many
zero elements. Therefore, the tensor is compressed to a
sparse form in order to cut down on memory utilization by
approximately 85 percent. The flow chart of the tensor
representation is given in Fig. 3. Note that the selection of
seed vertices (shaded block) is mainly performed to reduce
the number of possible vertex pairs when representing a
complete 3D model at high resolution (Section 4).

For reasons of efficiency in terms of time and memory, it
is desirable to represent each view with the minimum

number of required tensors nt. We found that a minimum of
nt ¼ 300 per view is required for correct pairwise corre-
spondences [34] as well as multiview correspondence (see
Section 5.2). Therefore, nt valid vertex pairs are randomly
selected to compute tensors.

2.2 Hash Table Construction

Multiview correspondence is highly dependent on the
efficiency of the used matching algorithm. Mamic and
Bennamoun [27] carried out a review of the different
matching approaches. These include hypothesis and test,
matching relational structures, pose clustering, interpreta-
tion trees, registration, and geometric hashing. Of these
approaches, geometric hashing [25] appears to be the most
efficient and appropriate due to the insensitivity of the
matching time to the number of views or models in the
database. However, geometric hashing, in its crude form, has
some drawbacks. First, the hash table must be built for all
combinations of four points of each view which has a
complexity of Oðn4NÞ (where n is the number of points per
view/model and N is the total number of views/models).
Second, the hash table is built with surface data points which
makes the matching process sensitive to the resolution and
surface sampling. We adopted a variant of the geometric
hashing for multiview tensor matching. In our variant, the
hash table is efficiently constructed from thentN tensors only
without going into the combinatorial explosion of the data
points. Moreover, the tensors represent local surface patches
of the views instead of data points. This makes the hash table
and, hence, the matching process independent of the
resolution and surface sampling of the views.

Once all the views have been represented with tensors,
these tensors are used to fill up a 4D hash table. Three
dimensions of the hash table correspond to the i; j; k indices
of the tensor elements, whereas the fourth dimension is
defined by the angle �d of the tensors. �d is quantized into
bins of ��d. The appropriate value for ��d was empirically
estimated and was found to be 5 degrees (Section 5). The
bins of the 4D hash table are filled up as follows: For each
tensor Tb of each view Ma (where a; b are index numbers),
the tuple ða; bÞ entry is made in all the bins of the hash table
corresponding to the i; j; k indices of the nonzero elements
of the tensor and the �d of the tensor. Fig. 4a shows the flow
chart of the hash table construction.

3 AUTOMATIC MULTIVIEW CORRESPONDENCE

(MODULE C)

We present two efficient variants of our automatic multi-
view correspondence algorithm, i.e., the connected graph
and the hypergraph algorithm. The first variant (Section 3.1)
makes a single multilevel spanning tree, whereas the second
(Section 3.2) variant makes disjoint and unilevel spanning
trees first and then connects them to form a multilevel
spanning tree hypergraph.

3.1 Connected Graph Algorithm

Fig. 5a shows the trace of the connected graph algorithm for
the 33 views of the Hasi (Fig. 7). This algorithm selects the
mesh MR with the maximum surface area as the root node to
initialize a spanning tree graph (Fig. 5a, Step 1). The tensors of
MR are then matched with the tensors of the remaining
meshes (nodes) in the search space (Fig. 5a). Details of the
matching process are given in Section 3.3. Matching tensors
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Fig. 3. Flow chart of the tensor representation. The input is either a

range image or a 3D model.



are used to calculate the rigid transformation between their
respective nodes (see Section 3.4 for details). The node with
the matching tensor is removed from the search space and
connected to MR with an arc which represents the rigid
transformation between the two nodes. Once all the tensors of
MR have been matched (Fig. 5a, Step 2), another node is
selected from the spanning tree and its tensors are matched
with the tensors of the remaining nodes in the search space
(Fig. 5a, Step 3). This process continues until all the nodes
have been added to the spanning tree (Fig. 5a, Step 4). The
search space is reduced each time a new node is added to the
spanning tree. This provides further efficiency to the
algorithm.

3.2 Hypergraph Algorithm

The output of this algorithm is also a spanning tree. However,
the construction approach is different. Fig. 4b shows the flow
chart of the hypergraph algorithm, whereas Fig. 5b shows its
trace. This algorithm initially makes separate subgraphs
which are also spanning trees. Each subgraph is made by
selecting a root node and connecting other nodes to it by
matching the tensors of the root node with the tensors of the
remaining nodes in the search space. Details of the matching
process are given in Section 3.3. When all the tensors of a root

subgraph node have been matched with the remaining nodes
in the search space, another subgraph root node is selected
from the remaining nodes. Root nodes are selected on the
basis of maximum surface area. This process continues until
subgraphs have been constructed from all the nodes and there
are no more nodes in the search space (Fig. 5b, Step 3). Next, a
hypergraph is constructed from these subgraphs as follows:
The subgraph with the maximum number of nodes is selected
as the root subgraph and the tensors of its nodes are matched
with the tensors of the remaining subgraphs as described in
Section 3.3. Consequently, all subgraphs are connected to the
root subgraph by a single arc (shown bold in Fig. 5b, Step 4)
resulting in a hypergraph. Our experiments in Section 3.3
show that the hypergraph algorithm is more efficient.

3.3 Multiview Matching

To simultaneously match a tensor Tm of a model mesh/
node M0

m with the tensors of the remaining views, the i; j; k
indices of its nonzero elements and its �d (the angle between
the normals of the two vertices used to define Tm) are used to
cast votes to all the tuples (a; b) (where a and b are the index
numbers of a view and tensor respectively) present at the
corresponding index positions in the 4D hash table (Fig. 6a).
The tuples that receive fewer votes than half the number of

1588 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 28, NO. 10, OCTOBER 2006

Fig. 5. (a) Trace of the connected graph and (b) hypergraph multiview correspondence algorithms for the 33 views of Hasi (Fig. 7). The root nodes

and the arcs joining two subgraphs (in the case of hypergraph algorithm) are drawn in bold.

Fig. 4. Flow chart of (a) the 4D hash table construction and (b) the hypergraph algorithm.



nonzero elements of Tm are dropped. Next, the correlation
coefficientCc is calculated between Tm and each tensor Ts of
all the remaining tuples using (3). Cc is calculated in the
region of overlap (i.e., the elements of Tm which have a
corresponding element in Ts) of the two tensors in order to
compensate for occlusions.

Cc ¼
nq
Pnq

i¼1 piqi �
Pnq

i¼1 pi
Pnq

i¼1 qiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nq
Pnq

i¼1 p
2
i � ð

Pnq
i¼1 piÞ

2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nq
Pnq

i¼1 q
2
i � ð

Pnq
i¼1 qiÞ

2
q ;

ð3Þ

where pi and qi (i ¼ 1 . . .nq) are the respective elements of
Tm and Ts in their region of overlap. Tuples whose Cc < tc
(tc ¼ 0:5, on the basis of our extensive experiments [34]) are
discarded and the similarity measure S (4) of the remaining
tuples with Tm is calculated.

S ¼ nqCc: ð4Þ

The remaining tuples are considered as potential
correspondences to the tensor Tm and are verified (details
in Section 3.4), starting from the tuple with the maximum
value of S. A pair of verified corresponding tuples (say,
Mm;Tm from the graph and Ms;Ts from the search space)
is used to calculate the rigid transformation between the
two meshes. The new mesh Ms is removed from the search
space and added to the graph by connecting it with an arc
to the mesh Mm. The arc represents the transformation (see
(5) and (6)) between the two meshes.

3.4 Correspondence Verification

Fig. 6b shows the flow chart of the correspondence verifica-
tion. A match between a tensor Tm of model view/node M0

m

and a tensor Ts of the scene view/node M0
s in the tuple is

verified as follows: First, M0
s is transformed to the coordinates

of M0
m to form M0

ms (7), using the rotation matrix R (5) and the
translation vector t (6).

R ¼ B>s Bm; ð5Þ
t ¼ Om �OsR; ð6Þ

M0
ms ¼M0

m [ ðM0
sRþ tÞ: ð7Þ

Bm and Bs are the matrices of coordinate basis used to

define the model and scene tensors respectively. Om and Os

are their corresponding origins. In (7), M0
ms is the union of

the two meshes after the vertices of M0
s are rotated and

translated using R and t. The bounding dimensions D0ms of

M0
ms are then calculated using (8).

D0ms ¼ max
xyz
ðV0msPmsÞ �min

xyz
ðV0msPmsÞ: ð8Þ

In (8), V0ms is the matrix of the data points (or vertices) of

M0
ms and Pms is the rotation matrix that aligns V0ms along its

principal axes. The dimensions D of the object are then

subtracted from D0ms. If the maximum difference1 between

the two is less than a specified tolerance 3bs, Mm and Ms

are also registered (using R and t) and points on the two

meshes that are within a distance of 2dres (where dres is the

resolution of Mi and is equal to its mean edge length) are

turned into correspondences. If the number of correspon-

dences is more than nc, the transformation is refined with a

variant of the ICP algorithm [36] (nc ¼ minðnm;nsÞ
4 , where nm

and ns are the number of vertices of Mm and Ms,

respectively). Once again, pairs of points on the two meshes

that are within a distance of dres are turned into correspon-

dences. If the number of correspondences is more than 2nc,

the combined bounding dimensions Dms of Mm and Ms are

calculated in a similar way to (8). If max(D�Dms) is less

than 2dres, the algorithm proceeds to verify active sensor

space violation (see Section 7.3). If any of the above local

verification steps fail, the algorithm proceeds to verify the

next tuple with the highest value of S.
During the global verification, the combined bounding

dimensions DL of all the registered meshes in the current

spanning tree and the new mesh to be added are calculated

in a similar way to (1). If max(DL �DÞ < 4dres, the new

mesh is added to the spanning tree otherwise the algorithm

proceeds to test the next tuple with the highest value of S.
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Fig. 6. Flow chart of (a) the multiview matching and (b) the correspondence verification.

1. The combined dimensions of two or more correctly aligned views
should not exceed the dimensions of the object.



4 GLOBAL REGISTRATION, INTEGRATION, AND

RECONSTRUCTION (MODULES D AND E)

The spanning tree is used to register all the views in the
coordinate basis of the root mesh MR by concatenating
transformations. To avoid the accumulation of registration
errors, which may result in seams between distant views of
the spanning tree, the registration is refined with a modified
version of Williams and Bennamoun’s global registration
algorithm [41]. Finally, the registered views are merged into
a seamless 3D model using VripPack (Volumetric Range
Image Processing Package) [38] which uses the volumetric
integration algorithm by Curless and Levoy [11] for
integration and the marching cubes algorithm [26] for
reconstruction.

5 THREE-DIMENSIONAL MODELING RESULTS

AND ANALYSIS

Fig. 7 shows some example models resulting from our

automatic 3D modeling algorithm. In the case of the Isis,

Hasi, Dinopet, and Hip, 33 unordered range images of each

object were fed to our connected graph algorithm and

hypergraph algorithm for multiview correspondence. Fig. 5

and Fig. 8 show the output graphs constructed by the two

variants of our algorithm in each case. Notice that the graphs

constructed by the connected graph algorithm have a

maximum of only four levels, starting from the root node
(e.g., node 19 in Fig. 8a) at level zero to the end nodes at level
four (e.g., node 15 in Fig. 8a). However, in the case of the Hip

using the hypergraph algorithm, the maximum number of
levels was five. The number of levels is low in either case, but
the hypergraph algorithm is more efficient. The advantages
of a small number of levels are twofold. First, the spanning
tree is quickly and efficiently constructed since the nodes are
quickly removed from the search space. Second, the registra-
tion errors are only accumulated through a small number of
branches. The following sections give a quantitative analysis
of our automatic multiview correspondence algorithm
according to four important criteria.

5.1 Robustness to the Feature Resolution of the
Views

We tested the performance of our multiview correspondence
algorithm with varying resolution of the meshes in order to
demonstrate its robustness. These experiments were per-
formed on the unordered views of five objects, namely, the
Angel, Bird, Frog, Pooh, and Teletubby (Fig. 7, second row).
There were 18 views each of the first four objects and 20 views
of the Teletubby. In each case, we reduced the resolution of the
meshes [16] and represented them with a constant number of
400 tensors per view. Next, we tested if our hypergraph
algorithm can automatically establish correspondences be-
tween the unordered views of individual objects. The results

1590 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 28, NO. 10, OCTOBER 2006

Fig. 7. Three-dimensional modeling results of our algorithm. The noise and outlier points are the result of the propagated sensor errors.

Fig. 8. Output of our connected graph and hypergraph algorithm. The root nodes and the arcs joining two subgraphs are drawn in bold. Timing

information of the hypergraph algorithm is given for the Matlab implementation on a 2.4 GHz machine.(a) Isis (4.76 mim), (b) Dinopet (3.48 min), and

(c) Hip (6.21 min).



of our experiments were quantified on the basis of the number

of views/nodes correctly registered to the root node of the

root subgraph (Fig. 9, column one). Our results show that our

algorithm has 98 percent performance at a low resolution of

400 faces per view. The failures occur mainly due to

insufficient overlap (< 50 percent) between the views [34].

Below 400 faces, the performance of our algorithm degrades

gracefully. Note that the views which are not connected to the

root subgraph are connected among themselves, forming one

or more subgraphs. In such a case, only one arc per subgraph

is needed to register them to the solution hypergraph.

5.2 Robustness to the Required Number of Tensors
per View

It is desirable to represent each view with a minimum

number of tensors for computational efficiency. Therefore,

we investigated the minimum required number of tensors

per view for a successful multiview correspondence. We

performed this experiment on the same data set used in

Section 5.1 while keeping their resolution constant at

400 faces per view. The number of tensors per view nt
was varied from 100 to 400 and our hypergraph algorithm

was used to automatically register the views. Fig. 9 (column

two) shows the number of nodes correctly registered to the

root node of the root subgraph as a function of nt. Note that

our algorithm reaches 98 percent performance at only

400 tensors per view. Below this value, the performance of

our algorithm degrades gracefully.

5.3 Robustness to Noise

The range images of the five objects in Fig. 7, second row, were
acquired with the Minolta Vivid scanner and seemingly
contained some inherent noise as well as many outlier points
(see Fig. 7). Nonetheless, these views were still correctly
registered by our multiview correspondence algorithm. To
further test the robustness of our algorithm, we introduced
additional Gaussian noise in these range images along the
scanner viewing direction (Fig. 10). The spatial resolution of
the range images of the Angel was 1:4 cm, whereas that of the
remaining data set was 0:7 cm. The average size (mean D) of
the Angel was 120:7 cm, whereas that of the remaining objects
was 58:8 cm. Next, these views were converted into our
tensor representation at 400 faces per view and 400 tensors
per view. Our hypergraph algorithm was then used for
multiview correspondence between the unordered views of
each object. Fig. 9 (column three) shows the performance of
our algorithm as a function of increasing Gaussian noise.
Note that the performance of our algorithm is almost
unaffected by noise up to � ¼ 0:7. Any further increase in
the noise level degrades the performance of our algorithm;
however, the algorithm does not catastrophically fail.

5.4 Robustness to the Number of Views

These experiments were performed on the views of the Isis,
Hasi, Dinopet, and Hip as the number of views was
comparatively large in their case. The views were converted
into our tensor representation at 400 faces per view and
300 tensors per view. The results are reported in Fig. 11. They
represent the total number of tensors that had to be matched
to register the views versus the number of input views. This
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Fig. 9. (a) Individual and (b) combined performance of our multiview correspondence algorithm.



criterion was chosen in order to compare different variants of
our multiview correspondence algorithm with an exhaustive
search, in which case, the total number of tensor pairs � that
must be matched is given by � ¼ CN

2 n
2
t (where C stands for

combinations and nt is the number of tensors per view, nt ¼
300 in this experiment). All three variants of our multiview
correspondence algorithm show a significant improvement
compared to the exhaustive search. The hypergraph algo-
rithm, however, is the most efficient, with an average
improvement factor of 301.5 over the exhaustive search. The
improvement factor of the connected graph algorithm was
172.9, whereas that of the index table-based algorithm [29]
was only 12.4.

6 THE 3D MODEL REPRESENTATION AND MODEL

LIBRARY (MODULES F AND G)

The model library was built by reconstructing 3D models of
free-form objects from their partial views using our auto-
matic algorithm (Fig. 1). This library was then augmented by
available 3D models and CAD models, resulting in a model
library of 50 objects (Fig. 12). The use of CAD models becomes
mandatory when the object to be recognized is unavailable
for scanning. However, CAD models generally contain
internal details that are irrelevant to our recognition
algorithm. Therefore, we generated synthetic views of each
CAD model from 62 uniformly distributed viewing direc-
tions and merged them again using VripPack [38] to form a
seamless 3D model which was comprised of only the visible
(external) surface of the CAD model.

Each library model was aligned with its principal axes and
scaled so that its mean x; y; z dimension equals 100 mm. This
made the recognition task more challenging as it is relatively
difficult to differentiate between objects of the same size. Our
recognition algorithm is not scale invariant (alike the spin
images [22]) and can differentiate between similar objects
having different scales. To this point, all the 3D models were
uniformly sampled since their surfaces were reconstructed
with the marching cubes algorithm [26] (using VripPack [38]).
In most cases, a 3D model does not require the same high level
of detail throughout its surface. Therefore, the rescaled

models were decimated for performance reasons at a quadric
error of 0.1 [16]. As a result, the library models ended up with
different resolutions ranging from 1:4 to 3:0 mm.

The simplified 3D models were then represented with
tensors (Section 2.1). However, it was not feasible to construct
tensors using all the vertices of a model since the average
number of vertices per model was 8,000. Therefore, we
selected seed vertices on each model by decimating it once
more at a quadric error of 30 [16] to get a lower resolution
mesh and then selecting the nearest vertices of the original
3D model to the vertices of the lower resolution mesh. The
seed vertices are then paired according to the constraints
discussed in Section 2.1 as well as the following additional
constraints: An upper bound is placed on the angle�d between
the normals of a pair of vertices, i.e., 5o < �d < 60�, in order to
increase the chances of both vertices in any pair being visible
from a wide range of viewing directions.2 Moreover, while
calculating the tensors, only those triangular faces whose
normals make an angle of less than 90 degrees with the z-axis
are considered. This ensures that the triangular faces from the
back side of the 3D model (which are not visible from the
z-axis viewing direction) are not included in the tensor
computation. Finally, nt (the number of tensors per model) is
increased to 2,000 in the case of full 3D models because they
have more surface area compared to their single views.
Increasing the value ofnt also improves the online recognition
time. The size of each tensor was 15� 15� 15 and the size of
each bin was 5 mm. The size of the tensor was increased
to achieve higher discriminating capability required for
3D object recognition.

Fig. 12 shows our 3D model library,, which is diverse in the
sense that it contains a wide variety of 3D models, including
free-form objects (e.g., animals) and CAD objects (e.g.,
vehicles). Some models are very similar, e.g., 37 and 38.
Moreover, models 17, 19, and 31 have missing surfaces at their
bottoms because they were reconstructed from insufficient
views.
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Fig. 11. Comparison of the exhaustive search and the three variants of our multiview correspondence algorithm. Note: The vertical scales are
logarithmic.

2. Pairing of a vertex from the front of the model to a vertex on its back,
for example, is not useful for recognition as these vertices are not visible
from any single viewing direction.

Fig. 10. Example views of the five objects after adding Gaussian noise with (a) � ¼ 0:7 cm and (b) � ¼ 1:4 cm.



7 THREE-DIMENSIONAL OBJECT RECOGNITION

ALGORITHM

7.1 Scene Representation (Module H)

The input to our 3D object recognition and segmentation
algorithm is a range image (point cloud) of a scene and the
output is the recognition and segmentation of library objects
in the scene. Fig. 13 shows the flow chart of the recognition
and segmentation algorithm. Module H of Fig. 13 shows the
flow chart of the scene representation. The input range
image is first converted into a triangular mesh Ms. Ms is
decimated at a quadric error of 0.1 [16] to get an optimal
mesh M0

s. M0
s is decimated [16] at a quadric error of 30 to get

a low resolution mesh M00
s . M00

s is used to select seed vertices
in M0

s which are then paired according to the distance and
angle constraints (Section 2.1) to get a list of valid vertex
pairs Lv. The same values of distance constraint (dmin to
dmax) and angle constraint (5o to 60o) must be used for the
pairing of vertices during offline 3D model representation
and during online representation of a scene. Next, a pair is
randomly selected from Lv and used to construct a tensor Ts

from M0
s (Section 2.1).

7.2 Matching (Module J)

A pair of vertices can be ordered in two ways each resulting

in a different coordinate basis. These coordinate bases are

rotated 180 degrees on their z-axis with respect to each

other. As a result, we calculate Ts for only one ordering of

the vertices and rotate Ts by 180 degrees on its z-axis to get

the tensor for the second ordering of the vertices. Each Ts is

matched with the model library using the multiview

matching scheme (Section 3.3). The result of each matching

is a list of candidate tuples (a, b) (where a and b are the

index numbers of a model and tensor, respectively) sorted

according to their degree of similarity S (4) with Ts. Each

candidate tuple is a hypothesis that model a is present in

the scene. The hypothesis is verified (Section 7.3) in a

hierarchical fashion, keeping the most expensive verifica-

tion step to the last. A confidence measure is calculated and

continuously updated at each verification step. For a

hypothesis to be finally accepted, it must pass each

individual verification step as well as maintain an overall

acceptable value of confidence.
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Fig. 12. Three-dimensional model library.



7.3 Hypothesis Verification (Module K)

During the first verification step, model a from the library is
transformed to the scene mesh M0

s by aligning the
coordinate frame of its tensor b with the coordinate frame
of Ts (Section 3.4). This transformation is refined with the
ICP algorithm [4] and the surface match between the model
and the scene is verified. If the model aligns accurately with
a portion of the scene surface, the algorithm proceeds to the
next stage. Otherwise, the next tuple is selected for
verification. The accuracy of alignment � is calculated
according to (9).

� ¼ corresponding vertices of model with M0
s

total vertices of model
; ð9Þ

f1 ¼ �S: ð10Þ

In (9), a model vertex and M0
s vertex are considered

corresponding if their mutual distance is less than twice the
resolution of the model. In (10), f1 is the confidence measure
and S is the similarity value (4) between Ts and the tensor b.
The confidence value f1 of a hypothesis is proportional to the
similarity measure between the tensors and the accuracy of
alignment resulting from the tensors. A hypothesis is
allowed to proceed to the next verification step only if �
and f1 satisfy their respective minimum required thresholds.
Selecting a high threshold for � will reject a correct
hypothesis for objects which are highly occluded in the
scene, whereas a low value will allow many incorrect
hypotheses to proceed to the next verification step. In our
experiments, we selected two thresholds for �. For values of
� < t�1, all hypotheses were rejected and, for values of
� > t�2, all hypotheses were allowed to proceed to the next
step. Hypothesis with values of t�1 < � < t�2 were allowed to
proceed to next step only if f1 > tf1. We selected t�1 ¼ 0:15,
t�2 ¼ 0:3, and tf1 ¼ 20 on the basis of over 650 verification
trials using a labeled independent training set.

The second and third steps verify if the active space of
the sensor is violated by the transformed model [10]. Two

types of active space violations can occur: First, when part
of the model is transformed into a region of the scene where
the sensor does not detect any surface even though that
region is visible to the sensor; second, when part of the
model is transformed into the space between the sensor and
a detected surface of the scene. The first type of active space
violation can occur when the model is misaligned with the
scene and in the presence of sensor errors (e.g., failure of the
sensor to detect black surfaces, a common problem with
structured light-based sensors). However, the severity of
this error is generally high in the case of a misaligned
model. The second type of violation, however, can only
occur due to a misaligned model. A misaligned model is an
indication that the hypothesis is incorrect and should
therefore be rejected. The following paragraphs give the
details of the second and third verification steps.

The second verification step proceeds as follows: The
transformation resulting from the first step is used to align the
model to the high resolution scene Ms. Next, all the model
vertices that are not visible to the sensor are removed. Such
vertices include those which fall outside the field of view of
the sensor and those which are self-occluded or occluded by
other objects. The registration between the remaining model
vertices and Ms is refined with ICP [4] and the alignment �2

between the two is calculated using (11).

�2 ¼
corresponding vertices of model with Ms

total visible vertices of model
: ð11Þ

Ideally, �2 should be equal to 1:0 for a correct hypothesis
since every visible model vertex should find a correspond-
ing vertex in the scene. In practice, �2 varies between 0.8
and 1.0 for a correct hypothesis. A low value of �2 indicates
that the hypothesis is incorrect. However, a high value does
not guarantee that the hypothesis is correct. Therefore, if
�2 < 0:8, the hypothesis is rejected. Otherwise, the visible
vertices of the model and the vertices of Ms are mapped to
the sensor’s retinal plane (e.g., the xy plane by eliminating
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Fig. 13. Flow chart of the 3D object recognition and segmentation algorithm. Modules H, J, K, and L of Fig. 1 have been expanded in this flow chart.



their z components, in case of an orthographic sensor).
Next, the 2D distances between the model vertices and their
respective nearest scene vertices are calculated. These
distances are sorted and the longest n1 distances are used
to calculate the active space violation measure � using (12).

� ¼ 1

2n1ds

Xn
i¼n�n1

di; ð12Þ

f2 ¼
�2

�
: ð13Þ

In (12), n is the number of remaining (visible) vertices of
the model, n1 ¼ roundðn=10Þ, ds is the resolution of the
scene, and di is the distance of the ith vertex of the model
from its nearest vertex in the scene. Division by ds is
performed to make � scale independent and, hence, a
constant threshold can be selected for it. The value of � is
high when the active space of the sensor is violated by the
transformed model. In (13), f2 is the new confidence
measure. The hypothesis is allowed to proceed to the next
verification step only if � < 1:0 and f2 > 1:0.

The final verification step proceeds as follows: The
model and Ms are placed in a z-buffer and the number of
vertices of the model that lie in the space between the sensor
and Ms are calculated. Ideally, no model vertex should
come in between the sensor and the scene for a correct
hypothesis. However, due to sensor errors few vertices may
still be found. We selected a conservative threshold of 30 for
this verification step. A hypothesis was finally accepted if
fewer than 30 vertices of the model were found between the
sensor and the scene. Otherwise, it was rejected. If the
hypothesis fails verification, the next tuple with the highest
value of S is selected for verification. If none of the
hypotheses (tuples) can pass all the verification steps,
another pair of vertices is randomly selected from Lv to
compute a tensor and the whole process of matching is
repeated (see Fig. 13, Module K).

7.4 Recognition and Segmentation (Module L)

An accepted hypothesis (tuple) results in the identification,
pose estimation, and segmentation of the library object (a of
the tuple) in the scene Ms. These recognition and segmenta-
tion results are saved. The vertices corresponding to the
3D model are removed from the decimated mesh of the scene
(M0

s) as well as from the list of valid vertex pairsLv, which not
only improves the efficiency of the algorithm but also
increases the odds for the recognition of the remaining scene
objects.

After the recognition and segmentation of an object from
the scene, another vertex pair is randomly selected from the
remaining list of valid vertex pairs Lv to compute a tensor
and the matching process is repeated. This process con-
tinues until the complete scene has been segmented or no
further library objects are present in the scene. There are two
stopping conditions for the algorithm: first, when all the
vertex pairs in Lv have been tested; second, when no library
object is recognized after consecutively matching V number
of tensors (V was set to 50 in all our experiments). In this
case, the algorithm stops only if no hypothesis can make it to
the computation of confidence measure f2. Otherwise, the
hypothesis with the maximum value of f2 is accepted and
the algorithm proceeds.

Note that, after the recognition and segmentation of one or
more objects in the scene, further tensors Ts are calculated

using the segmented scenes so that the vertices, as well as the
surface meshes of the recognized objects, are not reconsid-
ered. However, during the active space violation tests, the
original unsegmented scene Ms is taken into consideration.

8 THREE-DIMENSIONAL OBJECT RECOGNITION

AND SEGMENTATION RESULTS

We performed our experiments on synthetic and real data.
Results using synthetic data are presented in Sections 8.1 to
8.3. Results using real data and comparison with the spin
image recognition [22] are presented in Section 8.4.

8.1 Scenes with a Single Object and No Clutter

In the first experiment, a single view of each library object
(Fig. 12) was used for its recognition. The scenes contained
only self-occlusions and no clutter. This experiment was
repeated for 10 different views (range images) of each
library object, resulting in 500 recognition trials. Ten views
of each model were synthetically generated using VripPack
[38]. Each time, a model was rendered from an arbitrary
viewing direction and its visible surface was reconstructed
on a volumetric grid using the marching cubes algorithm
[26]. This resulted in a completely different triangular mesh
of the model’s visible surface. Note that some of these views
suffered from a high level of self-occlusion. The confusion
matrix of these 500 recognition trials is reported in Fig. 14.
The darkness of each pixel (number of times recognized) is
written on its top unless it is 10 or zero. There were no True
Negatives (TN) in this experiment since every scene
contained a library object. As a result, False Negatives
(FN) were calculated using (14).

FN ¼ Recognition Trials� TP� FP: ð14Þ

The overall recognition (TP True Positive) rate was
95 percent. The FP rate was 1.2 percent and the FN rate was
3.8 percent. Notice that the lowest number of TPs occurred
for models 21 and 28. Both of these models have complex
details causing a lot of discontinuities in their meshes,
which was the main reason for their high FN rate. The
seven FP are: Models 2, 20, 25, 45, 46, 38, 40 recognized as
models 36, 25, 45, 25, 20, 37, 41, respectively. Notice that
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Fig. 14. Confusion matrix of 10 recognition trials per object. Recognition

rate (TP) was 95 percent. FP = 1.2 percent and FN = 3.8 percent.



every object (under high self-occlusion) was confused with
another closely resembling object, e.g., 38 was confused
with 37 which is visually similar especially when viewed
from the top.

8.2 Scenes with Multiple Objects in the Presence of
Clutter and Occlusions

In this experiment, we placed 3D models from the library of
Fig. 12 with other nonlibrary models using Scanalyze [38] and
reconstructed the visible surface of the scene from a single
viewing direction using the approach described in Section 8.1,
only this time, there were multiple 3D models (including
library and nonlibrary models) occluding each other and
causing clutter. The scene was then fed to our algorithm for
the recognition and segmentation of library objects. Note that,
in each trial, our recognition algorithm had to recognize any
of the 50 library objects in a scene. This also included multiple
occurrences of a particular library object. No prior knowledge
was provided to the algorithm regarding which library
objects were present in a scene. The purpose of our tests, as
opposed to the spin images recognition [22] (see Section 8.4
for details), was not to detect the presence or absence of a
prespecified object in a scene. Rather, it was to identify all
objects that are present in a scene without any prior
knowledge.

Fig. 15 illustrates the recognition of a single library object
each in two different scenes. In each case, the object is
occluded by nonlibrary objects. Fig. 16 shows the trace of
our 3D object recognition and segmentation algorithm. The
scenes in Fig. 16 contain four library objects. Each time an
object is recognized in the scene, its 3D model from the
library is registered to the scene and its relevant surface is
segmented and removed, hence reducing the amount of
clutter in the scene. Notice that the segmentation by
recognition is very accurate and is also capable of segment-
ing discontinuous surfaces belonging to the same object
(Fig. 16f). Once all the library objects have been recognized,
their complete models are placed at their appropriate pose
in the original scene (Figs. 16k and 16l).

Fig. 17 shows additional recognition and segmentation
results. In Fig. 17d, object 37 and 38 were correctly
recognized despite their high similarity. In Fig. 17b, object 1
is present four times, out of which three have been
correctly recognized. This shows that our algorithm can
differentiate between multiple instances of the same object
in the scene.3 Some of the objects are correctly recognized
despite being highly occluded, for example, Fig. 17e
object 4, Fig. 17a object 17, and Fig. 17c object 11. Object 2
could not be correctly recognized in Figs. 17c and 17f

because of its high level of occlusion (87 percent accroding
to (15)).

We tested 60 synthetic scenes containing multiple objects
causing clutter and occlusions, and quantized the recogni-
tion results based on the level of occlusion and clutter for
each object. For comparison reasons, we defined occlusion
according to Johnson and Hebert’s formula4 [22] as given in
(15). However, a more appropriate definition was used for
clutter, as given in (16).

occlusion ¼ 1�model surface patch area in scene

total model surface area
; ð15Þ

clutter ¼ 1�model surface patch area in scene

total surface area of scene
: ð16Þ

Since our algorithm can also segment the recognized
models from the scene, the value of occlusion and clutter was
automatically calculated for correctly recognized objects.
Those objects which could not be automatically recognized,
due to a high value of occlusion were manually segmented in
order to calculate their occlusion and clutter values. Note that
false positives can occur on library or nonlibrary objects. In
eithercase,we calculate theocclusion of the falselyrecognized
object using (15). The results of the recognition trials on
60 cluttered scenes are compiled in Figs. 18a and 18b with
respect to occlusion and clutter, respectively. From Fig. 18a, it
is clear that our algorithm has an average recognition rate
(true positives) of 95 percent with up to 78 percent occlusion.
For higher than 78 percent occlusions, the recognition rate
drops rapidly. The small rise in the false positives occurred as
a result of similarities between certain models in the presence
of occlusions. For example, model 38 was confused with 37
and model 40 was confused with 41. These false positives are
not unexpected as these models are highly similar and it is
hard to differentiate between them from certain viewpoints.
From the behavior of the false positives curve, one can
conclude that the false positives rate is a function of both
occlusions and similarities between the library objects. At
lower levels of occlusion, objects with high similarities can
also be differentiated. Objects with low similarities, on the
other hand, can be differentiated even at greater levels of
occlusions. The false negatives in Fig. 18a start occurring at
72 percent occlusion and rapidly grow beyond 78 percent
occlusion. Note that there are no false negatives below
72 percent occlusion.

The performance of our recognition algorithm with
respect to clutter (Fig. 18b) indicates that our algorithm is
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Fig. 15. Recognition of single occluded objects in cluttered scenes. The recognized objects have been superimposed by their 3D models (4 and 9)
from the library.

3. The same scene was tested with the spin images algorithm [22] which
could detect only a single occurrence of the object.

4. The occlusion reported in Fig. 18a, Fig. 19b, and [22] should be

normalized to occlusion�50
0:5 to measure occlusion relative to the maximally

possible visible surface area of an object.



basically independent of the amount of clutter present in the
scene. The drop in the recognition rate beyond 90 percent
clutter was mainly because all the objects which fell into this
category were highly occluded.

8.3 Efficiency with Respect to Time

The time required by our algorithm for the recognition and
segmentation of a cluttered scene is a function of many
variables, including the size of the scene, the number of
objects in the scene, the number of tensors matched before an
object is recognized, and, finally, to some extent, the shape of
the objects. If a scene contains objects which have local surface
patches that are similar in 3D to the local surface patches of
many library objects, their tensors would result in compara-
tively more candidate tuples which must be verified. This
does not result in false positives but only adds a little to the
computation time. In our experiments, the average time taken
by a Matlab implementation of our algorithm to recognize
and segment a single object in a cluttered scene was less than
2 minutes on a 2.4 GHz Pentium IV machine with 1 GB
memory. We believe that this time will be significantly
reduced with a C++ implementation.

The performance of our algorithm was tested by varying
the library size and keeping the remaining parameters
constant, i.e., each time the same scene was used and a
single tensor was matched. Fig. 18c shows the recognition
and segmentation time measured on a real clock for a single
library object in a cluttered scene (Fig. 17b) versus the

library size. The recognition time is not affected since our
algorithm uses a hash table to perform a simultaneous one-
to-many matching rather than a one-to-one matching (in
which case, the matching time is linear with respect to the
number of library models). Note that the recognition time of
the final system may still slightly increase since a large
number of candidate tensors need to be kept until the
verification stage. An unavoidable consequence of an
extremely large library size is that the chances of tensors
from different objects being nearly similar are likely to
increase causing collisions in the hash table. Therefore, as
the hash table gets denser, the recognition time will begin to
increase, though sublinearly with the library size.

8.4 Tests on Real Data and Comparison with Spin
Image Recognition

We compared the performance of our algorithm with the spin
image recognition algorithm [22] using real data acquired
with the Minolta Vivid 910 scanner, which has a resolution of
640� 480. The library of Fig. 12 was augmented by five more
models of real objects increasing the library size to 55 models.
Fig. 19a shows the 2D images of the five objects and their
3D models. We intentionally scanned the rhino from
insufficient viewpoints5 so that its 3D model contains large
holesafter reconstruction.Thiswasdone totest the robustness
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Fig. 16. Trace of our recognition algorithm. The objects (no. 1, 4, 26, and 35) are recognized one by one and segmented and finally superimposed by
their complete 3D models (green) in (k). The recognized scene is shown from a different angle in (l).

5. The rhino was scanned from the sides and front only. It was not
scanned from the top, bottom, and back.



of our algorithm and the spin images algorithm [22] to
incomplete 3D models. As a consequence of insufficient
scanning, the views of the rhino were required to be manually
registered as they did not have sufficient overlap. However,
the remaining four objects were scanned from sufficient
viewpoints and their 3D models were constructed using our
automatic 3D modeling algorithm. All five models were then
represented with tensors and added to the model library as
described in Section 4. The hash table was also updated
accordingly. The ability of our system to learn and add new
models without any major modification to the overall model
library is a great advantage.

Next, 50 real scenes were generated by randomly placing
four or five of the real objects together in a scene. Each scene
was scanned from a single viewing direction by the Minolta
scanner generating a dense point cloud and was fed to our
algorithm for recognition and segmentation. Note that these
scenes only contained the five real objects, but our algorithm

was effectively trying to identify any of the 55 library objects
during recognition. Fig. 20 shows six example scenes and
their corresponding recognition results. As expected, our
recognition and segmentation algorithm performs equally
well on real data. Note that the tight placement of the objects
has resulted in complex scenes and yet the recognition and
segmentation are quite accurate.

For comparison, we tested the same 50 real scenes on the
spin image recognition algorithm [22] (code available at [28]).
For this purpose, the model library was processed to make the
resolution of all the models equal. Moreover, recognition
without compression was used so that the spin images
algorithm can operate at its peak performance in terms of
recognition rate [22]. After compiling the results, we observed
that the spin images algorithm completely failed to recognize
the rhino (Fig. 19a) in any of the 50 scenes. This was possibly
because the 3D model of the rhino contained large holes due
to insufficient scanning. These holes, however, did not cause

1598 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 28, NO. 10, OCTOBER 2006

Fig. 17. Recognition and segmentation results of our algorithm on six scenes containing clutter and occlusions.



any problem for our recognition algorithm as the rhino was
correctly recognized in 24 out of 28 scenes (the rhino was
more than 85 percent occluded in the four scenes where it
could not be recognized). Therefore, we excluded the rhino
from the recognition results of both algorithms and per-
formed their quantitative comparison using the remaining
results. Fig. 19b shows the recognition rates of the two
algorithms as a function of occlusion. Our algorithm outper-
forms the spin images by maintaining a higher recognition
rate as the amount of occlusion increases. The average
recognition rate of our algorithm was 96.6 percent and that
of the spin images was 87.8 percent with up to 84 percent
occlusion. The recognition rates versus clutter are not
reported as both algorithms are independent of the amount
of clutter in scenes (Fig. 18b and [22]).

It is important to point out that, in [22], the spin images
algorithm was searching for a single known object at a time6

(see [22] Section 4.2). Therefore, the experiments in [22] can be
termed as target detection, which is a much simpler task
compared to recognition. Note that the recognition rate of our
algorithm reported in Fig. 19b is higher than the target
detection rate of the spin images reported in [22] as well.
Another important point to note is that the recognition results
of our algorithm are based on matching a maximum of
250 tensors per scene whereas those reported for the spin

images (Fig. 19b) are based on matching an average of
4,000 spin images per scene. The average recognition time per
scene of the spin images [22] was approximately 480 minutes,
whereas that of our algorithm (including the segmentation of
the scene) was less than 6 minutes on the same machine (using
the same real scenes) despite the fact that the spin images
algorithm was implemented in C++ and our algorithm was
implemented in Matlab. The recognition time of the spin
images linearly increases with the library size [22], whereas
our algorithm’s recognition time is comparatively less
sensitive to the library size (Section 8.3).

9 CONCLUSION

We presented a fully automatic 3D model-based free-form
object recognition and segmentation algorithm. Our major
contribution in the offline 3D modeling phase is a multiview
correspondence algorithm which automatically registers
unordered views of an object with OðNÞ complexity. We
demonstrated the robustness of this algorithm to numerous
important criteria. Our major contribution in the online phase
is an efficient algorithm for automatic 3D object recognition
and segmentation in the presence of clutter and occlusions.
Experiments were performed on synthetic and real data and
an overall recognition rate of 95 percent was achieved.
Comparison with the spin image recognition algorithm [22]
revealed that our algorithm is superior both in terms of
recognition rate and efficiency. We also demonstrated that
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Fig. 18. Recognition rate of our algorithm versus (a) occlusion and (b) clutter. (c) Recognition time of our algorithm based on matching a single tensor
from the scene versus the number of models in the library.

Fig. 19. (a) Two-dimensional images of real objects (first row) and their corresponding 3D models (second row). (b) Recognition rate versus
occlusion (on 50 real scenes) showing that our algorithm performed better than the spin images [22].

6. This was confirmed through communication with A.E. Johnson,
author in [22].



our algorithm’s recognition time is not sensitive to the size of
the model library as opposed to the spin images [22].
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