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Abstract—Although the capacity of multiple-input/multiple-
output (MIMO) broadcast channels (BCs) can be achieved by dirty
paper coding (DPC), it is difficult to implement in practical sys-
tems. This paper investigates if, for a large number of users, simpler
schemes can achieve the same performance. Specifically, we show
that a zero-forcing beamforming (ZFBF) strategy, while generally
suboptimal, can achieve the same asymptotic sum capacity as that
of DPC, as the number of users goes to infinity. In proving this
asymptotic result, we provide an algorithm for determining which
users should be active under ZFBF. These users are semiorthogonal
to one another and can be grouped for simultaneous transmission
to enhance the throughput of scheduling algorithms. Based on
the user grouping, we propose and compare two fair scheduling
schemes in round-robin ZFBF and proportional-fair ZFBF. We
provide numerical results to confirm the optimality of ZFBF and to
compare the performance of ZFBF and proposed fair scheduling
schemes with that of various MIMO BC strategies.

Index Terms—Broadcast channel, dirty paper coding (DPC),
downlink scheduling, fair scheduling, imperfect channel state
information (CSI), multiple-input/multiple-output (MIMO),
multiple-input/multiple-output capacity, multiuser diversity,
proportional fair, zero-forcing beamforming (ZFBF).

1. INTRODUCTION

ULTIPLE-INPUT/multiple-output (MIMO) systems
have great potential to achieve high throughput in
wireless systems [1], [2]. With M transmit antennas at the base
station and N receive antennas at the user terminal, it is well
known that in a single-user case the capacity gain is roughly
min{M, N} times that of single-input/single-output (SISO)
systems [1], [2]. In cellular systems, multiple antennas can
be easily deployed at the base station to achieve this benefit.
In many cases, however, mobile terminals have a smaller
number of antennas than the base station due to size and cost
constraints. In this case, since min{M, N} = N, it may
appear that we do not obtain significant capacity benefit from
the multiple transmit antennas. Indeed, this is true with the
transmit strategy of time-division multiple access (TDMA),
where the base station serves one user at a time. Thus, with a
limited number of receive antennas at each user, TDMA cannot
achieve a linear increase of sum capacity (sum rate or system
throughput, i.e., the aggregate data rate of users) in the number
of transmit antennas [3], [4].
The solution to this problem is to serve multiple users simul-
taneously. One way to accomplish this is to use a coding scheme
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called dirty paper coding (DPC), which is a multi-user encoding
strategy based on interference presubtraction [5]. In particular,
when the number of users K exceeds the number of transmit
antennas M, regardless of IV, a linear increase of capacity in M
can be achieved by using DPC. In fact, DPC is the optimal (ca-
pacity achieving) strategy in MIMO broadcast channels (BCs or
downlink, i.e., channels from the base station to mobile users)
[6]. However, DPC is difficult to implement in practical systems
due to the high computational burden of successive encodings
and decodings, especially when the number of users K is large.

Beamforming (BF) [7] is a suboptimal strategy that can also
serve multiple users at a time, but with reduced complexity rel-
ative to DPC. In BF, each user stream is coded independently
and multiplied by a beamforming weight vector for transmission
through multiple antennas. Careful selection of weight vectors
can reduce (or eliminate) mutual interference among different
streams by taking advantage of spatial separation between users
and thereby support multiple users simultaneously. This type of
multiuser communication scheme is called space-division mul-
tiple access (SDMA). Despite its reduced complexity, BF has
been shown to achieve a fairly large fraction of DPC capacity
when the base station has multiple antennas and each user has
a single antenna [7]-[10]. Moreover, it has been shown that if
the beamforming vectors are chosen optimally, the sum rate of
BF approaches that of DPC as the number of users K goes to
infinity [4].

Finding the optimal beamforming weight vectors, however,
is still a difficult nonconvex optimization problem [7]. In this
paper, we seek a very simple transmit strategy that can easily be
implemented in practice but whose performance is comparable
to that of DPC. In particular, we consider a suboptimal beam-
forming strategy, zero-forcing beamforming (ZFBF), where the
weight vectors are chosen to avoid interference among user
streams. Such beamforming weights can be easily found by
inverting the composite channel matrix of the users. ZFBF
is generally power inefficient because beamforming weights
are not matched to user channels. However, we will see that
when the number of users K is sufficiently large, its sum-rate
performance comes close to that of DPC. This is due to a
multiuser diversity effect [11], [12].

Multiuser diversity is a form of selection diversity among
users; when the number of users K is large, the base station can
schedule its transmission to those users with favorable channel
fading conditions to improve the system throughput. In MIMO
channels with independently fading coefficients, the benefit of
multiuser diversity comes from two different factors. First, mul-
tiuser diversity provides increased channel magnitudes. For ex-
ample, assuming homogeneous [equal average signal-to-noise
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Fig. . MIMO downlink system with M/ transmit antennas and K > M users
combined with SUS algorithm (see Section I'V-B).

ratio (SNR)] users, the channel gain (SNR) of the best user is
roughly log K times higher than the average channel gains, so
multiuser diversity increases SNR by the same factor. Second,
multiuser diversity offers abundant channel directions. This en-
ables the base station to choose a user group with good spatial
separations, which is why certain simple suboptimal schemes
often exhibit fairly good performance under large K. For ex-
ample, in [13] the authors demonstrate that a suboptimal zero-
forcing receiver approaches the performance of the optimal re-
ceiver under large K. In [14], the authors propose an orthogonal
random beamforming (RBF) scheme and show that it asymptot-
ically achieves the optimal sum rate of DPC. This is made pos-
sible because multiuser diversity enables even a random beam
direction to be nearly matched to certain users. One advantage of
RBF is that it can be implemented with partial channel state in-
formation (CSI) at the base station. However, it has slow conver-
gence in K, which yields poor performance for practical values
of K,eg, K < 100 for M = 4 and N = 1 (see numer-
ical results in Section V). When full CSI is available, a better
choice of beamforming directions can be made that has fairly
good performance under the zero-forcing strategy. Namely, the
transmitter can choose a group of users with high channel mag-
nitudes and for which their channel directions are matched to
zero-forcing beam directions. We propose an algorithm (called
the semiorthogonal user selection (SUS) algorithm) for such a
user group selection and prove that ZFBF with the chosen user
set achieves the same asymptotic sum rate as DPC. Thus, even
a very simple strategy like ZFBF with a heuristic user selec-
tion becomes asymptotically optimal in the sum-rate sense at
large K. This asymptotic optimality results directly from mul-
tiuser diversity. The SUS algorithm we propose is based on a
semiorthogonal user selection. We note that in a parallel work
[15], ZFBF was combined with a similar heuristic criterion for
a low-complexity scheduling problem with queueing.

Note that we use the term “large K qualitatively. The ques-
tion of how large K should be will become clearer as we go
through Section IV. In that section, in proving the optimality
of ZFBF, we make use of the law of large numbers and ex-
treme value theory, which implies that we need K to approach
infinity to achieve the optimal performance of DPC. However,
numerical results in Section V will show that our ZFBF-SUS

each with IV, receive antennas. Plot shows proposed downlink strategy of ZFBF

scheme performs reasonably well under practical values of K,
e.g., K < 100. Thus, in the context of asymptotically optimal
results, we shall take on the order of K ~ 10* or above to be
large. However, in the context of practical values that give per-
formance reasonably close to that of DPC, K in the range of
several multiples of M will suffice to be considered large.

Although we mainly use sum rate as a performance metric for
convenience, it does not capture fairness among users, which
is an important issue in practical designs. We extend our SUS
together with ZFBF to a fair scheduling scheme that essentially
combines TDMA and SDMA. We propose two different fair
scheduling methods: round-robin ZFBF (RR-ZFBF) and propor-
tional-fair ZFBF (PF-ZFBF), of which PF-ZFBF makes use of
multiuser diversity and hence has a higher average throughput.
We also analyze the performance loss of ZFBF due to inaccurate
CSI at the transmitter. Simulations show that the performance
of ZFBF degrades rapidly if CSI at the transmitter is inaccurate.
The benefit of ZFBF over TDMA is most conspicuous when
the users have only a single receive antenna. However, we will
see that the sum-rate asymptotic optimality of ZFBF is valid
for any number of receive antennas at each user.

II. SYSTEM MODEL

Consider a single-cell MIMO BC with a single base station
supporting data traffic to K user terminals, as depicted in Fig. 1.
The base station is equipped with M transmit antennas and the
kth user terminal with N; receive antennas. We assume that
K > M. We use asimple channel model where the channel gain
from a transmit antenna to a user is described by a zero-mean cir-
cularly symmetric complex Gaussian (ZMCSCG) random vari-
able, which is an appropriate model for narrowband systems op-
erating in a nonline-of-sight rich scattering environment [16].
For simplicity, we assume that all the users are homogeneous
and experience independent fading. The signal received by a
user £ may be written as

yi = Hpx + zg, k=1,....K )

where x € CM*1 is the transmitted symbol from the base sta-

tion antennas, H;, € CN+*M ig the channel gain matrix to the
kth user, z, € CN+*1 is the additive white Gaussian noise
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(AWGN) at the kth user,! and yy, is the received signal vector
by user k. The entries of Hy, are assumed to be independent. We
normalize the channel and noise such that the entries of H;, and
zy, have unit variance, and the transmitter has an average power
constraint £{xx*} < P. Unless otherwise stated, perfect CSI at
the base station is assumed. For ease of explanation, we assume
=1,k = 1,..., K in most parts of the paper. Extension
to multiple receive antennas is straightforward and will be dis-
cussed in Section VIII. We will focus on the ergodic sum rate of
this system, i.e., the long term sum rate averaged over channel
realizations. Note that this metric is most suitable for applica-
tions without a stringent delay constraint [17].

A. Notation

We use uppercase boldface letters for matrices and lowercase
boldface for vectors. Consistent with this rule, we use hy, in
place of Hy, for the kth user’s channel when N = 1. &(e)
stands for the expectation operator, and P{e} is the probability
of the given event. X* (x*) stands for the conjugate transpose
of a matrix X (vector x). |-A| denotes the size of a set .A.

III. REVIEW OF MIMO BC STRATEGIES

In this section, we briefly go over three exemplary MIMO BC
transmission schemes.

A. TDMA

In the conventional TDMA scheme, the base station transmits
to only a single user at a time. In this case, the maximum sum
rate, achieved by sending to the user with the largest channel
gain, is given by

Rrpva = keglaxK}log (14 Plhg?) . )

30y

In [4], the scaling law of this TDMA scheme is shown to be
& {RTDMA} ~ log (1 + Plog K) 3)

where? x ~ y indicates that limg_,o 2/y = 1. Compared
to the single-user capacity of log(1 + P), we observe that the
sum rate increases double logarithmically in K. The effective
SNR, being the maximum of K, i.i.d. X% s distributed random
variables, benefits by a factor of log K asymptotically for large
K. Thus, the multiuser diversity gain increases SNR by a factor
of log K.

B. DPC

DPC is the capacity-achieving strategy in MIMO BCs
[6]. Specifically, it achieves the following sum-rate capacity

[18]-[20]:
) “4)

Rppc = max log (
K
P20,y <P
k=1

Iz, includes out-of-cell interference, which we assume to be Gaussian for
simplicity.

2Since the constant terms inside the outer logarithm are insignificant, we
could equivalently write E{ Rrpma } ~ loglog K. However, to explicitly state
the effect of K on the SNR, we use formulas in the form of log(1 + SNR)
throughout this paper.

K

I+ Phihy
k=1

where Py, is the transmit power allocated to user k. Furthermore,
it is shown in [4] that in the limit of large K, Rppc satisfies

P
E{Rppc} ~ Mlog <1 + MlogK) ) 3)

In addition to the multiuser diversity gain of log K, DPC
achieves a full spatial multiplexing gain, i.e., a linear increase
of the sum rate in M. DPC is of great theoretical interest, but
implementing DPC is a challenging task due to its complexity,
as will be discussed in detail in Section IV-D.

C. BF

In BF, user streams are separated by different beamforming
directions. Let sy, Wy, and Py be, respectively, the data symbol,
beamforming weight vector, and transmit power scaling factor
for user k. Define W = [wy -+ wg|,s = [s1 -+ sx]T,
and P = diag{P1,..., P} so that the transmitted signal is
X = Ele /Piw,sy,. For user k, we have the following:

yr = (V Pehpwy)sg + Z VPihpwisi + 2. (6)
J#k
The receiver detects the transmitted symbol s, by simply

treating the interference terms as an additive Gaussian noise.
The sum rate achieved by this scheme is [9]

K
K 1+ Zl Pj|thj|2
= 1 )=
Rar = max 3 log 5
k=1 1+ >0 Pjlhew,]?
=1k

K
subject to Z lwi|[*Pr < P. (7)
k=1

In [4], the authors show that the optimal BF in (7) has the same
growth rate as DPC, i.e.,

P
E{Rpr} ~ Mlog <1+M10gK>- (®)

The proof is based on the observation that Rpp is lower
bounded by the sum rate of the orthogonal random beam-
forming (RBF) strategy proposed in [14], which achieves the
same asymptotic throughput in (5) as DPC. Since RBF is a
suboptimal BF strategy, the optimal BF in (7) should also be
asymptotically optimal in K.

Determining the optimal wgs and Pjs of BF is difficult in
practice, especially for large K [7]. In this paper, we are in-
stead interested in a practical scheme that has very low com-
putational complexity but still achieves the full spatial multi-
plexing and multiuser diversity gains as DPC. Moreover, the
scheme should perform reasonably well under practical values
of K, i.e., for a small number of users. In the next section, we in-
vestigate a simple but suboptimal BF strategy, the zero-forcing
beamforming (ZFBF) [8], [9], [16]. We will see that ZFBF is
also asymptotically optimal in the sum-rate sense when K is
large.
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IV. OPTIMALITY OF ZFBF WITH SUS ALGORITHM
A. ZFBF

In ZFBF [8], [9], [16], beamforming vectors are selected such
that they satisfy the zero-interference condition hyw; = 0 for
j # k. Fig. 1 shows a block diagram of the ZFBF system.
Let S C {1,...,K},|S| < M be the scheduler output, i.e.,
a subset of user indexes that the base station intends to transmit
to, and H(S) and W(S) are the corresponding submatrices of

= [h{ --- hL]" and W = [w; - wg], respectively.
One easy choice of W(S) that gives zero-interference is the
pseudoinverse of H(S)

—H(S)! = H(S)"(HS)HS))™. )

Then, (7) becomes

R S a log (14 P;) 10
zFBR(S) = . ZD: >1(P<PZ g ( (10)
i€eS
where
1 1
Yi = = oy (11)
[will>  [(H(S)H(S)*)~'];

can be interpreted as the effective channel gain? to the ¢th user.
The optimal P; in (10) is easily found by waterfilling

P;=(py; —1)*

where {x}* denotes max{z, 0}, and the water level 11 is chosen

to satisfy
1\t
S (n-2) =r

ies i

(13)

(14)

Finally, the achievable sum rate of ZFBF is found by considering
every possible choice of user groups &

max

Rzrer(S).
SC{l,... . K}:|S|<M

Rzrpr = (15)
Our objective is to show the following main theorem.
Theorem 1: In the limit of large K, the ZFBF transmit

strategy can achieve an expected sum rate equal to that of DPC

E{Rzrpr} ~ Mlog (1 + 17 log K) ~ £ {Rppc}

(16)

Thus, ZFBF fully achieves both the multiplexing gain and the
multiuser diversity gain, i.e., it is asymptotically optimal at
large K.

The proof is given in the following two sections. The intu-
ition behind the asymptotic optimality of ZFBF is that the ran-
domness in users’ channel gains reduces the loss coming from

3An equivalent expression to (10) is

R S max log(1 4~ F;) 12
ZFBF(;) Zl<l§; g v P, (12)
ies
where 1?1 = ~; ' P, = ||w;||?P; is the transmit power allocated to the ith user,

and ; P; is the received SNR of the user. In this regard, y; can be interpreted
as the effective channel gain to the ¢th user.

inverting the channel. In particular, when H(S) is poorly condi-
tioned, the effective channel gain (11) is greatly reduced. How-
ever, with a large number of users, the transmitter can almost
surely choose a group of M users that are nearly orthogonal to
one another. Then, inverting the channel becomes merely a ro-
tation operation, hence there is no loss in channel gains so we
can achieve a linear increase in capacity of M. The loglog K
term in (16) implies that imposing near orthogonality among se-
lected users does not reduce the multiuser diversity gain, i.e., in
selecting near-orthogonal users we still have choices among a
user set with cardinality of order K.

From (9)—(15), we see that the implementation of ZFBF
consists of two stages: the optimal user group S selection (the
scheduler in Fig. 1) in (15) and the beamforming weight vector
calculation and the optimal power allocation within the selected
user group (the zero-forcing beamformer in Fig. 1) as in (9)
and (10). While the latter has a very low implementation cost?
regardless of K, the former stage, determining the optimal & in
(15), requires an exhaustive search over the entire user set. In
[8] and [9], the authors only consider a relatively small number
of users (K < M in [8] and K up to 16 in the numerical
examples in [9]), and therefore such a brute-force search may
be feasible. However, when K is large, such a method cannot be
used any longer, since the size of its search space, qu\i1 (If ) ,
becomes prohibitively large. For example, with K = 100 users
and M = 4 transmit antennas, we have Zi\il (If ) ~ 4 x 10°.
This makes a low-complexity implementation of the optimal
ZFBF challenging. However, our proof of Theorem 1 will be
constructive in the sense that we propose a low-complexity
suboptimal user selection scheme called the SUS algorithm
(Section IV-B) and show that its performance is still asymptot-
ically optimal (Section IV-C). The complexity of the proposed
algorithm is discussed in Section IV-D.

B. Construction of Semiorthogonal User Group (SUS
Algorithm)

In this section, we construct a suboptimal user group Sy using
a semiorthogonal user selection (SUS) algorithm as follows.

Step 1) Initialization:

T, ={1,...,K} (17
i=1 (18)
So = ¢ (empty set). (19)

Step 2) For each user k& € 7;, calculate gy, the component of

hy, orthogonal to the subspace spanned by {g(1),.--,&@i-1)}
L higl
Z T T 80 20)
< gl
3)g(1)

Z

When ¢ = 1, this implies g = hy.

(21)
llg il

4This will be elaborated upon in Section IV-D.
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Step 3) Select the sth user as follows:

(i) Zargglea?zjllgkll (22)
S() — 80 @] {’/T(I,)} (23)
he) =hz) (24)
8() = 8x(i)- (25)

Step 4) If |So| < M, then calculate 7;41, the set of users
semiorthogonal to g ;)

. |hkg>(ki)|
']—H_l: ke?},k¢r(z)|m<a (26)
ie—i+t1 (27)

where « is a small positive constant.5 If 7;,; is nonempty and
|So|, the number of elements in the set Sy, satisfies |So| < M,
then go to Step 2). Otherwise, the algorithm is finished.

By construction, it is easily seen that {g;, 1 < i < [Spl}
is a set of orthogonal vectors in C**™ . The algorithm works
as follows: in Step 2) we project user channels in 7; to the
orthogonal complement of span{ggq),...,gu-1)}. Note
that those user channels in 7; are already semiorthogonal to
g(1);- - ,g(i — 1), because those users whose channels are
not semiorthogonal to one of the g(1),...,g;—1) would have
been dropped off 7; in Step 4) of the previous iterations. Thus,
gr = hy for k € 7;. Then, in Step 3), we select the best user
(1) (the one with the largest projected norm), its channel h;),
and the next basis vector g;). Since g(;) ~ h(,;), the selected
user channels { h(1)7 ... 7h( M)} become semiorthogonal to one
another with relatively large gains.

A scheduling algorithm based on semiorthogonality has been
proposed in [21] and [15]. A similar algorithm to the SUS has
been proposed in [22] and [23] for user subset selection in zero-
forcing DPC, which is a suboptimal DPC scheme based on a
QR decomposition of the channel [8]. This algorithm is similar
to Steps 1)-3) of our proposed SUS algorithm, but the algorithm
in [22] and [23] does not force semiorthogonality among users
as the SUS does through Step 4). Although this step may not be
necessary in zero-forcing DPC, where any remaining interfer-
ence terms can be cancelled by dirty paper precoding, in ZFBF,
however, selecting a nonorthogonal user degrades the effective
channel gains (11) of the other users, as will be seen in Lemma
2. Therefore, forcing semiorthogonality among users is useful in
ZFBF. In fact, we will see in the next section that the assumption
of semiorthogonality among users plays a pivotal role in proving
Theorem 1. Another advantage of having Step 4) is that it re-
duces the complexity (running time) of the algorithm by elimi-
nating those users not semiorthogonal to the selected user from
further consideration in subsequent iterations. Without Step 4,
we would need all the users to go through M iterations of Steps
2)-4). With Step 4, however, a large fraction of the users are
dropped off at intermediate iterations, greatly reducing the run-
ning time of the algorithm.¢

5The choice of « is discussed in Section V.

6The fraction of users who survive until the end of the ith iteration is given
(lower bounded) by I 2(z, M — 2) in (39). With & = 0.3 and M = 4, for
example, about 25% of the users survive the first iteration, and at least 2% of
the original users survive the second iteration.

C. Performance Lower Bound of ZFBF-SUS

In this section, we provide a proof of Theorem 1.
Rather than directly finding £{Rzrpr}, we derive an
asymptotic lower bound to E{Rzrpr(Sp)} and show that
E{RzrBr(So)} ~ E{Rppc}. Since Rzrpr > Rzrer(So)
for every channel realization, Theorem 1 readily follows.
Throughout the proof, we will assume that |Sy| = M. This is
almost surely true if K is very large and « is not very small;
more precise conditions on K and « will be discussed through
this section.

T
Let H(Sy) = [h{l),...,h(TM)] and define h;; =

h(,i)g?j)/Hg(j)H, the component of h; along g(]-)/||g(j)||.
From (21), we have

b =g + by 3 B8O 28
() =86 +ha Y N (28)
j=1 (J)
i1
—go + Y iy (29)
= el
Then, H(Sy) can be decomposed as
H(S;) = DRQ (30)

where D is diagonal with ||g; || as its (7,4)th element, R, is
lower triangular

1 0 0 0
€21 1 0 0
R=| . : (31)
: : 0
€M1 €EM2 emm—1 1
where ¢;; = hij /||, and Q is a unitary matrix with
81
gl
Q= : (32)
(M)
”g(M)H

Lemma 1: R is close to diagonal in the sense that its off-di-
agonal elements are much smaller than unity. Specifically, |€;;|
is upper bounded by

M —1)a?
|€ij|2<ﬁ7 1<i<M,1<5<i-1. (33)
Proof: See Appendix 1. ]

Since H(S) is invertible by construction, the ZFBF precoder

is given by
W(So) = H(So) = Q*R~'D.. (34)
Performance loss due to this precoder comes from two factors:
1) since R is not perfectly diagonal, there would be some loss
in effective channel gains and 2) since |7;| < K fori > 2,

the multiuser diversity gain of log K will decrease. We will see,
however, that these two factors become negligible as K — oc.
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1) Effective Channel Gain Reduction: Combining (11),
(33), and (34), we can prove the following lemma.

Lemma 2: Under ZFBF with SUS algorithm, -;, the effective
channel gain of the «th selected user, is lower bounded by

lgll®
Yi > i Diar (35)
L+ 1(—(M—)1)a2
Proof: See Appendix II [ |

From the above lemma, we see that the denominator can be
made close to unity by choosing o small enough, which implies
that the channel gain reduction becomes negligible if we can
make a small enough. The above bound, however, is not tight.

2) Multiuser Diversity Gain Reduction: Multiuser diversity
gain is related to the size of the set 7; from which g;) is
chosen. To estimate the cardinality |7;11|, we calculate the
probability that a random channel h € C'* is semiorthog-
onal to {g;),j = 1,...,i}. Define the set of candidate vectors

of 711
| gf»)|
Wia)={heCM: 2 _ < j=1,...,i,.
{ bl
(36)
Denote the subspace spanned by {g(;),j = 1,...,i} as V; =

span{g;) : j = 1,...,1}, and define

<, VVEVL'}. (37)

Clearly, Wi(a) € W;(a).
Lemma 3: For a random vector h € C'*M | we have

2

(0%
- a2> (38)
(39)

- M —i
P{h e Wi(a)} = Fai a4 <—
:I(,Q(Z,M—’L)

where F), ,,, () is the cumulative distribution function (CDF) of
the F distribution, I, (a,b) = B.(a,b)/B(a,b) is the regular-
ized incomplete beta function, B.(a,b) is the incomplete beta
function, and B(a, b) is the (complete) beta function.”

Proof Deﬁne hy = hv*v/||v|[?andh; =h—h.Then,
h;v*=0,hh % = 0, and the condition in (37) is equivalent to
Ihy[?/lIhL]]* < a?/(1 — a?). The lemma follows by noting
that ||hy|* and |[h ||* are 1ndependent x2-distributed random
variables with 2¢ and 2( M —1) degrees of freedom, respectively,
and that the ratio of two independent chi-squared random vari-
ables follows the F distribution. [ |

Applying the law of large numbers, at large K, the order of
|7:1+1] is approximately |7;11] = KP{h € W;(«a)}. Noting
that T2 (i, M — i) > I,o(M —1,1) = o>M~1) we have

|7;| ~ KP{h € W;_1(a)} (40)
ZKP{h € Wi_l(a)} (41)
—Kla(i—1,M—i+1) 42)
> Ka2M-1) (43)

7In MATLAB, use fcdf(a, n, rn) for the F distribution and betainc(z, a, b)
for the regularized incomplete beta function.

K and « should be chosen such that the lower bound on the
right-hand side of (43) is large enough for the law of large num-
bers to be valid.

3) Asymptotic Performance: In Step 3) of the algorithm, g ;)
is chosen among gys in 7;. In Appendix III, we show, using re-
sults in extreme order statistics [24], [14, Appendix A], [25],
that ||g(;||*, being the maximum of |7;| independent identi-
cally distributed (i.i.d.) random variables, behaves like log |7;]|
for sufficiently large K. Formally, ||g(;)||? satisfies

1
P{llg|* > N >1-0( —— 44
(ol > w2 1-0 () a9
where
. KIe(i—1,M —i+1)
uL(Z):log (M—L)'
. Klye(i—1,M—i+1)
— (M — 1) loglog (=]
—loglog VK. (45)
Choosing P; = «; P/M in (10), we have
E{RzrBr(So)}
M p
>E& I 46
> {; og< i >} (46)
@, ) P gl
> Zlog 1+MW a7
=1 1-(M—1)a?
M .
. P ug(d)
2 , ) L
ZZP{Hg(i)H >ug (i) Hog|1+ 5 —oraer| @9
i=1 1-(M—1)a2
Q- P wr, (i)
= Z[ ( )] log |1+ 37— o (49)
KI5 (i—1,M—i+1)
©) p log Y =) |
Zlog 3 oD (50)
1—-(M—-1)a?
2(M—1)
d) P log I(((yMT)'
leog 1 MW (51)
T—(M—-1)a2
(:))Mlog <1 + — 10gK> (52)
=&{Rppc} (53)

where z = y means limg . z/y > 1. Inequalities (a) and (b)
follow from (35) and (44), respectively. In (c) we used the fact
that (1—0(1/1ogK)) ~ Landup (i) ~ log (K Iz (i—1, M~
i+1) / (M —i)!).In (d) we use (43). Finally, (e) can be verified
by noting that the difference of the two expressions converges
to a constant M log (1 + (M — 1)*a?/(1 = (M — 1)a?)) as
K — .

Since we have shown that Rzrpr(Sp) asymptotically has the
same sum rate as that of DPC, and Ryzrpr(Sy) < Rzrpr <
Rppc, Theorem 1 has been proved.
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TABLE 1
COMPLEXITY COMPARISON BETWEEN DPC AND ZFBF-SUS

DPC

ZFBF-SUS

user selection

plexity CiwK [27]

Convex optimization problem which can be solved by
sum-power iterative waterfilling algorithm with com-

Complexity Csys K, with Csys < Crw.

rate and beam weight
calculations
decompositions (SVDs) [18].

MAC-to-BC transformation, which requires a number
of matrix multiplications, inversions, and singular value

one matrix inversion and waterfilling procedure

channel coding

[29].

Dirty-paper precoding can be approximated using con-
catenated coding strategies with high complexity [28],

No interference pre-subtraction is required. Conven-
tional single user coding schemes can be applied.

D. Complexity Analysis

In this section, the complexity of the SUS algorithm is ana-
lyzed and compared with that of DPC. In DPC, the sum capacity
is obtained by (4), which can be solved using standard convex
optimization techniques [26]. In fact, an efficient algorithm has
been developed to solve (4), utilizing a sum-power iterative wa-
terfilling technique, whose complexity grows as O(K), i.e., lin-
early with the number of users [27]. The solution to (4) is in
the form of a dual MAC channel, so a MAC-to-BC transforma-
tion must be applied to obtain the rates, beam directions, and
encoding orders of selected users, as described in [18]. Then,
each user’s stream is encoded using dirty paper precoding [5],
where interference from previously encoded users are presub-
tracted. However, straightforward implementation of dirty paper
precoding requires sophisticated random coding and binning
strategies which are not practical to implement. Schemes to ap-
proximate dirty paper precoding in practice are described in
[28] and [29]. These schemes generalize the idea of Tomlinson—
Harashima precoding into a multidimensional vector quantiza-
tion using a complicated concatenated coding structure. The
performance of these schemes is quite close to that of DPC. The
complexity of these schemes is basically that of regular LDPC-
like codes plus a trellis-shaping code for the vector quantization.

Now, let us discuss the complexity of the ZFBF-SUS
algorithm. As has been mentioned in Section IV-A, the imple-
mentation of ZFBF-SUS consists of two stages: user selection
using the SUS algorithm and a beamforming weight vector
calculation. First, we note that the latter has a small fixed
complexity, requiring only one M x M matrix inversion
W(Sy) = H(Sp)~! to obtain beamforming weights, and
a single waterfilling procedure over M users, as given in
(10)-(14), to calculate the optimal power allocation on each
subchannel. Henceforth, we concentrate on the complexity of
the SUS algorithm. In Step 2) of the SUS algorithm, we need
one (1 x M) x (M x M) vector-matrix multiplication per
user. Since there are |7;| users in the ith iteration, we need |7;]|
matrix multiplications. In Step 3) we need to search for the user
with the maximum norm in 7;, whose complexity is linear with
|7;]. In Step 4) we need |7;| inner product operations. Since
Steps 1)-4) are run at most M times, each time with |77| = K,
| 72|, - - ., |Zar| users, we conclude that the computational com-
plexity of running the SUS algorithm is C Zﬁl |7;|, where
C is a proportionality constant that corresponds to one matrix
multiplication, one vector 2-norm calculation, and one inner
product. This proportionality constant is much smaller than

that required in the sum-power iterative waterfilling, which is
a numerical optimization technique that gives an approximate
solution after a finite number of iterations (on the order of
10-30, depending on accuracy requirements). Within each of
these iterations we need a number of matrix multiplications,
matrix inversions, and vector 2-norm calculations for each user,
as well as waterfilling over K users to obtain the optimal power
allocation. Thus, the proportionality constant Cpw for the
sum-power iterative waterfilling is much larger than C'. Noting
from (42) that |7;| =~ K1,2(i—1, M —i+1), the complexity of
the SUS algorithm can be expressed as C Zf‘il |7;| = Csus K,
where Cgyg = C Zi\; I.2(i — 1, M — i+ 1). For the values
of a of interest, Csyg < 2C'.8

Although this alone gives ZFBF-SUS a large complexity re-
duction relative to DPC, perhaps the most important complexity
disparity between ZFBF and DPC is its encoder and decoder
design. Since in ZFBF the multiuser interference is zeroed out
by beamforming, conventional single-user coding schemes can
be used without modification. In contrast, practical implemen-
tation of DPC is still an open problem, and even approximating
the DPC requires the use of complicated encoding and decoding
schemes, as mentioned in the previous paragraphs. We summa-
rize the complexity comparisons of this section in Table 1.

V. NUMERICAL RESULTS

In this section, numerical results for the sum-rate perfor-
mance of the ZFBF-SUS algorithm are presented. In Fig. 2, we
plot E{Rzrrr(So)}, the sum rate of users under the ZFBF-SUS
scheme, averaged over channel distributions, as a function of
a for M = 4, P = 10 dB, and K in the range of 10-10000,°
where Rzrpr(Sp) is obtained from (10) and Sy from the SUS
algorithm. If « is too large, effective channel gains (35) are
reduced due to the loss associated with zero-forcing channel
inversion, while if « is too small, the multiuser diversity gain
(43) decreases. The optimal value of a decreases with K,
ranging from 0.2-0.4 for K in the range of 100-100 000.

In Figs. 3 and 4, we compare the sum-rate performance
of various MIMO BC strategies. The plots are obtained by
averaging over 500 independent channel sets using the op-
timal « values. The plots show that the performance of the

8For example, Csuys = 1.48C with @ = 0.4, and Csys = 1.12C with
a=0.2.

9Although practical systems will not be able to accommodate such a large
number of users, by looking at the numerical results for a very large number
of users we are able to confirm the validity of Theorem 1 and its derivations in
Section IV.
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Fig. 2. Sum rate (aggregate data rate of users) of ZFBF-SUS scheme with
M = 4 and P = 10 dB as a function of . Optimal choice of « ranges 0.2-0.4
for K > 100.

ZFBF-SUS scheme closely follows the large K asymptotic
performance M log (1 + (P/M)log K). To obtain the sum
capacity of DPC we use the sum-power iterative waterfilling
algorithm proposed in [27]. For the optimal ZFBF, we perform
an exhaustive search over the entire user set. Due to their
computational complexities we could work with only up to
100 users for DPC and the optimal ZFBF. However, it can be
inferred that the sum rate of the optimal ZFBF will also con-
verge to M log (1 + (P/M)log K), because its performance
should lie between those of the ZFBF-SUS and DPC, and
for DPC the convergence has already been proven elsewhere
[4] as has been explained in Section III-B. Perhaps a more
important observation is that the ZFBF scheme performs quite
well even for relatively small values of K. This is a big contrast
to the random beamforming (RBF) scheme [14], which is also
asymptotically optimal at very large K but performs poorly at
practical values of K, i.e., for K < 100.!9 Thus, ZFBF is not
only of theoretical interest but also useful for practical systems
with M < K < oo.

Note that in the figures we are assuming that all the users
have equal average received SNRs. Therefore, all the users have
the same average rate, which can be obtained by dividing the
sum rate by K. In particular, as K increases, the sum rate in-
creases because we have more multiuser diversity. However, the
rate of any particular user, given by the sum rate divided by K,
will be a decreasing function of K. If the users have heteroge-
neous SNRs, maximizing the sum rate is not a good design cri-
terion, since users with poor SNRs will experience starvation.
This raises a fairness issue among users, which we will discuss
in the next section.

VI. FAIR SCHEDULING ALGORITHMS

The schemes discussed so far focus on maximizing the
sum rate; fairness among users is an important practical issue

10The random beamforming scheme, though, requires a much smaller amount
of feedback.
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performance M log(1 + (P/M)log K'). Optimal values of « were used for
each K. M = 2.4and P = 10 dB.

when the traffic is delay-constrained or the user channels
are heterogeneous. Round-robin scheduling (RRS) is the
simplest form of fair scheduling that gives equal opportu-
nities to all the K users. The sum rate of RRS is given by
Rrrs = (1/K)Y s, log (1 + P|hg||?). However, since
RRS supports only one user at a time in a TDMA fashion,
it does not achieve spatial multiplexing gains. Therefore, re-
garding Rrrs as the performance baseline, we would like to
develop a scheduling strategy for our ZFBF technique with
similar fairness. We propose two different fair scheduling
methods: RR-ZFBF and p PF-ZFBF.

A. RR-ZFBF
In RR-ZFBF, we recursively apply the SUS algorithm.
Specifically, we construct a user group S; = Sy by running

the algorithm. Then, we construct the second user group S, by
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repeating the algorithm for the remaining users, i.e., with an
initial user set 7; = {1,..., K} — &;. The tth user group S;
is obtained with 7; = {1,..., K} — U:;i S;. This procedure
is repeated until no users are left. Let T' be the total number
of user groups. A scheduling period consists of T' time slots.
At the tth time slot, the base station transmits to users in S;
using a ZFBF precoder W(S;) = H(St)T. Since these users
are semiorthogonal, the performance loss due to zero-forcing
channel inversion is minimal. Assuming an average power
constraint over the scheduling block, we assign fair (equal)
powers PT /K to each user. Then, the sum rate of RR-ZFBF

is given by

T |St]

1 PT
RRR-_zFBF = T ; glog (1 + 7%@) (54)
where v,; = 1/ [(H(St)H(St)*)_ll . This scheduling

scheme essentially combines TDMA and ZS]SMA.

To see how fairness is preserved while giving a larger
throughput than RRS, we obtained numerical results for
M = 4 and K = 1000. For RR-ZFBF, there were a total of
T = 257 user groups, of which 239 groups had four users, 11
groups had three users, four groups had two users, and three
groups had one user. Therefore, most of the time, the transmitter
could serve M = 4 semiorthogonal users simultaneously. The
sum rate was 11.9 b/s/Hz at P = 10 dB, which was nearly M
times RRS’s sum rate of 3.3 b/s/Hz at P/M = 4 dB SNR,
hence, our scheme obtained significant spatial multiplexing
gain. In fact, the individual rate for each user was increased by
similar amounts (mostly by 3.4 — 4.0), meaning that fairness in
the RRS scheme was carried over to RR-ZFBF.

B. PF-ZFBF

A wide class of scheduling problems can be formulated as a
weighted sum-rate maximization problem

K

O Ri(S,
scmax, ;/Lk() k(S,t)
K -

P, >0, § Pp=p
k=1

(55)

where 11, (t) and Ry (S, t) are the weight and the supported data
rate, respectively, of user k at time ¢, with a scheduling decision
S. When ug(t) = 1, Vk,t, the problem reduces to the sum-
rate maximization criterion discussed in the previous sections.
In general, 14, (t) can be chosen based on various criteria such as
queue lengths [21], [15] for stability or average past throughput
[12] for fairness.

Proportional fair scheduling (PFS) is a simple algorithm de-
signed to meet fairness among users while at the same time ex-
ploiting the multiuser diversity gain [12]. Specifically, in the
original PFS, the base station schedules to the single-user S =
{kopt } with the maximum weighted throughput

kopt = arg maxye gy peyb(t)Ri({k}, 1) (56)
where the supported data rate Ry ({k},t) is
Ry ({k},t) = log (14 P|hy(t)|]?) (57)
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and the weights, the inverse of the time-averaged past
throughput, are updated as

1 1\ 1 1
et +1) (1 - E) @) RS ), kes (8)
-\ ) keS 5
it +1) ( n) () g£Ss (59

with the averaging window size ¢. appropriately chosen.

In PF-ZFBF we extend the above PFS to serve multiple
users using ZFBF-SUS. One subtlety in applying the PFS in
ZFBF-SUS is that, unlike the original PFS where Ry (S,t)
can be obtained before the scheduling decision is made, in
ZFBF-SUS the supported data rates can only be calculated
after the user group S is completely selected. Therefore, in
PF-ZFBF, the exact Ry (S,t) is unknown when the scheduling
decision has to be made. Noting, however, that the selected
users are semiorthogonal, we may approximate the supported
data rate as Ry, (S,t) = log (1+ (P/M)||gx||?). If the selected
users were truly orthogonal and allocated equal powers, we
would have Ry (S,t) = Ry (S, t). With this approximation, the
PF-ZFBF algorithm works as follows.

Step 1) Attime ¢, perform the SUS algorithm to obtain S = S,
with the following modification in (22):

. P
(i) = ang e () 1o (1 4+ 7 llal?) (60

Step 2) Apply ZFBF to H(S) to obtain the actual supported
data rates Ry, (S, t) of each user k € S. (¢t + 1)s are updated
as in(58) for k € S and as in (59) for k ¢ S, using the actual
Ry(S,t)s.

C. Performance

The sum rates of RR-ZFBF and PF-ZFBF are compared in
Fig. 5. As in Figs. 34, all the users were assumed to have
the same average SNR and experience independent Rayleigh
fading. Compared to the sum-rate maximizing scheduling
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Fig. 6. Fairness comparison of ZFBF-SUS, PF-ZFBF, RR-ZFBF, original
PFS, and RRS. Users have unequal average received SNRs ranging from 0
(user 1) to 20 dB (user 50).

(ZFBF-SUS), both fair scheduling algorithms suffer rate loss
in return for fairness. Among the two schemes, PF-ZFBF is
seen to have a better throughput performance than RR-ZFBF.
This is because PF-ZFBF benefits from multiuser diversity
gain as it tries to choose the best user set through (60), while
RR-ZFBF only cares about the orthogonality of user channels
and does not exploit fluctuations in channel strengths. Another
shortcoming of RR-ZFBF is that the channel must remain
unchanged during the entire scheduling period of T" time slots.
RR-ZFBF, however, provides deterministic fairness, i.e., every
user is guaranteed to be scheduled once in every scheduling
period. Since a scheduling period consists of 7' time slots, the
worst case delay between consecutive packets is 27 ~ 2K /M
time slots. Therefore, RR-ZFBF is more suited for delay-con-
strained traffic. In PF-ZFBF there is no such delay guarantee,
although a very high inter-packet delay is unlikely to occur.

To compare fairness of the proposed and other scheduling
strategies, in Fig. 6, we plot the time-average data rate that each
individual user attains under each scheduling strategy. We use
K = 50 users with their average received SNRs ranging from 0
to 20 dB, in a log-linear scale. From the figure, we can clearly
observe that the proposed fair scheduling schemes achieve sim-
ilar fairness as RRS, i.e., users have equal chances of being
scheduled regardless of their SNRs, and yet all the users have
higher throughput than RRS. ZFBF-SUS, on the other hand,
strongly favors users with high SNRs and thus causes starva-
tion of users with low SNRs.

VII. IMPERFECT CHANNEL KNOWLEDGE

The discussions so far assume perfect CSI at the transmitter
(CSIT). Since this is difficult to obtain in practice, it is impor-
tant to investigate the effect of imperfect CSIT on the perfor-
mance of the proposed ZFBF scheme. For single-user MIMO
channels, various types of imperfect CSIT, including covari-
ance [30], delayed [31], and quantized feedback [32], have
been considered in the literature. Since analytical formulations
of these effects are difficult for MIMO BCs with SDMA, in

16 . . . .
‘ -g&‘i-#‘#‘#‘#‘ﬁ-ﬁ‘ﬁ‘#-#-#-%‘%‘-f‘#‘&#‘#-#-O‘t-#‘#-#‘#"-'“
14 ¢ h
‘)\Q'Q
12 R
X
_ 9
Fo ‘O\Q -
g ¢
= X
8 -
[ vevastos Sey
£ VVVVVVVOER R TV vvo o
A, o VVVyy
4L [ ©-zFBF-sUs App °~@° |
A RBF Bap, V0
g TDMA 'AA,AXXX
oL | # High K asymp A X'ﬁ
% 0.05 0.1 0.15 02 0.25 0.3
fDr

Fig.7. Sum rate of ZFBF-SUS, RBF, and TDMA with M = 4 and K = 100
as a function of Doppler-delay product. Average received SNR is P = 10 dB.

this section we present a preliminary simulation result on the
sensitivity of the sum rate to imperfect (outdated) CSIT. Fig. 7
shows the sum rate of ZFBF-SUS, RBF, and TDMA under
imperfect CSIT. The plots are generated assuming that the
transmitter has an outdated channel knowledge {ﬂk}, and its
correlation coefficient to the true channel {Hj} is given by
p = Jo(2wfpT), where Jy is a Bessel function of the first
kind of order 0, fp is the Doppler shift, and 7 is the feedback
delay. Inaccuracy in CSIT destroys semiorthogonality of users
and results in a poor performance of ZFBF. The RBF scheme
is also sensitive to outdated CSIT, since the transmitter’s beam
directions are no longer matched to the targeted users. TDMA
is relatively robust to imperfect CSIT because only one data
stream is transmitted at one time. Thus, we conclude that high
channel accuracy at the transmitter is required for schemes that
use multiple beams at the same time.

VIII. MULTIPLE RECEIVE ANTENNAS

While we have proven the asymptotic optimality of ZFBF for
only the case with N, = 1, it is not difficult to see that Theorem
1 also holds for general MIMO configurations. Suppose the kth
user has N, > 1 receive antennas. As an extension to Lemma 3
in [4], we can show that

K
pP
& {Rppc} ~ Mlog <1 + i logklek> . (61)

Now, consider the receiver strategy where the N receive
antennas do not coordinate. In this case, each antenna may
be treated as a separate user. Then, since there are effectively
Zszl Ny, single antenna users, by Theorem 1, ZFBF achieves

K
P
E{Rzrpr} ~ M log (1 + i log;Nk) . (62)

Thus, we again have £ {Rzrpr} ~ & {Rppc}, regardless of
the number of receive antennas of each user.
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Although we have shown that the optimal asymptotic per-
formance can be attained without any receiver antenna coor-
dination, coordinating receiver antennas through receiver pro-
cessing is still beneficial [33]. The receiver processing strategy
we use in this section is as follows. Let the singular value de-
composition (SVD) of Hy, be H;, = Uy \/./TkV}: The received
signal y, of each user is multiplied by a receiver shaping ma-
trix Uy, [23]. Then, the resulting system can be viewed as a
MIMO BC with Z,{;l N}, single antenna users with channel
gains ‘/)\kmv,t,n (Vi,n is the nth column of V) at the nth
stream to the kth user, and thus our ZFBF-SUS scheme can be
applied. Fig. 8 compares the sum-rate performances of DPC,
TDMA, and ZFBF-SUS with and without receiver coordina-
tion. It can be seen that ZFBF with receiver coordination has
a slightly better performance than ZFBF without receiver co-
ordination. This is because the receiver coordination presents
the transmitter with orthogonal input singular directions (v, p,
n = 1,...,Ng), as well as the largest possible channel gain
(Ak,max) to each user.

IX. CONCLUSION

We have examined transmit strategies for MIMO BCs with
multiple antennas at the base station and a large number of
multiantenna users. We have shown that a ZFBF strategy can
achieve the same asymptotic sum rate (the aggregate data rate
of users) as that of the optimal DPC scheme as the number of
users goes to infinity. This is because with a large number of
users the transmitter can choose user channels that are nearly
orthogonal to one another. We have proposed a low-complexity
algorithm for such a semiorthogonal user selection (SUS al-
gorithm). Our proposed ZFBF-SUS scheme thus achieves a
sum rate close to the optimal rate promised by DPC, but with
much lower complexity. We have also presented fair scheduling
schemes based on the ZFBF-SUS algorithm, RR-ZFBF and
PF-ZFBF. Numerical results show that ZFBF-SUS (and thus
ZFBF) is indeed asymptotically optimal and has fairly good
performance for a relatively small number of users. However,

its performance suffers under imperfect transmitter channel
knowledge. When users are equipped with multiple antennas,
receiver antenna coordination further enhances the data rates,
although the coordination is not necessary to achieve the
asymptotically optimal sum rate.

Although we have discussed only BCs, all the results in this
paper are directly applicable to a MAC with a multiantenna
receiver and many users (transmitters) with a common power
source (sum-power constraint), with the transmit zero-forcing
beamformer in the BC moved to the receiver side in the
MAC. By the uplink—downlink duality result [19] in linear
beamforming systems and the duality relationship between
the capacity (DPC) regions of MIMO-MAC and MIMO-BC
[18]-[20], the sum rates of the MAC using DPC and ZFBF,
respectively, are the same as the sum rates of the dual BC.
Hence, ZFBF achieves the asymptotically optimal sum rate in
the sum-power constrained MAC as well.

For most of this paper, we have only investigated users with
equal average SNRs. The case of unequal SNR users would be
an important extension of the paper. Moreover, although ZFBF
is asymptotically optimal in the sum-rate sense, this may not
be the case for the weighted sum-rate maximization problem
shown in (55), for which the performance gap of ZFBF and DPC
needs to be further explored.

APPENDIX 1
PROOF OF LEMMA 1

Suppose 7 > j, i.e., the ith user channel h(i) is selected after
the jthuser channel h;). Then, by Step 4) of the SUS algorithm,
h;) must be semiorthogonal to g

h;)g(;
gl for i> j. (63)
i) lllge
Using our definition h;; = h;)g{;)/[Ig(; |, we obtain
. |h(i)g>(kj)| _ |h(i)g>(kj)|
|hij| = N — bl
gl Il
<alhgl,  for i>j. (64)

Taking squares on both sides, and substituting ||h; ||* with (29),
we have

hij|* < o?|hg)l”

1—1
8(k)
g + hig m——
@ 2 gl

i—1
=a’ (Ilg<i)||2+Z|hik|2>7 for i>j (67)
k=1

where the last equality results from the orthogonality among g ;)
and g)s. Taking the summation over 1 < j < ¢ — 1, we can
write

(65)
2

(66)

i1 i—1 i—1
S ol < S (ngmuz .S w) )
j=1 j=1

k=1

1—1
—(i-1)a? (ng@w 3 |mk|2> (69)
k=1
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i—1
=(i—1)” | llgill® + > ks (70)
=1
Rearranging the above, we obtain
= 1)a®|lg I
hij|* < —. 71
Z| J| —(i— l)az (7D

Using this result, we can obtain an upper bound on |e;;| =

ij /, as
s _ Ihyl? o
lei ;] = k < (72)
T gl IIg (@) |2
(i = 1a?
<7 —(i—1)a? (73)
(M —1)a?
< — 74
“1-(M-1)a? 74
which is the desired result.
APPENDIX II
PROOF OF LEMMA 2
From (11), v; may be expressed as
= ! (75)
G ENENDE
1
= 76
(DRQQRD )], 7o
2
gl -

T (R)TRY),,

To find R™1, write R = I + E. Note that E is lower triangular
with zeros in the diagonal. Observing EM = 0, R™! can be
found by

M—1
R!= Z (—E)". (78)
n=0
By induction, we will show that
(M —1)a?
|( )J|< 1—(M—1)Oéz
fort<n<M-1land i>75 (79)

for a small enough. This is trivially true for n = 1 by (33).
Assuming that (79) is true for some n < M — 1, we have

[(E"+h);] = ik (B™)kj (80)
M
< B (Bl (81)
k=1
_ 2
<y M—1e (82)

1—(M-1)a?

Choosing « such that M < /(1 — (M — 1)a?)/(M — 1)a?,
or equivalently v < /1/(M?2 + 1)(M — 1), we obtain (79).

Now, |(R™1);;| for i > j can be upper bounded as
M-1
(Rl = | D [(—E)*; (83)
k=1
M-1
< ) IER)] (84)
k=1
(M —1)3a2
—_— . 85
V1= -Da? (85)
Also, note that (R™1);; = 0 fori < j and (R1);; = 1 for

1 = j. With this bound, the denominator in (77) may be bounded
by

[(R)T'RTY],, = (86)

M

> IR Yl 67
k=1 ki
(M —1)*?

1+ —.
ST e

(88)
The lemma follows by substituting this into (77).

APPENDIX III
PROOF OF (44)—(45)

Consider ¢ — 1 randomly chosen orthogonal vectors
., 8(i—1) € CM and define

g(1);--

[hv|
[[h[[[v]]

<a, VveE f}z'fl

) (89)
where V; 1 = span{g;) : j = 1,...,47 — 1}. Using a similar
procedure as in the proof of [25, Lemma 2], we can show that

Wifl( ) {h c CcixM .

P{llgwl® <z} < P{llgwl* <z}, Vz2>0 (90
where
8(i) = &) O
(i) = arg ithmax, thy €W, _ 1(a)||gk|| (92)
i1 hkg
Z U e k=1, K. (93)

* g7

That is, g ;) is defined as the projected channel (projected away
from g1),...,8(i—1)) of the user whose projected channel
norm is the ¢th largest among those whose original channels
belong to W1 (). Now, define

= _ )8k hpe W1 1()
gL = %94

{ 0, hy ¢ Wl 1( )
With this definition it is clear that (%) =
argithmaxi<r<k ||8kll, ie., €u is the ith largest
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order statistic of g1, . .., gx. Conditioning on hy, € VA\/l_l(oz),
the complementary CDF of ||g]|? is given by

P{llgrll* > =}
:P{hkeW-_l(a>}P{||gk||2 > z‘ hy € VAV‘_l(oz)}. (95)
Noting thathy, = g+ (hy—g}), and that ||§[|? and ||hy — & ||

are independent chi-square random variables with 2(M —i+1)
and 2(i — 1) degrees of freedom, respectively, we have

R h. — &
hy € Wi_i(a) & /B =8l (96)
bl
. 1—a? .
& &l > THhk — &il? (G
. 1—a?
& llenl® > 7)(%(1'—1)- (98)
Therefore
Pl 2 2| s
. . 1—a?
—{lelP | lal? > g ) 09
> P {|lgxl? > =} (100)
and (95) becomes
N 2
Pl > =}
> P {hy € Wisa(0)} P{llgull® > 2} (101)
M—i i
:102(1'—1,M—i+1)e—zzﬁ (102)
7=0
_ _ -z, M—i )
=1l (i—1,M—i+1) Gr i (1+0(z71) .  (103)
Utilizing [25, Lemma 6], we have
Plgnll? > ur()p >1-0 L (104)
Ol = - log K

where

uz (i) = log (Kfa2<i — LM i+ 1))

(M — )

- (M—i)loglog(

—loglog\/?}.

Kle(i—1,M—i+1)
(M —i)! )

(105)

Finally, (44) is proved by noting the inequality in (90).
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