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Capacity Regions for Wireless Ad Hoc Networks
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Abstract—We define and study capacity regions for wireless ad for ad hoc networks with any number of nodes. These multidi-
hoc networks with an arbitrary number of nodes and topology. mensional regions are more descriptive, since they contain all

These regions describe the set of achievable rate combinationsyhieyable combinations of rates between the network nodes
between all source-destination pairs in the network under various . .
under various transmission protocols.

transmission strategies, such as variable-rate transmission, i 8 .
single-hop or multihop routing, power control, and successive  The Shannon capacity region of ad hoc networks remains an

interference cancellation (SIC). Multihop cellular networks and open problem, so our capacity regions only define the maximum
networks with energy constraints are studied as special cases.achievable rates under specific transmission protocols, which
With slight modifications, the developed formulation can handle may be suboptimal. However, our problem formulation allows

node mobility and time-varying flat-fading channels. Numerical . . . . :
results indicate that multihop routing, the ability for concurrent us to investigate the impact of different techniques on network

transmissions, and SIC significantly increase the capacity of ad Performance, including power control, multihop routing, spa-
hoc and multihop cellular networks. On the other hand, gains tial reuse, successive interference cancellation (SIC) and vari-
from power control are significant only when variable-rate gple-rate transmission.
transmission is not used. Also, time-varying flat-fading and node g yemainder of the paper is organized as follows. In Sec-
mobility actually improve the capacity. Finally, multihop routing tion Il d ibe th ¢ del. In Section III d
greatly improves the performance of energy-constraint networks. !on » We e;cn e he Sys gm mg el. In Section 1il, we de-
. ) . fine rate matrices and capacity regions for ad hoc networks. In
Index Terms—Ad hoc, capacity region, energy constraints, flat  gection |V, we define capacity regions for a sequence of five
fading, mobility, multihop cellular, multihop routing, wireless. o : ; R
transmission protocols of increasing sophistication, and study
them in the context of a random network topology. In Section V,
I. INTRODUCTION we discuss computational issues. In Section VI, we modify the

IRELESS networks consist of a number of nodes confe'mulation to study multihop cellular networks and, in Sec-
Wmunicating over a wireless channel. Depending on thélpn VII, we extend the formulation to include the effects of
architecture, they can be roughly divided in two categories. Iﬁze—varylng flat-fading and node mobility on the capacity of

those following thecellular paradigm, all nodes communicate network. In Section VI, we present another modification,

directly with a base stations that are responsible for controlliry Eab_le fsor t?e Sr;d¥£f enehrgyt-tirc]) nstramecil netwgrks. V(;/ef_cor(lj-
all transmissions and forwarding data to the intended users GHOE N Section 1A Throughout the paper, terms being detine

those following thead hocparadigm, all nodes have the samé'e set inboldface
capabilities and responsibilities. Two nodes wishing to commu-
nicate can either do so directly, if possible, or route their data

through other nodes. Our work deals with this second type ofConsider an ad hoc network withnodesA;, As, ..., A,.
networks. Each node has a transmitter, a receiver, and an infinite buffer,

The nature of the wireless channel, the lack of synchronizand wishes to communicate with some or all of the other nodes,
tion, and also the lack of any predetermined topology create@ssibly by multihop routing. We assume that nodes cannot
many challenging research topics in the area of ad hoc n&&nsmitand receive at the same time. We also assume that nodes
works [1], [2]. Traditionally, research has been concentrat& not wish to multicast information, so every transmission is
on random access [3]-[9], transmission scheduling [10], afittended for a single node.
routing [11], [12]. Networks with energy constraints are also Node A; transmits at some fixed maximum powgrand all
being studied [13], [14]. transmissions occupy the full bandwidii of the system. We

Lately, there has also been work on determining the capacitgfine P = [P, P, ... P,]" as thepower vector. When4;
of ad hoc networks. In a recent landmark paper [15], the authdr@nsmits,4; receives the signal with powér;; P;, whereG,;
derived lower and upper bounds on the performance of a clg&otes the channel gain between nadeand A;. We define
of networks in the limit of a large number of nodes, in termthe channel gain matrix to be then x n matrixG = {G;}.
of a single figure of merit, the maximum uniformly achievabld he elements along the diagonal are unimportant and are set
communication rate between all nodes and their selected delstiGi; = 0. The receiver of each node is subject to thermal

nations. In this work, we define and investigate capacity regiongise, background interference from various noise sources such
as other networks, and interference from other users, where the
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Let {A4;: t € J} be the set of transmitting nodes at a given Al _——— A2 Al A2
time, each nodel, transmitting with powet?,. Let us assume ® Ay, 10 ® o A 13
thatnoded ;, j ¢ J isreceiving information from nodd;, i € 1’

J . Then thesignal-to-interference and noise ratio (SINR)at
nodeA; will be
Yij = . 1) o_ A3 ° | J °
TUiW4 Y GriPy Ay Q/ A3 Aq A3
keT ki . '
(1) (i)

We assume thad; varies the transmission rate baseth@n Fig. 1. Two transmission schemes for a network of four nodes (i)ii) S-.

to meet a given performance metric. Specifically, nodeand Transmit-receive node pairs in operation are connected by arrows. The node

e ; _whose information is being transmitted and the link transmission rate are shown
Aj agree on atransmission rate- f(’YzJ) wheref(-) isafunc next to the link arrows. The rates are dictated by the SINR of each link and
tlon that reflects the quality of the receiver and the performanggction f(-).

metric. For example, based on Shannon capacity, we can set

f(vi) = Wlogy(1 + 7). Al 5 %e 2
Under the Shannon assumption, bits transmitted over the link
are received with asymptotically small probability of error as
long as (2) holds. Alternatlvely‘(%]) could be the maximum
data rate that satisfies a given BER requirement under a spe-
cific modulation scheme such a¢-array quadrature amplitude
modulation (/-QAM) [16]. Note that in (1), we treat all inter- A4 \—/ A3
ference signals from other nodes as noise: this assumption WI|| () (ii)
be relaxed when we consider SIC. Fig. 2. Information flows for two time-division schedules that use the

We assume omniscient nodes with perfect knowledge of thgemes of Fig. 1. (if; = 0.581 4 0.55,. (i) 7> = 0.755; 4 0.255..
h | trix nd the noisel{) and power £) vec- Arrows signify the end-to-end information flows, and numbers denote the
channel gain ma_ G) a p ~ overall communication rates.
tors. The transmission protocol for all nodes is agreed to in ad-

vance. Thus, no overhead is needed for nodes to detei@ine hof th ¢ the bit rat h
H. P, or the transmission schedule. each of these transmissions, the bit rate is s¢{4g; ) wherey;;

is the SINR of the link. In the second schemg, is forwarding
Aj’s datatoAs, andA, is forwardingAs’s data to4; (presum-
ably these data were received at a previous time interval.)

In this section, we define the capacity region of a network At different times, networks may operate under different
as a set of rate matrices. Rate matrices provide a mathematieahsmission schemes, for example, in order to provide multihop
framework for describing the transmission schemes and timeuting. We assume that the network operation is organized in

Ill. RATE MATRICES AND CAPACITY REGIONS

division schedules used by a network. identical consecutivédrames of some fixed duration. Within
o _ L each frame, the network operates using successively schemes
A. Transmission Schemes and Time-Division Schedules s, s, with schemesS; operating during a fraction of

A transmission schemes is a complete description of thethe frame equal ta;, where}"%_| a; = 1. We say that the
information flow between different nodes in the network at metwork is using théime-division schedule7 = Zle a;S;,
giventime instant. Therefore, the transmission scheme at a giwerd we refer to the fractions;, ¢ = 1, ..., k as theweights
time consists of all transmit—receive node pairs in operation@tthe time-division schedule. For the network of Fig. 1, two
that time and, for each of these pairs, the transmission rate augsible time-division schedules afe = 0.5S8; + 0.5S8; and
the original source node of the transmitted information. Not® = 0.75S; + 0.25S,. The resulting end-to-end information
that we have assumed that nodes cannot transmit and recéiwes when the network operates under these time-division
simultaneously, and that the rates used in a transmission schagteedules appear in Fig. 2.
are set tor = f(v;;), so signals always meet their required Depending on the ordering of schemes within a time-division
performance metric. schedule, theschedulemayimplynoncausalrouting,sothatwithin

As an example, consider the network of Fig. 1 where the nodérame a node may forward traffic from another node before that
pairs(A1, As),(As, As),(As, As),and(As, A;)canallcom- trafficactuallyarrives. Thissituationdoesnotposeaproblemsince
municate directly but the node paifsl;, A3) and (A2, A4) we can place before the sequence of frames atime period of finite
cannot, perhaps because of an obstruction along their linedofration during which some data are backlogged in the interme-
sight. Therefore, ifA; wants to communicate with s, it must diate nodes before their final destination. Since the initialization
do so by forwarding data via intermediate nodes, and similageriodwill have finite duration, the overall performance ofthe net-
for traffic between noded, andA,. Two example schemes forwork will not be affected, in the limit of a large number of frames.
this network areS; andS,, depicted in Fig. 1(i) and (ii), respec- Therefore, withoutcompromising the generality of ourresults, we
tively. In S1, nodeA; sends its own information to nods, and neglect causality in our routing since it significantly complicates
nodeA; sends its own information to nodk,. As discussed, for the problem and obscures our main results.
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B. Rate Matrices More succinctly, the following linearity property holds:
Although transmission schemes are useful for describing the N n

state of the network at a given time, they are not convenient R (Z ai8i> =" aiR(S;). (4)

for mathematical manipulation. We will, therefore, use rate ma- i=1 i=1

trices to represent transmission schemes. For a network "‘E&'example the rate matrices of scheddles: 0.55; +0.5S,
n nodes, we define theate matrix R(S) of a transmission andZ; = 0 7:581 +0.258, will be

schemeS as am x n square matrix with entries; such that

r—o5 0 5 0

. o _ . . 00 00

(7,  ifnodeA; receives information at rate 05R: +05R = | o o _o

with nodeA; as the original information L0 o 0 0
§ource L . r—7.5 5 25 0
rij = § —r, ifnodeA; transmits information at rate (3) 0 0 0 0
with nodeA; as the original information 0.75R; + 0.25Ry = 295 0 —75 &
source o 0 0 o0

0, otherwise.

and by comparing them with Fig. 2, we see that they correctly

Each nonzero rate matrix entry denotes a transfer of data. TReroduce the information flows of the respective schedules.
row index of the entry corresponds to the original source of the . ) ) ,
data. The column index specifies the receiver or transmitter of Ad Hoc Network Capacity Regions and Uniform Capacity
the data. Specifically, a negative eniry < 0 in row ¢ corre- We use the terntransmission protocol to describe a col-
sponds to the rate at which node transmits information that lection of rules that nodes must satisfy when transmitting. For
originated at noded;. This entry is negative to reflect the factexample, a transmission protocol could be that nodes are only
that the data forwarded cannot be counted in the dataitheg- allowed to transmit their own information, must transmit with
ceives fromA;. A positive entryr;; > 0 correspond to the rate their maximum power, can transmit simultaneously with other
at which nodeA; receives information that originated at nodéodes, and treat interfering transmissions as noise (SIC is not
A;, directly or from another nodéy, in which case;;, = —r;;.  allowed). Under a given transmission protocol, a collection of
For example, the rate matrices of schefigandsS, are, respec- schemes is available to the network. Each of these schemes has
tively a rate matrix. We refer to these as thasic rate matrices
Clearly, the less restrictive the transmission protocol, the more
schemes are available, and the larger the collection of basic rate

—10 10 00 matrices.
R, = 8 8 _18 18 Since weighted sums of rate matrices describe the net flow
of information in the network under a corresponding time-di-

L 00 00 vision schedule, we could define the capacity of the network

r 0 —10 10 0 under time-division and a given transmission protocol as the

R — 0 0 O 0 set of weighted sums of all basic rate matrices of this protocol
27 10 0 0 -10 (with the coefficients being positive, and their sum being equal

L O 0 0 0 to unity). However, some weighted sums of rata matrices have

off-diagonal elements that are negative. Such rate matrices cor-
Rate matrices mathematically capture all the informatiqaspond to scenarios where some nodes forward more informa-
needed to describe the state of the network at a given tinfign from a source than they receive from that source (possibly
namely, which nodes transmit or receive, at what rate, and frqagirectly, through routing). Clearly, this is not a stable condi-
which nodes the data originate. We note that since informati@gn, and we, therefore, exclude these sums from the capacity
must be preserved, i.e., each transmission originates at @agion. All other weighted sums of basic rate matrices can be
node and is received by one node, the elements along any igwuded in the network capacity region.
of a rate matrix must sum to zero. Formally, based on the above discussion, we define the
Up to now, we have associated rate matrices with transmigpacity regionof the wireless ad hoc network, under time-di-
sion schemes, which describe the state of the network at a giv@$lon routing and a given transmission protocol, as the convex
point in time. However, as time progresses, the network Wilyl| of the basic rate matrices with the restriction that the
operate under a time-division schedule that alternates betw@g@iighted sums must have nonnegative off diagonal elements.
different schemes. By construction, a time-division scheduecifically, if {Ry, ..., Ry} denotes the set of basic rate
of transmission schemes is described by the weighted sumngdtrices, the capacity region is
the corresponding rate matrices with weights equal to the per-
centage of time that each scheme is in operation. Therefore, if C =C{R;}) 2 Co({R;}) NP,
SN aiSi (with a; > 0andY Y| a; = 1) is a time-division N N
schedule, then its rate matrix will big¢ = vazl a;R;, where — {Z a;Ri:a; >0, Z a; = 1} np, (5)

Ry, ..., Ry are the rate matrices of the schensgs. .., Sy. P} =
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whereP,, is the subset of all. x n matrices with all their off- 2k,
diagonal elements nonnegative ariof R; } denotes the convex ;
hull of the set{ R;} of basic matrices.

The shape of the capacity region depends on the pool of ba
rate matrices. This pool depends on the network topology al
parameters, and also on the transmission protocol. The mean
of the capacity region is the following: Lét = {r;;} beama- 32
trix in the capacity region. Then there is a time-division schedu =
of transmission schemes that are acceptable by the transmiss ;',
protocol, such that when the network operates under this tin
division andi # j, r4; is the rate with which nodd; sends its
own information to noded ;, possibly through multiple hops,
and —r;; is the total rate with which nodd; is passing infor-
mation to all other nodes. Since the elements in each row of
matrices in the capacity region must sum to zero, the capac 0 ) ) , , ,
region is contained in an x (n — 1) subspace. This dimen- 0 0.5 1 15 2 25 3
sionality is expected, since there araodes, each wittn, — 1) T}, (Mbps)
other nodes with which it may want to communicate. Indeed
each of thex(n — 1) possible communication pairs corresponds" o 3 OC(‘?p?C”;; r??'of)S'('gei;)f th; ejxa(n;fgggl Q?igemfﬁga'ﬂggsg‘;.gla”e
to exactly one of thex(n — 1) off-diagonal elements. reuse. (b) Multihop routing, no spatial reuse. (c) Multihop routing with spatial

To capture the capacity of an ad hoc network with a simpteuse. (d) Two-level power control added to (c). (e) SIC added to (c).
figure of merit, we define theniform capacity C,, of a network
under time-division routing and a given transmission protocol agd the bandwidth i8 = 10° Hz. The link data rates are set
the maximum aggregate communication rate, if all nodes wislgcording to the receiver SINR and the Shannon capacity limit
to communicate with all other nodes, at a common rate. The (2). Note that (2) also reflects the rate that can be achieved

uniform capacity is equal to,.x X n(n — 1), whererp.x isthe  using uncoded or codetf/-QAM when the transmit power is
largestr for which the matrix with all its off-diagonal elementsreduced by an appropriate factor [17].

equal tor belongs to the capacity region, amth —1) is the total
number of source-destination pairs for a network afodes. A, Single-Hop Routing, No Spatial Reuse

2F

1L.5F

We first determine the capacity region when only single-hop
V. CAPACITY REGIONS FORVARIOUS TRANSMISSION routing is allowed (no forwarding) and only one node is trans-
PrOTOCOLS mitting at any time. By only allowing one active node at a time,
link data rates are higher since there is no interference, but the
In this section, we define a sequence of capacity regions, eac
work does not take advantage of spatial reuse. Since there

corresponding to a progressively more sophisticated transnis.

sion protocol (and consequently a richer pool of basic rate M nodes in the system and each of themhas 1 possible

r%(r:]elvers, the network ha§® = n(n — 1) + 1 transmission

ri nd then hem in th ntext of an exampl . i . . N
trices), and then study the the context of an example gc emes (including the one in which all nodes remaln silent),

hoc network. This will illustrate the capacity gains that can be
obtained by using these protocols. The example network cét nd associated basic rate matrige§ i = 1, - One
r}these thezero rate matrix, will correspond to the scheme

Sists of five nodes, and has a random topology obtained w¥|ere all nodes remain silent. Determining the rest of the basic
uniformly and independently distributing five nodes in the boX Xatrices is straightforward using (2J, P, andH . The capacity

{=10m <z <10m, =10 m < y < 10 m}. The power gains region will. therefore. be
between noded; andA; are given by 9 ' '

C*=Co{R¥, i=1,..., N*}nP,.

do
Gij = KSij <d_”> (6) In Fig. 3(a), we have drawn a two-dimensional sliceCtsf
along the plane;; = 0, (7, j) # (1, 2), (3,4), 7 # j. This

whered;; is the distance between the nod&sandd, are nor- line captures a background rate of zero for node pairs other than
malization constants set 6 = 10=¢ anddy = 10 m, respec- (A; — Ay) and(A3 — Ay). Therefore, only noded; andA;
tively, the path loss exponentis set toa = 4, and the shad- send data. The other nodes never transmit since they do not have
owing factorsS;; = S;; are random, independent, and identidata of their own to send and, in single-hop routing, they cannot
cally generated from a lognormal distribution with a mean dfelp in forwarding. Note that the slice is a straight line, as ex-
0 dB and variance = 8 dB (soS;; = 10V:/1% and N,; is  pected, since without spatial reuse at any one time the network
Gaussian with expectatioAN,; = 0 and standard deviation supports information transfer between only one source-destina-
on,, = 8). The power gains are assumed to remain constant tan pair. By changing the time percentages that are devoted to
all time; this assumption will be dropped in Section VIII. Theeach of the two node pairs, different points on the straight line
transmitter powers arg; = 0.1 W, all receivers are subject to(a) will be achieved. The uniform capacity of the network is
AWGN with the same power spectral densijty= 1071 W/Hz, C¢ = 0.83 Mb/s.
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B. Multihop Routing, No Spatial Reuse D. Power Control

Next we consider the case where multihop routing is allowed, We have so far assumed that nodes either transmit at their
but spatial reuse is not, so only one node is transmitting atvgximum power or remain silent. If we relax this condition and
given time. Since there arme nodes in the systems, and eachllow each node to transmit at different power levels below the
hasn — 1 different possible receivers andpossible nodes to maximum power, then we increase the set of basic rate matrices
forward data for (including itself and the receiver), there are noand thereby, possibly, augment the capacity region. Since there
N® = n2%(n — 1) + 1 possible transmission schemes (includingre infinitely many possible power levels, we restrict our atten-
the one in which all nodes remain silent) and associated réiten to power control strategies where nadeansmits at one of

matricesRk?, i = 1, ..., N’. Determining these matrices isp possible power level{(1/p)P;, (2/p)P;, ..., P;}. The net-
straightforward using (2)¢7, P, and H. The capacity region work will then have a set of
under these assumptions will be 1n/2)
-1 (n=2+1) . .
Nt =Y nn 1) ,'(” D i r1 ()
. 2.
C'=Co{R!,i=1,..., N’} nP,. i=1

. ] basic rate matrices. Equation (8) is derived as (7), with the factor
In Fig. 3(b), we have drawn a slice 6" along the plane i heing added to account for the different possible power con-
rij = 0, (i, j) # (1, 2), (3, 4), i # j. We note that this slice | scenarios, whenpairs are active. Denoting the set of basic
is again a straight line, as expected, since without spatial reygg matrices byd, i = 1, ..., N, the capacity region now
at any one time the network supports information transfer bgacomes

tween only one source-destination pair. We also note a signif-

icant increase in the size of the capacity region as compared Cl=Co{R},i=1,..., N} nP,.

with the previous case. This is due to the fact that under mul-

tihop routing, the nodes can avoid transmitting directly to their In Fig. 3(d), we have drawn a slice 6f* along the plane
destination over paths with small gains, and instead use multiple = 0, (¢, 5) # (1, 2), (3, 4), ¢ # j, for power control with
hops over channels with much more favorable gains and corteo levels p = 2). We observe that this simple power control
spondingly higher rates. Uniform capacity is also increased Birategy does not significantly change this slice of the capacity

242% toC? = 2.85 Mbl/s. region. Moreover, the uniform capacity changes less than 1%,
to C¢ = 3.61 Mb/s. As expected, additional power levels lead
C. Multihop Routing With Spatial Reuse to negligible gains. This result is consistent with other results

. . . on variable-rate transmission with power control, which indi-
We now allow both multihop routing and spatial reuse. In thigye hat if the transmission rate is adjusted to the link SINR,
case, a network ai nodes will have additional power control does not significantly improve perfor-
mance [16]. On the other hand, as we will see later on, power
control leads to significant gains when variable-rate transmis-
n'+1 (7) sion is not possible.

[n/2] .
—1)---(n—2i+1
VI SR RN REURE S

7!

i=1
E. SIC

distinct transmission schemes. Indeed,ithéerm in the above . .
Until now, we have assumed that under transmission schemes

sum is the total number of schemes havirtgansmit-receive . _ o
pairs. There ar@(n — 1) -- - (n — 2i + 1) distinct choices for with many simultaneous transmissions each node decodes only

the2: nodes that are involved; however, this number must be 4 intended signal and treats all other signals as noise. How-

vided by:! to account for the fact that pair orderings are uning e’ under a SIC strategy, nodes may dechg some signals in-
nded for other nodes first, subtract out this interference, and

portant. The total number of pair combinations is multiplied b decode thei ianals. Thi d
n" to account for the different possibilities in the choice of in- en decode their own signals. This §trategy may cause a node
estrict the transmission rate of an interfering node, since the

formation sources, for each of the pairs. Denoting the basic i g ) . :
matrices byR®, i = 1, ..., N°, we can define the capacity re.f€ceiving node must be able to decode the interfering signal.

. . (For example, under Shannon analysis, the interfering signal is
gionC* as .
assumed to be decoded perfectly as long as the rate at which
the interfering signal is set to is less than the capacity of the in-
C°=Co{R;,i=1,..., N} NP,. terfering link.) However, this restriction is balanced by the fact
that the receiving node’s rate will increase due to the removal of
In Fig. 3(c), we have drawn a slice @f¢ along the plane interference. For example, consider the setup of Fig. 1(i). Node
ri; =0, (i, ) # (1, 2), (3, 4), ¢ # j. We note that the slice A3’s signal will interfere with noded,’s reception.4, could
is no longer a straight line, as the network can now use spatilcodeA;’s signal and treati;’s signal as noise, or could first
reuse to maintain multiple active transmissions, and at any timecode and remove the signal from notleand then decode the
instant more than one stream may be serviced (directly or alotesired signal from nodé; . This second decoding strategy will
a multihop route). The introduction of spatial reuse increasaspose an additional constraint on the transmission rate of node
uniform capacity by 26% t@’; = 3.58 Mb/s, even for this A, since its signal will also need to be decodediat A sim-
small network of five nodes. ilar choice of strategies exists far,. Assuming a network af
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nodes, power control with levels, and SIC, the total number of i

transmission schemes, and associated basic rate matrices, 45}
be

IS
T

[n/2] )
N¢ = Z n(n —1) (n —2i+1) WP Zi) +1 (9)

, il
=1

whereZ(i) = 1% 2% -+ (41— 1)+ 2%---x (1 — 1) +

...+ (i—1)+ 1. Equation (9) is derived as (8), with the factor
Z(i)" being added to account for all the possible combinatior = 2f
of successive interference strategig$i) represents the total £, 5|
number of SIC strategies available to a specific receiver in tr3

w
n
T

N
n

capacity, Cu (Mbps)
W

presence of transmissions; the user may decode its own signi ~ If ()
first (1 scenario) or second £ 1 scenarios, depending on what s}
signal is decoded first), or third{ — 1)(¢ — 2) scenarios], etc.
Denoting the set of basic rate matrices®y, i = 1, ..., N°, 0 1 3 3 5 >
the capacity region is Rate levels, L
C*=Co{R;,i=1,..., N} NP,. Fig. 4. Uniform capacity versus the number of available rate levels for the

example ad hoc network. Each curve corresponds to a different transmission

; - e protocol. (a) Single-hop routing, no spatial reuse. (b) Multihop routing, no
Fig. 3(e) shows a slice ot for the example ad hoc spatial reuse. (c) Multihop routing with spatial reuse. (¢ddt) Power control

network, with no power controlp( = 1) along the plane with two, three, and four levels added to (c). (e) SIC added to (c).
rij =0, (i, ) # (1, 2), (3, 4), ¢ # j. This slice indicates that
SIC significantly augments the capacity region even without

power control. Moreover, the uniform capacity becomet§°| when time division is not allowed have been studied exten-

C¢ = 4.31 Mbls, 19% greater thaf’®, that corresponds to sively [18]; this result also shows that power control leads to
spl)tatial reuse and, multiple hops, but r?o sIC improved network capacity, even when time division is factored

in, provided that variable-rate transmission is not being used.
F. Discrete-Rate Transmission

Until now, we have assumed that the transceivers used are%a-un'form Capacity of Canonical Topologies

pable of variable-rate adaptation as defined by (2), meaning thatn the previous subsections, we studied the capacity regions
transmitters automatically adjust the transmission rate to matwha network with a random topology for a sequence of trans-
the SINR at the receiver and achieve the Shannon bound. Suaghksion protocols, and determined that multihop routing, spa-
an assumption implies that the available rates are not restricteed reuse, and SIC all improve the performance significantly.
to a given set of values. We now consider a discrete-rate restéalding power control yields significant gains only when very
tion in our capacity calculations, by use of a step function fdimited or no rate adaptation is used. We have determined that
f(-) that is bounded above by (2), where each of the steps ctirese results are general, and hold with little variation for a wide
responds to a different possible rate. range of random or canonical topologies and modeling param-
In Fig. 4, we plot the uniform capacity of the example ad hoeters.
network of five nodes, for the protocols introduced in the pre- For example, in Fig. 5 we plot the uniform capacity versus the
vious subsections, and for four different rate restrictions. Speaifumber of nodes for the five transmission protocols introduced
ically, each of the restrictions consists bfdifferent transmis- in the previous subsections, and for two canonical topologies:
sion rates, with, = 1, 3, 7, 15. Each of the available rates hasThe first, which we define as théear topology, consists of
a minimum SINR requirement based on the Shannon capacitydes arranged on a linear array, with a spacing of 10 m between
formula (2). The transmitter chooses the highest rate within ttteem. The second, which we call thiag topology, consists of
set of possible rates for which the SINR requirement is met. Wiedes arranged on a circle with a radius of 10 m. The nodes are
compare the performance of these different rate restrictions withparated by arches of equal length. In both cases, the bandwidth
the performance achieved when there is no rate restriction, asuailable to the system i## = 1 MHz, all nodes have the
the previous subsections. As expected, increasing the numbesarhe maximum power af; = 0.1 W, and the thermal noise
available rates improves capacity. More importantly, power copewer spectral density is the same for all receivers and equal to
trol now leads to significant gains. For example, when only ong= 10~1° W/Hz. We calculate channel gains using the model
rate is available, if added to spatial reuse and multihop routingf,(6), with the parameters setéo= 3, dy = 10 m, K = 106
power control with two power levels raises the uniform capacigndo = 0 dB (so that the topology, not random shadowing,
by 26%, and outperforms SIC. Power control with three levetiominates the performance).
raises the uniform capacity by 31%, but using more than threeWe note that the trend of the curves strongly depends on the
levels leads to negligible gains. This result is consistent witbpology. In the case of linear networks, the performance of the
other findings in the literature [16] and shows that power cotransmission protocols that do not allow spatial reuse deterio-
trol can be interchanged to some extent with rate adaptatioates fast as the number of nodes increase. The rest of the pro-
The performance enhancements achieved by using power cmtols perform significantly better, but the overall performance
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Fig. 5. Uniform capacity of canonical topologies as a function of the number of nodes. (i) Linear networks. (ii) Ring networks. (a) Single-hoposgatal
reuse. (b) Multihop routing, no spatial reuse. (c) Multihop routing with spatial reuse. (d) Two-level power control added to (c). (e) SIC added to (c).

decreases with the number of nodes. This means that the las®re{R;, ..., Ry} is the set of all basic rate matrices for
from the need for multiple hops is greater than the gain frothe network, and?y, specifically, is the zero rate matrix (that
improved spatial separation. In the case of ring networks, cooorresponds to all nodes being silent). If the problem is feasible
paring Fig. 5(a) and (b) reveals that gains from allowing multipig.e., the set of points satisfying the constraints is not empty)
hops are limited. This is due to the fact that nodes are clustemeith g(z,,¢) < 1, thenR belongs to the capacity region, and
together in a ring formation. Still, the performance of the praan be obtained via a time-division schedule of the basic rate
tocols that allow concurrent transmissions actually improves amtrices with the zero rate matri®y being active100(1 —
we add more nodes, which implies that networks can take adz.p¢)) percent of the time. If the problem is infeasible (i.e., the
vantage of spatial separation even when more nodes are plaoeuktraints cannot be satisfied for any paitor it is feasible
in the same area. This finding is reminiscent of the results apith g(z.p¢) > 1, R does not belong to the capacity region.
pearing in [15]. By iteratively solving the linear problem (10), we can deter-
We have also established that the relative performance shawime boundary points of the capacity regions. These boundary
in the previous figures does not change under a wide range of gaénts correspond to optimal modes of operation for the net-
transmitter powers, thermal noise powers, and the exponentiark. For example, if we wish to maximize rateg, andrsz,
decay parametet. SIC was found to be particularly effectivewith 15 = r3, and allow spatial separation, multiple hops, and
in the case of channels with comparable link gains, for exam@&C, but no power control, the “best” time-division schedule is

whena is small @ ~ 2). that of Fig. 6 that achieves,, = r3; = 1.6564 Mb/s. This
figure shows that the developed method may be viewed as a
V. COMPUTATIONAL |SSUES solution to the optimal routing problem when links interfere

We h defined th . . ¢ K hei with each other and the communication needs of the network
e have defined the capacity region of a network as t e'r.]t?fﬁ terms of the streams that must be serviced and the rates that

section of thg{sé@lg with th;coq\_/ﬁx h:cJII of thhe niftwor;( S ba_smare required) are arbitrary.
_rat_e n;]atrlce lk 2, .-, fin. INETElore, ¢ ?C Ing Iha plf_'m .. Note that in order to determine the capacity region, the set of
IS In the network's capacity region Is equivalent to checking gll basic rate matrices must first be calculated. As the number

the point belongs t@,, which is trivial, and checking if it be- of nodes increases, the number of basic rate matrices increases

Ié)_ngs to the convex huI_I of the rr:_etworks baS|fc| ratehTatrlce§ery fast (for example, factorially for the protocol that allows
ince rate matrices are isomorphic to vectors of length-1), multihop routing and spatial reuse). Since not all matrices will

this is a standard problem in computational geometry and C&htribute to the capacity region, significant speed gains can be

38hlized by carefully constructing a minimal set of rate matrices

it as the following linear program in theV — 1)-dimensional that sufficiently describes it. When the transmitters follow the

Euclidean space: Shannon capacity limit of (2), the MATLAB/C routines we
No1 have developed become impractical for networks with more
minimize: g(«:) = Z ” than seven to eight nodes, when SIC is not used, or five to six
— nodes, when SIC is used. When variable-rate transmission is

not used, and the transmitters can only operate with a single
N1 fixed rate (provided the SINR is larger than some threshold),
subject to:p _ Z o R (10) the developed routines become impractical for networks with

i more than around 15 nodes. We are currently developing more

0<a2; <1

i=1
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Fig. 6. Time-division schedule that maximizes = r;,, if the rest of the node pairs have no communication requirements, for the example ad hoc network.
Arrows signify actual transmissions. Numbers denote link rates (in megabits per second).

sophisticated software that, together with faster hardware, wakcluded because they correspond to schedules in which some
increase these bounds by three to four nodes in all cases. nodes consistently receive more information than what they
transmit, so data ultimately intended for the base station are
VI. MULTIHOP CELLULAR NETWORKS accumulated to intermediate nodes. The feasibility problem

The developed formulation can be readily applied to the cat%]%n be solved with a linear program identical to (10). As in

. : . e general case, the capacity region depends on the repertoire
of multihop cellular networks, in which one node (we assum . .
) of basic rate vectors. The set of basic vectors depends on the
A,,) acts as a base station, and the rest of the notie®(A,,—1) .
. . . network topology and parameters, and also on the transmission
can transmit to each other, but are only interested in sendin : . C :
tocol. The meaning of the capacity region is the following:

to or receiving from the base station. However, because of eetR {r:} be a vector in the capacity region. Then there is a
special structure of the network, a simplified formulation can he — pacity region. 1he
. . time division of schemes, allowed by the transmission protocol,
used to solve for the capacity region. For the case of the uplin o S
L . e . such that when the network operates under this time division,
communication, instead of defining the rate matrix of a scheme : : . . )
. T IS the rate with which nodd; sends its own information to the
S, we define theate vector R(S) = [ry r2 -+ rp—1]" inthe

, ) base station, possibly through multiple hops and time division.
following manner: . : . .
To capture the capacity of a multihop network with a simple
r,  if node A; transmits information to a node figure of merit, we define thaniform capacity C,, of a network
(ultimately intended for the base statidn) as the maximum aggregate communication rate, if all nodes
at rater wish to communicate with the base station with a common rate.
The uniform capacity is equal tQ,.x x (n — 1), wherer,,x is

r; = ¢ —r, ifnodeA; receives information from a node : : .
(ultimately intended for the base statidi ) the largest- for which the vector with all its elements equal to
at rater r belongs to the capacity region.

As an example, we created a multihop cellular network by
(11) placing six nodes randomly, independently, and uniformly in
éhe box{—10m < z < 10m, -10m < y < 10 m} and
that, contrary to the rate matrix formulation, a positive entry si ne base St.at'?hn at tthe Okr'g'fn'SThf rels\t/oélthe pafr?rr]n eters vv_(tare
nifies transmission of information rather than reception. As i osen ?S ![?1 te network o etc |or; ) ‘t S:es 3 . g ca:_pac:\)//
the rate matrix formulation, rate vectors contain all informatio g;(r)]ns or el ransmlssmn_prlc:)_oc;) S'I'IP? ro !,flce n ec_tl_on f
that is essential for describing the state of the network at a gi (ﬁﬁ € general case appearin Fg. 7. 1he ur:' orrr}) capacities for
time the same transmission protocols wéig = 1.52, C, = 3.01,
) c __ d __ e __ H
The rest of the theory can be developed in a manner entirc%i N 3'63' ¢, = 3.67, a_ndC“ = 4.22 Mbis. We h.ave arnved_
analogous to the general case. Because of the constructiof® §|m|lar results for various random and canonical topologies

0
rate vectors, a weighted time-division schedule of transmissioh

\ 0, otherwise.

A similar formulation exists for the downlink case. We not

d for a wide range of the modeling parameters. So multihop

schemes is described by a rate vector equal to the weighted glar netwprks behave similarly to ad hoc networks: Multihop

of the corresponding rate vectors, with the same weights. Theﬁ%‘—lt'n%’ Spi_t'?l reuse, an(il SfIC greatly mcretasle the gapgfcny tOf
fore, if a multihop cellular network with nodes operates under € network; improvements from power controf are significan
a transmission protocol associated with a set of basic rate v

tors{R:, ..., Ry}, the capacity region is

gply if variable-rate transmission is not used.

VII. FADING AND MOBILITY INCREASECAPACITY

A
C=C({Ri}) = Co({Ri}) N Pn A. Time-Varying Flat-Fading Channels

case of time-varying flat-fading channels. We return to the
general case of ad hoc networks and start by considering a
with P, _; being the set of all vectors of length — 1 with network with a channel that alternates betwedndifferent
nonnegative elements. Rate vectors with negative elementsfading states, each being completely described by a gain

i=1 i=1

N N . . e . .
With minor modifications, our formulation can handle the
{ E aiRi: a; Z 07 E a; = 1} N Pn—l (12)
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Fig. 7. Capacity region slices of the example multihop cellular networkig. 8. Slice of the capacity regiofi for the example ad hoc network of
along the plane; = 0,4 # 3, 5. (a) Single-hop routing, no spatial reuse.Section IV along the plane;; = 0, (¢, j) # (1,2), (3,4),¢ # j for
(b) Multihop routing, no spatial reuse. (c) Multihop routing with spatial reusdlifferent combinations of fading states. (a) Fading skate(b) Fading staté2.
(d) Two-level power control added to (c). (e) SIC added to (c). (c) Fading states'1, F'2. (d) Fading state$'1, ..., F'10. (e) Fading states
F1,..., F15.

matrix G, i = 1,..., M. Let{RY j = 1,..., J(i)} be

the collection of basic rate matrices for thn fading state
(or a subcollection of them with the same capacity region,
discussed in Section V). Assuming that, over a long period B Zovt _ :
time, each state will be present for a fraction of time equal {§€ capacity region.

1/M, the capacity region of the network can be defined as Until now, we assumed that the network operates under a fi-
nite number of fading states. This assumption is restrictive, since

obtained via a time-division strategy of the basic rate matrices
4&"} and the silent rate matrik® that will be “active”100(1—
)) percent of the time. Otherwis® does not belong to

M (i) N J (i) 1 in most realistic fading models the fading gains can have arbi-
C= Z a;i; RV:a;; >0, Z a;; < i trary values, so that the total number of fading states is infi-
i=1 j=1 j=1 nite, and the developed formulation becomes inadequate. Fur-
MOJ(30) thermore, even if we use a model with a finite number of fading

Z Z aij=1p,NP, (13) States, because the gain matrix ha§: — 1) nontrivial entries,

the resulting number of possible states’i§*~1), which is in-
4 tractable for nontrivial values of andn.
The additional constraiﬁng a;j < 1/M simply means that However, the capacity region may be estimated by using a
no time-division schedule should use the basic matrices ofadige, but tractable, number of fading states. In this vein, we first
given state for longer than that state is available. The capaditgate a sequence of independent fading states, according to the
region is no longer defined as the convex hull of a collection sfatistics of the fading. Then, we use a Monte Carlo approach,
matrices, however, we can easily see that it is still convex. and calculate the capacity region as the number of fading states

i=i j=1

Assuming that?’”() = R%, i = 1, ..., M with R® being increases, until convergence. Since capacity regions are multi-
the zero rate matrix, the feasibility problem can be solved bydimensional, we use convergence of the uniform capacity to in-
linear program similar to (10) dicate capacity region convergerice.

In the definition of the capacity region, we have intrinsically

L M IO assumed that nodes schedule their transmissions to take advan-
minimize: g(x) = 2. 2. i tage of the different fading states and so are willing to tolerate
==t the random delays associated with waiting for all the required
( M J(i)-1 states to come up. Depending on the fading statistics, these de-
R=Y" i R lays can be large.
i=1 j=1 In Fig. 8, we display the convergence of a slice of the ca-
) 1 pacity regionC* for the network of Section IV as the number
subject t0:4 0 < z; < M’ l<is<M (14) of fading states increases. The gain matrices for each of these
J(i)—1 fading states were created independently, by using the model of
< % i, 1<i <M. (6), witho = 8 dB. The uniform capacity converges at the value
\ J=1 1Since the load of calculations required for the determination of the uniform

I the li is f ible (i h f Doi . . . capacity increases as more states are added, we are practically limited to around
the linear program is feasible (i.e., the set of points satisfying siates for protocols that allow concurrent transmissions. In all cases, we were

the constraints is not empty) witf{z.pt) < 1, thenR can be able to determine the limit with a tolerance of 5% or better.
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Fig. 9. Estimates of the uniform capacity of various protocols, for a ring &€ig. 10. Convergence of the estimate for the uniform capacjtywith node
hoc network with five nodes, as a function of the standard deviatiof the  mobility, for the example ad hoc network of Section 1V, with= 0 dB.
shadowing component. Estimates are accurate within 0.2 Mb/s. (a) Single-hop

routing, no spatial reuse. (b) Multihop routing, no spatial reuse. (c) Multihog. . . .
routing with spatial reuse. (d) Two-level power control added to (c). (e) Sigistances (for example, path gains are given by (6) with:
added to (c). 0 dB) but the spatial configuration alternates betwadrdif-

ferent states. Assuming that, after long periods of time, each
Cy, = 5.9 Mb/s which is 120% larger than the uniform capacitgtate is active for a fraction of time equaltg)/, the capacity
with no time-varying flat-fading and = 0 dB, C;; = 2.7 Mb/s.  region of the network is again given by (13), where each of the
This value is also 90% larger than the value of the uniform caf sets of rate matricesR%, j = 1, ..., J(i)} does not de-
pacity C; = 3.1 Mb/s, achieved when there is time-varyingscribe a different fading state, but a different spatial configura-
flat-fading witho = 8 dB, but the nodes do not schedule theition.
transmissions across different fading states, and pick an optimalhe assumption that there is a finite numBérof configu-
schedule within each fading state (i.e., as if the current fadirgtions is rather artificial, and a more realistic model would be
state is the only fading state available). The 90% increase is poisat nodes move continuously. This would in turn imply that
sible because nodes are willing to tolerate large delays. the number of possible states (and, hence, the number of rate

In Fig. 9, we plot the uniform capacity as a function of thenatrices) is infinite, and as a consequence, the developed for-
shadowing standard deviatien in the case of a ring ad hocmulation is insufficient. However, the capacity region can be
network with five nodes and in the presence of time-varyingstimated by using a large, but finite, number of spatial config-
flat-fading. We note that the uniform capacity increases witlivations, in the same way as a finite number of fading states
the standard deviation, which is a measure of the severity whs used in the case of time-varying flat-fading. Specifically,
the fading. This result should actually be expected, since in tle& us assume that the vector stochastic process describing the
presence of fading the network has more degrees of freedaatle movement is stationary and ergodic (for example, two-di-
when deciding on the optimal transmission schedule. From anensional independent Brownian walks constrained to a box).
other perspective, each fading state will be more favorable fphen, instead of using all states, we can use a large number of
certain combinations of transmissions, and the network will uggdependent realizations of the node positions to estimate the
this state for these combinations. capacity region.

We note that allowing SIC in addition to spatial reuse yields In Fig. 10, we plot the estimate for the uniform capacity
limited gains when fading is severe & 10 dB). Thisis because versus the number of spatial configurations used for an ad
under severe fading for most of the time, the network has thec network of five nodes. All parameters are set as in the
opportunity to operate using simultaneous transmissions wikample ad hoc network of Section IV with = 0 dB (and
very little cross interference. In these cases, SIC is ineffectie time-varying flat-fading). The transmission protocol allows
because it imposes very stringent upper bounds on the ratesnaiftiple hop routing and spatial reuse, but no power control

the interferers. or SIC. The node movements are modeled as independent
N two-dimensional standard Brownian motions constrained to the
B. Node Mobility box{—10m < z < 10m, —10m < y < 10 m}, so we can

We can study node mobility using the framework developedteate a realization of the process at a fixed time by distributing
for the case of time-varying flat-fading channels. Indeed, tlibe nodes randomly, uniformly, and independently in the box.
critical element of both settings is that the system alternates Gére uniform capacity converges to the valug = 11.1 Mb/s,
tween a large number of different channel gain matrices.  after including around 40 spatial configurations. In the figure,

Consider an ad hoc network of nodesA,, As, ..., A, we also plot the uniform capacity that is achieved by the
where the channel gains are deterministic and depend onlyratwork if scheduling across different spatial configurations is
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not used, so that at any time instant nodes are using only feeer than the maximum possible bits will be transmitted. If
current configuration in the most efficient way to communicatall cross-channel gains are zero, spatial reuse will not hurt, but
and are not exploiting node mobility. In this case, the capaciitywill not produce any gains either. Therefore, for our capacity

is C;, = 3.7 Mb/s, and the 200% increase achieved by usiranalysis, we assume that no concurrent transmissions take place
scheduling across spatial configurations is only possible iif the network. On the other hand, using multiple hops still
nodes are willing to tolerate large delays. This exchange wiakes sense and can augment the capacity region significantly.
delay with throughput, under node mobility, is reminiscent of

the results in [19]. B. Capacity Region Formulation

We still define transmission schemes as in Section I,
VIII. ENERGY-CONSTRAINED NETWORKS and describe them in terms of rate vectors, as defined
n Section VI. In addition, if ¢;(S) is the power con-

We now apply the methodology of the previous sections g%med by noded; during schemeS, then we define the

dev_elop a formulation suitable for the study of ENnergy-com o wer dissipation vector of the schemeS to be the vector
strained networks. In such networks, nodes have a finite amo%-tA
e

— T i H
of energy that they can use for transmitting or receiving [13]: S) [1(S) q?(S) q"—l(S)]. ' '_\'0‘_133 will typically
. .2 . d most of their power for transmission; however, the above
As a consequence, continuous communication with a constant. ~. . . . .
: . . .~ definition allows us to factor in the power required to receive
nonzero rate is not possible, but rather the goal is to maximizé
) . Signals.
the total number of bits communicated.

We assume that the network operates under a transmission
protocol that allows scheme$y, Ss, ..., Sy, corresponding
A. System Model to the rate vector®,, R», ..., Ry and power dissipation vec-
We consider a network ofi nodesAq, A,, ..., A,, de- torsQq, Qo, ..., Q. Based on the discussion of the previous

scribed by the system model of Section Il. For simplicity, weubsection, we assume that the transmission protocol does not
assume thatl,, acts as a base station, and the rest of the nodesrmit concurrent transmissions. Depending on the particular
wish to send information to it (modifying the formulation tocommunication requirements of the nodes, the network will op-
treat the downlink case or the more general ad hoc caseerste under a succession of some of Malifferent schemes,
straightforward). In addition, each nodg, i = 1, ..., n — 1 each being active for a specific amount of time. With no loss
has some finite amount of enerdy to use for its communica- of generality, we assume that each scheme will appear at most
tion needs. LeF = [E;, E, --- E,_1]T be theenergy vector once in this succession (separate occurrences can be lumped to-
of the network. gether). Any succession of schemes is acceptable, as long as the

We make the assumption that, under a given transmissi@nergy dissipation associated with this succession satisfies the
schemeZ’, when nodeAd; transmits to nodel; with powerP; requirements. This leads to the following definition of e
for ¢ seconds (so that the dissipated energ¥is= P;t), the pacity region of the network:
number of bits transmitted iB = f(~;;)t, where

C=C({R;}, {Qi})

_ Gi; P A & l
Vij = W+ S Gubr = {ZtiRi: t; >0, Z Qi < E NP, 1. (15)
keT k#i =1 =1

is the link SINR and the functiorf(-) defines the achievable CONtrary to the previous cases, the capacity region is not a
data rate (in bits per second) for the link SINR. We assunf@nvex hull, bl_Jt_ it is trivial to check that |_t is still convex.
that the relationB = f(v;;)t holds true for any duration, Also, the cqefﬁments{tﬁ do DOt represent tlmg percgntqges,
which implies that the achievable data rate is independent @t actual times. The meaning of the capacity region is the
the number of bits transmitted. Our formulation is not consi€2!lowing: If B = {b;} € C,with B = 3 ;_, ¢ R;, then there

tent with previous information theoretical approaches [20], [21f & Strategy under which each of the nodgswill sendb; bits
however, it is well justified for any practical modulation and data to the base station. The strategy consists of using the

coding strategy, as long as the number of bits transmitted emes corresponding to thgs, each for e.xactlyi sgconds.

much greater than the bits per symbol (for uncoded modulati0§),nce in each scheme only one node will be active, we are

the block length (for block-coded modulation), o the memo@“ara”teed that the schemes can be temporally placed so that

of the convolutional coder (for convolutional coding). nodes used for forwarding data will receive the data before they
Note that nodes expend energy not only for transmitting, b€ required to forward them.

also for receiving. We make the assumption that the energy spe IS mdthe pr?V|ous cases, the f?jzs:jp'“ty problelm calr_1dbe for-
to decode a sequence of bits is proportional to its length. ~ Mulated as a linear program in tié-dimensional Euclidean

Our transmission strategy aims to maximize the number gpace. Moreover, the linear program ha; no objectiye function.
bits communicated between the nodes and does not consfa@i belongrs] o the Ica_paCIty region _'f and only if the fol-
delay. Thus, since any transmitting node will eventually expefidVing system has a solutiofty, ..., ¢y }:
its energy and become silent, there is no gain by allowing N N
concurrent transmiss_ions: If there are nonzero cross-channel B= Z t:R;, E> Z £:Q;. (16)
gains, some transmissions will experience interference and pr}
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Fig. 11. Example energy-constrained network with 15 nodes. Fig. 12. Capacity region slices of the network of Fig. 11 along the dlare
0,:¢ # 5, 10. (a) Single-hop routing. (b) Multihop routing.

C. A Numerical Example

InFig. 11, we display an energy-constrained network with Idnough nodes betweety, A;,, and the base station, such that
nodes and a random topology, created as the example multib@p roughly independent paths to the base station can exist. We
cellular network of Section VI with the exception that now th@ave arrived at similar results for various transceiver models,
base station is placed on the pofat= —10 m, y = —10 m}.  and for a wide range of modeling parameters.

All system parameters are chosen as in the network of Sec-
tion VI. All nodes transmit with poweP; = 0.1 W, but waste

no power when they receive. The energy available to each node . o
is E; = 10 J. We assume that transmitters use variable-rate"V€& have developed a mathematical framework for finding

M-QAM, with the requirement that the probability of symbofl® capacity region of an ad hoc or multihop cellular wireless
error is always less than 18, and trellis coding with a coding network under time-division routing and a given transmission
tocol, possibly in the presence of time-varying flat-fading

gain of 3.5 dB is used. Under these assumptions, the achievdlfd > : ]
rate f(v;;) is well approximated [17] by or node mobility. We use this frame_work tq determ|ne the neF-
work performance that can be obtained using various transmis-
F(vij) = Wlog, (1 + h) sion protocols for a number of different network topologies. We
r show that multihop routing, spatial reuse, and SIC all lead to sig-
where the gaf’ is equal tol' = 3 dB. I is equal to the gap nificant gains, but gains from power control are significant only
between uncoded/-QAM and capacity (6.5 dB), minus theif very limited or no rate adaptation is used. We also determine
coding gain (3.5 dB). that fading and node mobility can actually improve network ca-
In Fig. 12, we plot a slice of two capacity regions along thpacity. Finally, we introduce a formulation suitable for the study
planeb; = 0,7 # 5, 10. The capacity regions correspond t®f energy-constrained networks.
a single-hop and a multiple hop transmission protocol, with no A major limitation of our capacity formulation is the very fast
spatial reuse, SIC, or power control. increase of basic rate matrices as the number of nodes increases.
In the single-hop case, the capacity region is rectangul&s was discussed, the capacity region can be completely repro-
since in this case no forwarding is allowed, and the best (addced by a much smaller set of rate matrices. Based on this ob-
only) strategy is for the two nodes to transmit sequentially to tiservation, a possible future research direction could be toward
base station. As expected, multihop routing greatly improvegveloping methods for determining a “good enough” subset of
performance. As an example, the point on the boundary fefte matrices, that will be manageable and also reproohaos
the multihop capacity region for whicky = by, is achieved of the capacity region. These methods may be deterministic (for
by a transmission strategy consisting of 23 transmissions tiexample, requiring all such rate matrices to have a certain set of
actually depletes the energy reserves of all nodes. This resifiaracteristics) or stochastic (for example, genetic algorithms).
is typical and shows that optimum strategies aggressiveébuch techniques will allow us to study capacity regions of larger
take advantage of all available resources to service all dagtworks, and if simple enough could also be integrated to the
streams. With this transmission strategy, both nodes sesiddy of medium access control and routing protocols in ad hoc
bs = bip = 5.60 Mb/s to the base station, which is only slightlynetworks.
less than the number of bits either node would transmit if it
were the only one using the network (7.62 and 7.45 Mb/s, REFERENCES
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