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Abstract—In this paper a watermarking scheme for copyright In [1], a watermarking procedure based on spread spectrum
protection of still images is modeled and analyzed. In this scheme (SS) techniques is proposed for application to multimedia
a signal following a key-dependent two-dimensional multipulse q4i5 The watermark consists of a sequence of independent

modulation is added to the image for ownership enforcement . . L . : .
purposes. The main contribution of this paper is the introduction and identically distributed (i.i.d.) Gaussian random variables

of an analytical point of view to the estimation of performance that are added to the perceptually most signific&@@T
measurements. Two topics are covered in the analysis: the own- coefficients. Placing the watermark in the perceptually relevant

ership verification process, also called watermark detection test, components of the original image provides a high level of
and the data-hiding process. In the first case, bounds and ap-

proximations to the receiver operating characteristic are derived.

to a required probability of false alarm and the corresponding limitation of this technique is the need for the original image
probability of detection. The data-hiding process is modeled as in the ownership verification process.

a communications system and approximations for the bit error A JPEG-based method for embedding labels into images
rate are dgrlved. Finally, analytical expressions are contrasted is described in [2]-[4]. In this method, the original image is
with experimental results. . . . .

divided into 8 x 8 blocks. A triple is chosen among the DCT
_Index Terms—Copyright protection, codes, cryptography, de- coefficients at the middle frequencies in each block, and its
cision-making, image processing, image communication, informa- .4 nonents are modified to encode one bit. This technique
tion theory. resembles a frequency-hopping SS scheme, but no perceptual

constraint is imposed to the modifications introduced in the

|. INTRODUCTION image. It is also sensitive to attacks such as cropping and

HE enormous progress that digital technologies ha@dfine transforms, that alter the spatial location of the @
I experienced during the last decades has contributed to Higcks with respect to the borders of the image, as well as
popularization of the use of electronic media for transmissi@flditivé noise concentrated in the middle frequencies.

and storage of documents, images, audio, video, and otheln [3]. @ watermarking method is presented. It is based on
types of information. Information stored in digital format ca/l€ addition in the frequency (DCT) domain of an SS signal

be copied without quality loss and distributed efficiently atnaPed by a perceptual mask that guarantees that the hidden
fairly low costs. These developments have also increased §i@a! is invisible. The watermarking process is performed
potential for interception, manipulation, misuse, and unaflockwise, and_the original image is requwed_ln_the verlflcanon_
thorized distribution of information. This is, in fact, one of€St: A data-hiding scheme based on a similar approach is

the main impediments to commercial use of communicatigfscribed in [6]. In this case, an alternative spatial-domain
networks and electronic storage media for distribution dfatermarking technique is also proposed. The original image

digital information. For this reason, the design of techniqué$ Ségmented into blocks that are modified by single bits of
for preserving the ownership of digital information is thdhe hidden message. For this reason, thIS. data-hldlng sche.me is
cornerstone of the development of future multimedia servicd¥t robust against cropping. The original image is not required
Previous research on copyright protection of still images hi information decoding. Similar techniques are applied for
resulted in the appearance of several watermarking methogidthentication and distortion measurement of images [7] and
In all these techniques, the contents of the original image [y watermarking of audio signals [8]. The scheme we analyze
altered in a fashion determined by a secret key and, optional‘f},th's article is, in fact, similar to the spatial-domain data-

by a certain amount of information to be hidden into the imagf!'ding method described in [6]. .
In [9], a data-hiding scheme, called Patchwork, is proposed.

In this method, one bit is encoded by randomly choosing a
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Fig. 1. General model of a data-hiding system.

decoding algorithm. It is also weak against random additidarm and the probability of detection are derived. Finally, in

noise attacks. Section VI, results from simulations are compared to analytical
Another method for data hiding is proposed in [10]. In thisxpressions.

case, the image is divided into blocks that are transformed

to a different domain (DCT, FFT, Daubechies wavelets). The

coefficients in this new domain with the highest energy are Il. GENERAL MODEL

altered to encode several bits. Each bit in fact modulates qn g watermarking scheme, an invisible signal carrying

single coefficient. This method is not resilient to cropping angbpyright information is added to the image to be protected.
affine transforms, because the performance of the detectignhis context, the watermarking approach may be considered
algorithm relies on the correct segmentation of the image ind@ a steganographic technique [13]. In Fig. 1 a general model
blocks. of a watermarking system is represented.

In [11], two data-hiding techniques are described. The The signal at the output of the host source encoder corre-
first one is used with uncompressed video, and is based gbnds to the image that must be watermarked. The hidden
direct-sequence (DS) SS techniques. The main weaknessnfdrmation source generates a message that identifies both
this method, as it happens with all the techniques based tp@ issuer and the recipient of the host data, and optionally,
the use of spatial pseudorandom sequences, is the spatilitional information. This message is then mapped onto a
synchronization. Attacks such as cropping, line removal, angbdulated waveform that is added to the image. One of the
affine transforms may shift and rotate the pseudorandaoals of the watermarking scheme is to make it difficult to
sequence; as a result, resynchronization is necessary befpress the exact mapping between information and modulated
correlating. waveforms. For this purpose the modulation process will have

In [12], the authors offer an overview of two data-hiding secret keyK as one of its parameters.
schemes based on classical SS techniques. One of them us&he channel models the transformations suffered by the
DS spectrum spreading and the other uses frequency hoppintage during distribution and authorized usage by the intended
An attempt is made to apply the concept of channel capacigcipient. The delivered image may also be intercepted and
to data hiding. These methods have the same weaknessesasipulated by an unauthorized agent (or even by the intended
other SS related schemes. recipient) to delete or corrupt the watermark and illegally

Even though different proposals for solving the copyrighedistribute the image. The attacks that the watermarked image
enforcement problem have been described and tested wihy suffer can be categorized as follows.
diverse results, previous research in watermarking techniqued) Attacks aimed at deleting the watermark by extracting
has suffered from the absence of a theoretical approach to the an estimate of the hidden signal from the watermarked
study of limits in performance. In this paper a watermarking image.
scheme is modeled and analyzed. Both watermarking and dat2) Attacks with the purpose of altering the extra informa-
hiding are unified into a single model and special emphasis is  tion encoded in the hidden waveform. An example of
placed on the application of concepts from digital transmission  this kind of attack is the use of additive random noise in
theory and information theory. The technique we analyze is  order to increase the probability of error in the hidden
similar to schemes described by other authors [6], [11], [12]. data decoding test.

Section Il offers an overview of the main issues that appearTwo tests are available for ownership-verification purposes.
in a watermarking system. In Section IlI-A, we describe th€he first one, which we will call the watermark detection test,
two-dimensional modulation scheme used to generate fBeused to decide whether an image contains a watermark
watermark. Equivalent vector channels under different agenerated with a certain key. The second one, applied only
sumptions are derived in Sections IlI-B-IlI-D. In Section IVjf the watermark detection test has been passed, decodes the
a coding scheme and a detector structure are studied ameksage carried by the hidden waveform.
analytical approximations to the bit error rate are obtained.For a given original image, the watermarked images ob-
In Section V, a watermark detection test structure is prtained for different keys and messages can be considered points
posed and analytical approximations to the probability of false a multidimensional space. This set of points must satisfy
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certain conditions to be useful. First of all, the watermarthe watermarked versiog[m,n] = z[m,n] + w[m,n]. The
must be imperceptible. This means that the set of possilgeefficientsg, - - -, b7,_; are used to encode a hidden message.
watermarked images must lie inside a hypersphere definedl®t S = {So,---,Sr—1} be the collection of sets of points
certain perceptually significant distortion metric and whosehere the pulsegp;} take nonzero values
center is the original image. A ‘

In order to guarantee that the watermarking process isSi = {(m.n)lpilm,n] #0}, i €{0,---,L—1}. (2)

secure, the hidden signal must be inseparable from the OriginalI'hese sets define the spatial shape of the modulation pulses.

image. In other words, it must be difficult to estimate the origfhe 8x 8 blocks used in some watermarking methods [6], [7]

!nal |?1|?ge frorgtthhe vyatermarl;ted I|(mage \Il(\;hegtthe secre; kggn be considered as special cases of this model. For the sake
IS not known. EIWISE, an atlacker could obtain a goo ecﬁ'simplicity, we will assume in the sequel that pulses do not

timate of the watermark and subtract it from the Watermark%q/erlap e8NS, =0 Vi # j. This assumption guarantees
image. In addition, the set of signal points corresponding IRat pul,sés. z;re o]rthogonal J:

valid watermarked images for a given original image must To meet the security requirements, a different set of modu-

be sparse to achieve a low probability of generating a Valf ion pulses is generated for each value of the secretikey
watermark when the secret key is not known. The waterm e modulation pulse; [, n] are defined as follows:

must also be robust against manipulations aimed at forcing
a change in the result of the watermark detection test or [, A [ afm,n]s[m,n], if (m,n)€S; 3)
the watermark decoding process. These are perhaps the most “*~"7 "~ ] 0, otherwise
challenging requirements, since an unauthorized person wh ; i kev-dependent dorandom N
intercepts a watermarked image may store it and then ap fe ‘;[”E)’ ”]m Sdal dey- eptza rem p‘;e?i gar ng mseque ﬁe
any kind of processing technique in order to delete or corru Al can be modeled as a zero-mean 1.1.d. rahdom sequence
the watermark. with marginal pdff;(s) whose variance is constrained to be

SS techniques have been proposed to achieve secu! 'dThg jeq.usnae[qz,n] énd!caltefs t?ﬁ mai(lmu:n Sllo_vva_bl_gl
and robustness against manipulations. However, the m ndard deviation at ach pixel for the pulses to be Invisible.

difference with respect to an SS communication system | € can infer that the cogmqgmls must safisfy|b;| < .1
f8r the watermark to be invisible. The sequenge:,n] is

that in a watermarking scheme, the jammer is not limite ¢ ' X aint . ¢ .
to additive noise attacks because he is the channel hims'e'lf‘.j' 10 provide maximum uncertainty (en ropy)_ or a given
?rgmal distributionf;(s) when the secret key is unknown.

Nevertheless, the hacker is limited to those manipulations that. . ; L
P is modulation technique is similar to a DS SS scheme.

do not severely distort the image contents. The modulati . N . o
y g owever, as we noted in the introduction, the main difference

scheme, therefore, must exploit this fact. Returning to tWI h respect to classical SS systems used in communications
eometrical approach, the set of hidden message points. | . . . L o
g PP ge b hat in our context, the jammer is not limited to additive

the signal space must lie in the subspace where the origihsal ttacks. H in fact olav th le of :
image is defined. Forcing the hidden signal to be coupled'? Ise al acks. ”e gan_ n daf pttayktr? rr?'gdo a Worls -'(t:r?set
the original image makes it difficult to eliminate the watermark annet especially desighed to atlackthe hidden sighatwithou

without altering the image. In addition, it guarantees that t%lerceptutahlly i(:r(]agra?m? ttr:]e 'T]a?e' Ir} Sefr?orn?n”:-?ji_l'::i-t? ;?Ien
watermark is resilient to compression. scuss the impact ot the choice of a marginal distributio

Because a data-hiding system can be analyzed as a cdcﬁ(?) on the watermarking scheme.
munication system, the concept of channel capacity can be _
applied. However, the computation of the channel capactly Eduivalent Vector Channel for Nonaltered Images
should take into account first the input constraints derived fromAs we stated in the introduction, we assume that the original
the requirements the watermark must satisfy, then a statistitabge z[m, n] is not available in the watermark detection
characterization of the host image, which acts as noise sincarid decoding processes. Therefore, it must be taken as noise
is assumed to be unknown. It should also consider the wotlsat introduces uncertainty in the detection problem. When
of the attacks that do not severely distort the image contentgm,n] can be modeled as Gaussian noise, the correlation

coefficients r; 2 (y,p;) are sufficient statistics for signal

[ll. 2-D MULTIPULSE AMPLITUDE MODULATION detection. However, the Gaussian model is not suitable for
real world images. Because there is in fact a lack of good
A. Definitions statistical models for common images [14], we will reduce

In the two-dimensional (2-D) multipulse amplitude modth€ observation space to the projection onto the pufges
ulation scheme, the signal carrying information is express@ﬂd assume that the information in the subspace orthogonal to

as a linear combination of a set d@f orthogonal functions these pulses can be ignored. o
{pilm,n]},i € {0,---,L — 1} We will now obtain a statistical characterization of the
K2 ? ? ? ?

coefficientsr; for a given imagec[m,n]. Our approach is to

Ll obtain detector structures based on these coefficients and aimed
wlm,n] = Z bipi[m, n] @) at optimizing the probability of error averaged over the set of
=0 keys K for a given imager[m,n] (see Sections IV and V). We
where {p;[m,n]} satisfy (p;,p;) = ||pi||?6;;. The signal start by considering the case in which the watermarked image

w[m,n] is added to the original image[m,n] to obtain does not suffer any alteration, and fixed sff%, ---,Sp—1}
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are used for all the keys. We assume that if a perceptual Ny,
analysis of the watermarked imagém,n| is performed, a \*
-
n
-U

good estimate of the perceptual magkn, n] used to generate P ——=
the watermark is obtained, because the watermarked image
and the original are perceptually equivalent. This assumption b, ol
is in fact supported by simulation results. We will also assume
that the spatial location of the pixels that compose the pulses
p;[m,n] is precisely known when the secret key is available.
This is not the case when the watermarked image has been \*HTH
cropped or has suffered a geometrical transformation. The b, -l

issue of spatial synchronization is addressed in Section V. If
the watermarked imaggm, n] has not been manipulated, then
Fig. 2. Equivalent channel for a 2-D multipulse modulation scheme.

>

ri = (ypi) = bil|pil|* + (x, pi)- (4)
If we definea; = ||p;||? andn; = (z, p;), (4) can be written for any pdf f,(s) since E[s?] is fixed to one, and that
as equality holds only for the two-level discrete distribution
in which s[m,n] takes £1 values. Therefore, when this

7 = ab; +ny. %)

distribution is usedyar (@;;) = 0 and the aggregate noise
Both ¢; andn; are random variables that reflect the randomower is minimum for a given fixed image and a given
nature of the modulation pulses. Since the kiyis the SetS. However, this two-level discrete distribution has less
only random variable in the model andin, ] is i.i.d., each uncertainty than other discrete and continuous pdf's. There is
coefficient 7; is the sum of independent random variable@ tradeoff between noise variance (and hence, probability of
Therefore, if the pulse size is large enough, by the cent®ror) in the equivalent vector channel and uncertainty about
limit theorem, r; is approximately Gaussian. Let us definéhe pulse amplitude when the secret key is not known. This

@ = E[a;] and@; = a; — a;. Now means that if we want the hidden signal to be more difficult to
_ intercept, a penalty in performance must be paid. For a given
ri = aib; +n; (6) value E[s*] # 1, the maximum entropy distributiofi;(s) has
whereny. = @;b; + n;. The second-order moments of théhe form [15], [16]
zero-mean random variablés and n; are £i(s) = Ae™Mus" —Aes” (14)
var (a;) = Z afm,n](E[s*] = 1) 7) The distribution which maximizes the entropy subject only
(m,n)ES; to the second order moment constraififs’] = 1 is the
var (n;) = Z o2[m, n]e2[m, n] (8) Gaussian distributionf(s) = .(27r.)—1/2@—.52/2, for which
(mo)es: E[s*] = 3. Therefore, this distribution achieves the maximum
v e a1 . possible entropy over all the values Bfs“]. For other values,
Elnin] =0, Ela;a;] =0 Vi# ] ©) the maximum entropy distribution is not Gaussian but follows
Elan;] =6 Z o®lm,n]E[s*]z[m,n]  (10) expression (14).
(m.n)ES; Matrices A, I" are strongly dependent on the spatial pulse

where §;; is the Kronecker delta function. We will assumehape. Block pulses, for example, induce highly variable
that f,(s) is chosen to be symmetrical about the origin. Und&f@lués of the matrix coefficients because the statistics of
this assumptionE[s%] = 0 and, as a resultz; andn; are the image in different blocks can significantly differ. If we
- ’ (2 7 . . -
uncorrelated for alli and j. Therefore, the variance of theSPread the modulation pulses over the whole image, the matrix
aggregate noise isar (ny,) = b2 var (@;) + var (n;). Let us coefficients associated with each vector elementill gather

define the vectord 2 (Boy -+ bp_1)Eor A (ro 10 1)T, contributions from all the r'egions' of the image, and, therefore,
A A more homogeneous matrices will result.
nr = (ng, -+, n7,_,)7 and the matricesA = [a;;] and
I = [v;] 2 E[nrnL]. Then C. Equivalent Vector Channel Under Linear Filtering
r=Ab+nr (11) A similar analysis can be made to include in the vector
S Z 2[m, n] (12) channel model the ef_“fects of possible transformatl_onS _suffered
W ’ by the watermarked image. One such transformation, interest-
(mim) €5 ing to study because of its power as a signal processing tool, is
Yij = 0ij Z o [m, n]a*[m, n] the finite-impulse response (FIR) space-variant linear filtering.
(m,n)es; Let hy i[m, n] be the coefficients of a space-variant linear filter

+ 8,02 Z am,n](E[s*] —1).  (13) that is applied to the watermarked image. kg, n] be the

(o) €S: resulting filtered image

These equations describe the equivalent Gaussian vector z[m,n] = thjl[mﬂz]y[m —k,n =1 (15)
channel represented graphically in Fig. 2. Note that!] > 1 k.l
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Let us definex®{[m,n] = z[m — k,n — ] and let us define noise vectom. Let & = E[n4n’] be the covariance matrix
in the same wayy*![m,n] and pf’l[m,n]. The correlation of n4. Its components are

coefficientr; can now be written as 1

L—1 (/)U = (5@' Z bi var (&zk) (28)
i =(z,pi) = Z b Z <hk,lp§’l,pi> + Z (haaz™t pi). k=0
3=0 Kkl kit Now we can define the aggregate naise= n 4 +n whose
(16)  covariance matrix is the sum of two diagonal matrices

Now we can see that for a given key, i.e., a given outcome ra E[nTn:f] —&+ N. (29)
of s[m,n], intersymbol interference (ISl) is present because
(hk,zpf’l,pﬁ # 0 in general when(k,l) # (0,0). The Again we can observe that for a given image and fixed
Gaussian approximation is still applicable if the pulse size $&ts {S;}, the elements of the covariance matré can
large enough since; can be seen as the sum of independeh€ minimized by choosind';(s) to be a two-level discrete
random variables. The equivalent ISI channel in matrix form @stribution defined a{—1,+1}, since in this cas&[s*] =
1. If we use a different distribution in order to increase

r=Ab+n (17) uncertainty when the secret key is not known, then a penalty
ai; = Z<hk,zpf’l,pi> (18) in noise variance will result. The equivalent channel, after
) grouping the noise contributions together in a single vector is

ni =Y (it pi). (19) r=Ab+nr. (30)

k,l .. . . .
It is interesting to note that if the se{sS;} are fixed, both
Let zs[m,n] be the image filtered byi;;[m,n]. The co- matricesA and I" are diagonal even when the watermarked
variance matrixN of the noise vectom has the following image has been linearly filtered.
entries

D. Key-Dependent Pulse Spatial Location
Nij = 6;; Z ocQ[m,n]a:fc[m,n]. (20) y-bep P

The formulas we have obtained so far are conditioned to
(m,n)€S;

fixed setsSy, - -+, Sr,—1. As we stated in previous paragraphs,
We can decompose the random matdxas we did in we propose the use of key-dependent pulses spread over
Section I1I-B the image in order to provide high spatial uncertainty when
the secret key is not known, as well as to achieve higher

A=A+A (21) resilience to cropping. Spread pulses can be generated by
h randomly assigning each pixel of the image to one of the
where sets Sy, -+, Sg—1. Maximum uncertainty is achieved if the
a2 E[A] (22) probability pf assigni_n_g t_he_ pixe{m,n) to each set_Si is
_ 5 1/L and this probability is independent of the assignments
aij = bij Z ho,olm; nlo[m, n] (23) performed on the rest of the pixels. In Appendix A, we prove
(m,n)€S; that the matricesA and I" corresponding to the resulting
Gij = Z <hk,zpf’l,pi> — Tij. (24) equivalent vector channel are
K, 1
. 5 6“ :6“z Zh070[m,ﬂ]a2[m,ﬂ] (31)
Therefore,A is deterministic and is a zero-mean random m,n
matrix. The second-order moments of the elementd afre 1 5 5
Vi = z Z &4 [m7 n]xf[mv 7’L]
var (i) =65y hoolm,n]a[m,n](E[s] - 1) "
(m.n)es; + b2 Z h3 olm, nlat[m, n](E[s*] — 1)
2 L ’
+ Z Z R alm; n] i
(k,l);é(o,o) ('rn,n)ESi ﬂS;.V’l Zb?
-a?[m,n]a?[m — k,n — ] (25) 4! 5 Z Z R [m,n]
Elaijan] =0 ¥(i,5) # (k,1) (26) (D 2(0,0) o
Elagni] =0 (i), k 27) -?[m,n]o’[m — k,n — 1]
A ~ + lr25 Z R o[m, n]at[m, n] (32)
whereSH! = {(m,n)|(m — k,n —1) € S;}. The productAb ‘L2 0.0L7% ’

m,n

(that we will denote byn,) is a zero-mean random vector 1
. . _ 2 4

whose components are uncorrelated since the entries of the _—bibjﬁ Zhoyo[m,n]oc [m, n],

noise matrixA are zero-mean, uncorrelated and independent mn

of b. Furthermore, this random vector is uncorrelated with the i # 7. (33)
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Note that even though the covariance matrix of the noise o _ 1 /N-1 2
conditioned to a fixed sef is diagonal, the covariance matrix Vi T T2 N Z
considering all the possible se$ is no longer diagonal. o
; ; ; a®[m, n)
However, simulations show that the cross-covariance terms are - ) 7 i#J. (38)
small compared to the terms in the diagonal, and therefore, (62[m, n] + &[m, n])?

they can be neglected.
IV. CHANNEL CODING

E. Application to Wiener Filtering A. Detector Structure

Linear f"te“f‘g caq be used as an attack but it can alsoOnce we have obtained a statistical characterization of the
be useful for improving the performance of the watermar

. . : - cl><bservation vector, we can study detector structures to
detection and decoding processes. In fact, if a minimum MegN. de hidden information. Assume that each messzige
square error (MMSE) linear estimate of the original image IS . I )
subtracted from the watermarked image, the signal-to n0|ag alphabet of siza/ = 2% is mapped onto a vectd(;) =

9 g o) -+ br_1(i)), whereb; (i) = £1,j = {0,---, L—1},i =

e e, I Supmanlaly MDYV 1) Tnrefore, - messages can b cen. Te
P P P ML detector for the vector channel analyzed in Sections IlI-B—

[17], normally used_for Image restoration, s applied. Theﬂ'l-D chooses the codeworbl) which maximizes the Gauss-
the preprocessed signal is

ian pdf
g[m,n] b(i)) = (2 —L/QF—I/Q
fmn] = gfm. ]| = © Frlb()) = (2m)~H|1]
zlm,n yim,n O—%[m,ﬂ] + a%,,[m,n] - exp {_% (’!’ _ C(i))TF_l(T _ C(L))} (39)
- (ylm,n] = Ely[m, n]]) + E[y[m,n]]|.  whereI"is the covariance matrix af;, ande(s) = Ab(i),i =
(34) {1,---, M}. This is equivalent to maximize

v’ te(i) — %CT(i)F_lc(i). (40)
The expectatiorf[y[m, n]] is actually estimated by means ) o )
of a moving average filter. Hence, it can be included as partThe resulting decision regiongD;} are
;)f thetLesuItirlg filterl.( Tdhe_ variangeé%[[m,n]] is alsg[estirr]ated D; = {rlr' YA — b())
rom the watermarked image a&Z[m,n] = &2[m,n] — . PR N P
a?[m,n]. Therefore, the resulting filter kernel is > (i) +b(5))" A I AMG) —by) Vi # i}

(41)
i s[ma ] = C}j[m,ﬂ] 6l ] — 1 S li— k-1 As we have seen in previous sections, when the pulse
oy [m,n] N " locations defined by the sefs;} are fixed and independent of

(35) the keyK, the matriced” and A are diagonal, and the decision
regions of the ML detector for the simple code above proposed

where the summation corresponds to the moving average &g defined by the coordinate hyperplanes. The detector is thus
is defined on aV-pixels region around the origin. Note thatduite simple, since it is equivalent to a bit-by-bit hard decoder.

this is not the optimal MMSE linear estimate af[m,n When key-dependent pulse locations are assuties, no
because it implicitly assumes thafm, n] is white, and this longer diagonal. T_herefore, the_de_C|S|on regions are intricate
is not true. However, simulations show that this simple filtgf"d the computational complexity increases. We can, alterna-
improves the performance of the detection process. The df4€lY use a bit-by-bit hard decoder. The use of this detector
tistics of the resulting equivalent channel can be computed Bucture is reasonable because, even though it is suboptimal

substituting the filter kernel (35) into (31)~(33) in this case, it does nqt considerably degr_ade the_ performance
since the cross-covariance terms fihare in practice small
_ 1N-1 at[m,n] compared to the terms in the diagonal. Furthermore, it is
Gij _5iif N Z 62[m,n] + o2[m, ] (36) simple to implement and independent Bfand A.
’"4 Let @,y be any of the elements in the diagonal4fnd I,
i = 1 a’fm,n] respectively. Considering the structure of the binary antipodal
L mon (62[m,n] + a*[m, n])? code proposed above, we can prove that in both the key-
N_1\2 1 dependent and the key-independent pulse location cases the
. [<_> Oé?[m’n] <E[34] — _> probability of bit error averaged over all the keys for a given
N L image and the bit-by-bit detector is given by
1 2 a
+ | zlm,n] — = a:m—k,n—l) b= <_> 42
(bl - Sl 1 =0 (@2)
1 where
+ = > a’m—kn-I (37) A L/m @y
N i 0.0) Q(x) ord) e dt. (43)
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If we analyze (31) and (32) we can see that for a fixed imagéth an image that is in fact watermarked. It is crucial for the
size, the ratioa?/y (which may be regarded as an SNR)gredibility of the watermarking system to fix a very o
decreases witlL. In other words,P, decreases with the pulseln fact, the goodness of the system can be measured in terms
size. Therefore, in order to achieve a certaéjna minimum of the P, guaranteed for a certaiRg.

pulse size is required, or equivalently, a maximum number of As we have already stated, we will reduce the observation

bits per pixel is allowed. space to the projection onto the subspace spanned by the
pulses{p;}. Therefore, the watermark detection test will be
B. Attacks based on the coefficients; and we will use the models

H{efined in previous sections in our derivations. A uniformly

We can use (31)~(33) to analyze the effects of differe ost powerful test (UMP) [18] does not exist for the binary

kinds of attacks on the watermarking scheme. When t . ) .
watermarked image is cropped, for example, some poi pothesis test in (45). Alternatively, we can perform the test

of the modulation pulses will be lost. Hence, the SNR fdpdependently for each value gfand finally decidef1, if the

eachr; will decrease and the probability of bit error Wi”test yielded a positive result for at least one of those values.

degrade. If spread pulses with key-dependent pulse Iocatio-rr@S technique can be expressed as the following test:

are used, then the probability of bit error will increase in the F(rl€, Hy) |
same amount for all bits and errors affecting different bits are Agy(z) = max W’H) z H, (46)
approximately independent. These characteristics facilitate the ¢ 1 H10) Ho

design of good binary coding schemes at bit level. . .
: where f(r|€, H,) is the pdf ofr;(€) = (2, T(p;, €)) assumin
The watermgrked.|mage could'also b.e attacked_ by add|{1 t thfe( i|r§1agé) is watSrmarke(g)ancg haépsfgfz)red the '?rans-
Zero-mean white noise. If_the noise variance at p(x&L_n) . formation 7°(-,£). When a geometric transformatidfi(-, &)
is o2[m,n] and the noise is added before the linear filterin applied t07 the watermarked image, the perceptu:'all mask

operation, then we can analyze the effect of this attack just Dters approximately the same transformation, Tép;, £) ~

adding to (32) the term T(o,&)T(s,€). For this reason, iftx[m,n] is obtained from
1 the image under test, the components are actuall
L D o’tmyn] ) hifmonlofm —kin—1]. (44) computegd as;(¢) = (z, aT(s,ﬁ))P e ’
As we did in previous sections, we assume that the key
A worst-case attack of this kind is the addition of noisé is the only random variable in the watermarking model
shaped by the perceptual mask used to generate the watermenki, that all the keys are equiprobable. Therefore, we will
i.e. o2[m,n] = a*m,n],¥(m,n). This attack is studied in measurePp as the probability of getting a key that yields

m,n k,l

Section VI. a positive result in the watermark detection test when the
image has been watermarked with that key, dfd as the
V. SYNC RECOVERY AND WATERMARK DETECTION probability of getting a key that yields a positive result when
the image has not been watermarked. A detection test will be
A. Detector Structure designed specifically for each image, fixing a threshold value

L ) that guarantees a desirét}:. However, thePp achievable in

Throughout the analysis in Sections Il and IV we havg,c case depends on the characteristics of the image under
assumed that the exact location of the pulses was knowgs; |n fact, P, indicates the suitability of each image for
However, several kinds of attacks such as cropping and affigg g watermarked. Small images, for instance, will lead to
transforms may change the spatial location of the waterma%orPD values and will be bad candidates for watermarking.
The synchronization recovery algorithm is in fact intimately any image under test, the decision should be accompanied
related to the watermark detection test. When it succeeds/fjJsy, ihe corresponding, which should be considered as a
to acquire synchronization, we can infer that the image {5easure of the confidence level for that decision, assuming
watermarked/not watermarked with the given key. In thgas 5 certainpy is guaranteed. Our goal in this section is
sequel we will consider both tests as equivalent processes, nrovide expressions that can be used both to fix thresholds

Suppose that the watermarked image may have sufferedha -nieve a desiredy for any image and to measure from
geometric transformatioff’(-,£) with unknown parameter$  giihar the original or a watermarked image tRge that can
for which we do not assume arg priori distribution. The o expected in each test.

watermark detection test can be formulated as the binaryry,o pdf under hypothesiel;

\ can be decomposed as
hypothesis test

Hy: z[m,n] =T(xz[m,n] + w[m,n],€) frle, Hy) = 1 < F(r|b(i), &, Hy). (47)
Hy: z[m,n] =T(x[m,n],§€). (45) M ;

The performance of this test is measured by the probabilityWe will limit our analysis to transformations consisting in
of false alarm(FPr) and the probability of detectio/’). integer shifts (e.g., cropping). Then, for evefyeach condi-
The former is the probability of an arbitrary nonwatermarketional pdf can be approximated by a Gaussian pdf with mean
image vyielding a positive result in the watermark detectiodb(i) and covariance matrix’. The pdf under hypothesis
test and the latter is the probability of getting a positive resulf is approximated by a zero-mean Gaussian vector pdf with
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covariance matrixN = ¢2I, where

1
2 _ 2 2
ot =7 E a[m, nlry[m,n].

m,n

(48)
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where ji(s) is the second derivative qgi(s) with respect to

s. When only affine transforms consisting of integer shifts

are considered, the maximization in (46) can be implemented
by using a brute force search algorithm. This is actually

We will assume thaf, pulses are reserved for synchronizag8 computationally complex technique, considering that the
tion purposes and are thus modulated by known coefficiemtdlses are spread over the whole image. The use of sequential

(assume+1)
L,—1 L—1
wlm,n] = Y pifm,nl+ Y bipilmonl. (49)
i=0 i=L,

detection algorithms in the synchronization recovery process
is left as an open research line.

When affine transforms that include scaling and rotations
are considered, other issues appears[th,n] is i.i.d., its
autocorrelation function is a delta function. This means that

If we neglect the cross-covariance termdinwe get, after o peak in the function (50) is very narrow and may be

some algebra, the following expression for the log maximu

likelihood functionl(z) £ InA,(z)

(50)

(=)

Jery difficult to find by a brute force searching algorithm.
The peak can be smoothedsifn, »] is nonwhite or, in other
words, it has some redundancy. A smoother function reduces
the uncertainty when the key is not known. However, it allows
the use of a synchronization recovery algorithm in two steps:
first, during acquisition, a sequential search is performed over
a grid defined in the space of unknown parameters; then a fine
adjustment of these parameters is performed by means of an
iterative algorithm (e.g., a gradient algorithm). The design of
sequences|m, n] beneficial to the synchronization algorithm

is an open research line.

wherea and+~ are the same as in (42). We will approximate
Pp by the probability of exceeding the threshold assunifiig B. Attacks

is true and the estimate gfis correct. WhenPg is very low,

the probability of exceeding the threshold for other values of When an image is cropped, the ratia$/y and a*/o?
£ when H, is true is negligible. Therefore, the approximatiofiecrease. Therefore?’, decreases for a fixed’». For a
is reasonable. We will defind’s as the probability of a Maximum cropping factor, it is possible to obtain a minimum

nonwatermarked image exceeding the threshold&foe 6

pulse size (maximum number of pulses) in order to guarantee

i.e., when no transformation is assumed. When the image'@silience to cropping.

not watermarked, any of the poing examined during the

Line (or column) removal can considerably reduce the

maximization in (46) can lead to a false alarm event. Hendeerformance of the watermark detection test with little effort.
the actualPr can be approximated by further multiplying thelf one line is removed, for instance, two peaks will appear in
Py obtained in the derivations by the size of the search spatie functioni(r) as a function of (see Section V-A). In fact,

Let u(s) = In E[e**™)|H,]. Then

L. o a’L
1(s) <2ln il >3+( )
-lnE[6_5(7’2/2)((1/”/)—(1/02)) cosh® <@)}
~

+L,InE [6—80’2/2><<1/w>—<1/02>>es(rﬁ/w)} (51)

where r ~ N(a,o?). It is assumed that; = 1 for i €
{0,---, L; —1}. The Chernoff bound for probabilitieBr and
Pp is [18]
Pr < CM(S)—S/l(S)7 $>0
Pp > 1= cHETa=s)its)

(52)
s<1 (53)

andi(s) = n, where(s) is the first derivative ofu(s) with

respect tos. Using central limit theorem arguments a tighte

approximation is [18]

1

P~ et(8)—spu(s) 54
F V2182 ji(s) 4
Py~ 1 () +(1=)i(s) (55)

V2r(l = s)?ji(s)

the amplitude of the original peak will be distributed between
those two peaks. One solution is doubling the pulse size in
order to guarantee the requirdé, in watermark detection
and BER in data decoding. Work is in progress to develop
synchronization schemes and pulse shapes robust against this
kind of attacks.

Additive noise will clearly decreasEp for a given thresh-
old. The noise power that a hacker can add to a watermarked
image is limited. Hence a minimum pulse size can be fixed in
order to guarantee a minimui, for a requiredPs.

VI. EXPERIMENTAL RESULTS AND COMPARISONS

In this section we compare results from simulations to the

analytical expressions derived in previous sections. We have

erformed all the experiments using the gray-level images of
Eiﬁerent sizes shown in Fig. 3. In Fig. 4, we can see examples
of watermarked images. The perceptual maskn,n| is
based on a visibility function defined in [17]. In Fig. 5,
we show the perceptual mask corresponding to the images
under study. The marginal distribution afm,n] used in
the experiments is a symmetrical discrete distribution taking

values in{%3 \/8/5,4/8/5}.
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Fig. 4. Watermarked images.

(b)

Fig. 5. Perceptual masks.
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BER vs. pulse size, Wiener filter in detection
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Fig. 6. BER versus modulation pulse size when estimation of the original image using an adaptive Wiener filter is performed prior to detection.

A. Data Decoding attack aimed at deleting the watermark. As we can see, the

The first group of figures evaluate the performance of tfRER has not substantially degraded with respect to the nonat-
data-hiding scheme using the detector discussed in Section {REked case (see Fig. 6). This effect is due to the fact that in
In all the cases studied we have obtained the empiridg?al conditions, linear MMSE estimation of the hidden signal
curves taking 100 keys at random. In Fig. 6, we can s ds to the same results when it is done after performing

plots of the BER obtained both empirical and analyticallj?€&" MMSE estimation of the original image (which is
for different pulse sizes when the watermarked image z?gtually the attack). We can see that the dlﬁgrence between the
unaltered and Wiener filtering is applied for noise reductigff€Cretical BER and the empirical BER has increased because
as a preprocessing step (Section IlI-E). The empirical Béﬁere is a gr_eater afjdlt_lonal variance term not considered
is slightly above the theoretical BER due to the additiond! the theoretical derivations, resulting from the use of two
variance term that in practice appears because the coefficigftdSecutive key-dependent filtering operations.
of the Wiener filter are computed from the watermarked image,
which is key-dependent. Work is in progress for contemplating
this effect and obtaining better estimates of the statistics Bf Sync Recovery and Watermark Detection
the equivalent channel. In the last group of figures, we show bounds and approxima-
In Fig. 7, we show similar plots when low pass filteringions to the receiver operating characteristic (ROC) when the
rather than Wiener filtering is performed before detectionatermarked images do not suffer any attack. Curves obtained
for estimation of the original image. We can see that thfeom simulation results are also shown. THg is so small
performance has substantially degraded with respect to that it cannot be estimated through experimentation. Hence
previous plots. In this case, the filter used in demodulationtise empirical curves actually represent the empirial and
independent of the key, and therefore the additional variang® analytical approximation t&r evaluated over a range of
discussed in the previous paragraph does not appear. threshold values. In all the cases, the experiments have been
In Fig. 8, we can observe the effect of an attack based parformed taking 400 keys at random. The parametgysc?
worst case additive Gaussian noise shaped by the perceptamhputed and used in the tests correspond to pessimistic
mask. Wiener filtering is performed prior to detection for nois8SNR values. Hence, the theoreticB)- obtained from these
reduction. The BER has increased slightly with respect to tharameters is an upper bound with respect to the adtual
first plots. These curves can be used to choose a conservativiem Fig. 10, we plot the Chernoff bound and an approxi-
pulse size that provides robustness against additive noise. Tintion to the theoretical ROC for the Tiger image for 20
increase in variance due to the key-dependent Wiener filulses, none of them reserved for synchronization purposes,
also appears in these plots. when low-pass filtering is used to estimate the original image
In Fig. 9, plots of the BER are shown for a Wiener filtebefore detection. Note that the approximation f&s is very
attack that can be considered as a worst case linear filterigse to the empiricalPp,.
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BER vs. pulse size, low pass filter in detection
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Fig. 7. Bit error rate versus modulation pulse size when estimation of the original image using a low pass filter is performed prior to detection.

BER vs. pulse size under additive noise attack
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Fig. 8. Bit error rate versus modulation pulse size when the watermarked image is attacked with worst case additive noise and Wiener filtering is
performed prior to detection.

In Fig. 11, we show an approximation to the theoreticdle computed exactly for the parametersy,s? estimated
ROC for the Tiger image when only one pulse coveringsing the analytical expressions, becaugeone dimensional.
the whole image is used as a watermark, and assuming tBaen though the distance between the theoretical and empirical
Wiener filtering is used to estimate the original image beforirves has increased due to the additional variance term
detection. In this simple case the theoreti¢al and P, can introduced by the Wiener filter (Section VI-A), the theoretical
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BER vs. pulse size, Wiener filter attack
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Fig. 9. BER versus modulation pulse size when the watermarked image is attacked with Wiener filtering and Wiener filtering is performed pricorio detecti

ROC for Low Pass Filter prior to detection (L=20, Ls=0)
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Fig. 10. Bound and approximation to the ROC of the watermark detection test with low-pass filtering before detection.

Pr is still an upper bound, since the parametarsy, 2 Using the approximations to the ROC, it is possible to fix

are computed pessimistically. We can see that Miehas adequate values of the threshold for a desifgd Similar
substantially improved because a better estimation of thpproximations can be used to obtain valuesPgf and Pr
original image is performed and only one pulse with nachievable under different kinds of attacks. In fact, since the

additional information is used. attacker should not considerably degrade the image, a worst-
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ROC for Wiener filter in detection (L=1, Ls=1)
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Fig. 11. Approximation to the ROC of the watermark detection test with pure watermarking and Wiener filtering before detection.

case ROC exists that can be considered as the achievable APPENDIX
performance for any attack.

A. Equivalent Channel for Key-Dependent Pulse Locations
In this appendix we derive the first- and second-order
VII. CONCLUSIONS AND FURTHER WORK moments of the equivalent vector channel when spread pulses

In this paper we have introduced the theoretical analysis §fth key-dependent pulse locations are used and the water-
a data hiding and watermarking system. As a result of tHarked image is linearly filtered. Assume that the codeword
analysis, we have derived detector structures and expressighs > br—1) is hidden. Then
for performance measures such as the BER and the ROC

associated with a given original image when alterations such Elri] = Es[Er[ri|5]] (56)
as additive noise, cropping, and linear filtering are possible. var (1;) = Es[vavy (r;|S)] + vars (Eg[r:|S])  (57)
These expressions can be used to fix parameters such as cov (r;,7;) = Es[covy (r;,7;|S)]

the number of pulses and the watermark detection threshold + covs (Er[ri|S], Er[r;]S])

necessary to achieve a desired level of performance. Moreover,

performance measures can be obtained prior to watermarking = Es[Er[ri|S]Er[r;|S]]

and can thus be used to estimate the capacity of an image for — Es[Ep[ri|S]|Es[Er[r;|S]] (58)
information hiding purposes.

Promising lines of research are the design of chann#here Ey[r;|S] and varz(r;|S) correspond to the formulas
codes for small pulse sizes in order to approach the overll @ and~;; shown in Section Ill-C. The expected value of
information capacity of the image, the use of sequentille ith component of the received vectoris
detection techniques [19] and new pulse shapes to improve
the watermark detection algorithm in terms of computationafeslEr[rilSll = > Er[ri|S] Pr{S}
complexity and robustness against scaling and rotations, and $

the application of the analytical approach discussed in this IbiZhojo[m,n]QQ[m,n]Pr{(m,n) €S}
paper to transformed domains (DCT, DFT, wavelets, etc.) and m,n
color images. (59)

The most challenging research line is the definition of a
theoretical framework in terms of Shannon information theorylence
In a watermarking system, problems related to source coding, 1
channel coding and cryptographic security appear. Hence, a @iy = 5@'3 Zho,o[m,n]OéQ[m,ﬂ]- (60)
careful analysis should combine these three fields. mn
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